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Fault-Resilient Continuum
Deformation Coordination

Hossein Rastgoftar , Member, IEEE

Abstract—This article offers a physics-based automation
with two operation modes: 1) homogeneous deformation
mode (HDM) and 2) containment exclusion mode (CEM), to
safely plan a large-scale group coordination and resiliently
recover safety in the presence of unpredicted agent
failures. HDM becomes active when all agents are healthy,
where the group coordination is defined by homogeneous
transformation coordination functions. At HDM, a desired
n-D homogeneous transformation (n = 2, 3) is uniquely
related to the desired trajectories of n + 1 leaders and ac-
quired by the remaining followers in real-time through local
communication. At CEM, agent coordination is treated as
an ideal fluid flow, where the desired agents’ paths are de-
fined along stream lines inspired by fluid flow field theory to
circumvent exclusion spaces surrounding failed agent(s).
This article formally specifies the transitions between the
HDM and CEM by using local proximity and applying the
continuum deformation properties. More specifically, local
proximity is used by agents to define interagent commu-
nication in an unsupervised fashion once they recover
safety and HDM is activated. On the other hand, properties
of homogeneous transformation are applied to quickly
detect each arising anomalous situation and exclude failed
agent(s) from group coordination of healthy agents.

Index Terms—Continuum deformation, decentralized
control, local communication, physics-based methods,
resilient multiagent coordination.

I. INTRODUCTION

CONTROL of multiagent systems has been widely inves-
tigated over the past two decades. Formation and coop-

erative control can reduce the cost and improve the robust-
ness and capability of reconfiguration in a cooperative mission.
Therefore, researchers have been motivated to explore diverse
applications for the multiagent coordination, such as formation
control [1], traffic congestion control [2], distributed sensing [3],
and cooperative surveillance [4].

A. Related Work

Centralized and decentralized cooperative control approaches
have been previously proposed for multiagent coordination. The
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virtual structure [5], [6] model treats agents as particles of a rigid
body. Assuming that the virtual body has an arbitrary translation
and rigid body rotation in a 3-D motion space, the desired trajec-
tory of every agent is determined in a centralized fashion. Con-
sensus [7]–[12] and containment control are the most common
decentralized coordination approaches. Multiagent coordination
using first-order consensus [13] and second-order consensus [7]
has been extensively investigated by researchers in the past.
Leader-based and leaderless consensus have been studied in [8],
[9]. Stability of the retarded consensus method was studied in
[14] and [15]. Finite-time multiagent consensus of continuous
time systems is studied in [10] and [11]. Su et al. [12] evaluate
consensus under a switching communication topology in the
presence of disturbances.

More recently, researchers have investigated the resilient con-
sensus problem and provided guaranteed conditions for reach-
ing consensus in the presence of malicious agents [16]–[19].
Weighted mean subsequence reduced (W-MSR) is commonly
used to detect an adversary and remove malicious agent(s)
from the communication network of normal agents [18], [19].
r-robustness and (r, s)-robustness conditions are used to prove
network resilience under consensus. Particularly, (f + 1, f +
1)-robustness is considered as the necessary and sufficient con-
dition for resilience of the consensus protocol in the presence of
f malicious agents [18].

Containment control is a decentralized leader–follower ap-
proach in which multiagent coordination is guided by a finite
number of leaders and acquired by followers through local com-
munication. Necessary and sufficient conditions for the stability
of continuum deformation coordination have been provided in
[20]. Ji et al. [21] study the convergence of containment control
and demonstrate that followers ultimately converge to the convex
hull defined by leaders. Containment control under fixed and
switching communication protocols is studied in [22] and [23],
respectively. The authors in [24] and [25] study finite-time con-
tainment stability and convergence. Containment control stabil-
ity in the presence of communication delay is studied in [26] and
[27]. Also, the authors in [28] and [29] offer a leader–follower
affine transformation method for multiagent coordination where
graph rigidity is explained to specify followers’ communication
weights based on agents’ reference configuration.

Continuum deformation for large-scale coordination of mul-
tiagent systems is developed in [30]. Similar to containment
control, continuum deformation is a leader–follower approach
in which a group coordination is guided by a finite number of
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leaders and acquired by followers through local communica-
tion [31]. In a continuum deformation coordination, follower
communication weights are consistent with leader agents’ refer-
ence positions in the continuum deformation coordination. The
continuum deformation method advances containment control
by formal characterization of safety in large-scale coordination.
Assuming, continuum deformation is given by a homogeneous
transformation, interagent collision avoidance and agent fol-
lower containment are guaranteed in a continuum deformation
coordination by assigning a lower limit on the eigenvalues of the
Jacobian matrix of the homogeneous transformation. Therefore,
a large number of agents participating in a continuum deforma-
tion coordination can safely and aggressively deform to pass
through narrow passages in a cluttered environment.

B. Contributions and Outline

This article proposes a physics-inspired approach to the
resilient multiagent coordination problem. In particular, mul-
tiagent coordination is modeled by an automation with two
physics-based coordination modes: homogeneous deformation
mode (HDM) and containment exclusion mode (CEM). HDM
is active when all agents are healthy and can reach the desired
coordination defined by a homogeneous deformation. In the
HDM, agents are treated as particles of an n-D deformable body
and the desired coordination, defined based on the trajectories of
n+ 1 leaders forming an n-D simplex at any time t, is acquired
by the followers through local communication. CEM is activated
once an adversarial situation is detected due to unpredicted
vehicle or agent failure. In CEM, the desired coordination is
treated as an irrotational fluid flow, and adversarial agents are
excluded from the safe planning space by combining ideal fluid
flow patterns in a computationally efficient manner.

Compared to the existing literature and the author’s previous
work, this article offers the following contributions.

1) This article offers a novel physics-inspired approach for
detection of anomalous situations in which unexpected
vehicle failure(s) disrupt collective vehicle motion.

2) This article advances the existing continuum deformation
coordination theory by relaxing the follower containment
constraint and offering a tetrahedralization approach to
assign followers’ communication weights in an unsuper-
vised fashion.

3) This article proposes a model-free guarantee condition
for convergence and interagent collision avoidance in a
large-scale homogeneous transformation.

4) This article proposes a tetrahedralization method to
naturally establish/reestablish interagent communication
links and weights, to classify agents as boundary and fol-
lower agents, and to determine leaders in an unsupervised
fashion.

5) The author believe this is the first paper describing safe
exclusion of a failed agent in a cooperative team with
inspiration from fluid flow models.

This article is organized as follows. Preliminaries in Section II
are followed by a resilient continuum deformation formulation
in Section III. Physics-based models for the HDM and CEM are
described in Sections IV and V, respectively. Operation of the
resilient continuum deformation coordination is modeled by a

hybrid automation in Section VI. Simulation results presented in
Section VII are followed by concluding remarks in Section VIII.

II. PRELIMINARIES

A. Position Notations

The following position notations are used throughout
this article: Actual position of agent i is denoted by
ri(t) = [xi(t)yi(t)zi(t)]

T at time t. Reference position of agent
i, denoted by ri,0,γ = [xi,0,γyi,0,γzi,0,γ ]

T , is equal to the actual
position of agent i when γ ∈ {CEM,HDM} is started. There-
fore, ri,0,γ is constant for every agent i until γ is overridden.

Global desired position of agent i is defined by
a continuum deformation function and denoted by
ri,c,γ(t) = [xi,c,γ(t)yi,c,γ(t)zi,c,γ(t)]

T at time t where
γ ∈ {HDM,CEM}.

Local desired position of agent i is denoted by ri,d,γ(t) =
[xi,d(t)yi,d(t)zi,d(t)]

T and defined as follows:

ri,d(t) =

⎧⎪⎨
⎪⎩
ri,c,γ(t) γ = CEM ∧ i ∈V
ri,c,γ(t) γ = HDM ∧ i ∈VL∑

∀j wi,jrj(t) γ = HDM ∧ i ∈VF

(1)

at time twherewi,j is the communication weight between agent
i and j. Note that agent i acquires the desired coordination
by tracking the local desired trajectory ri,d, i.e., ri,d is the
reference input to the control system of agent i. If γ = HDM,
ri,d is updated through local communication and defined based
on actual positions of the in-neighbors of agent i. Otherwise,
ri,d = ri,c,CEM is assigned in a centralized fashion.

B. Motion Space Tetrahedralization and Λ Operator

Let c ∈ R3×1 and p1, p2, . . ., pn+1 ∈ R3×1 be n+ 2 arbi-
trary position vectors in a 3-D motion space. Then, rank operator
κn is defined as follows:

κn (p1, . . . ,pn) = rank
([

p2 − p1 · · · pn+1 − p1

])
.

(2)
If p1, . . ., pn+1 are positioned at the vertices of an n-D simplex,
then κn(p1, . . . ,pn) = n.

Remark 1: This article studies 2-D and 3-D homogeneous
deformation coordination problems; therefore, n = 2, 3.p1,p2,
p3, andp4 form a tetrahedron forn = 3, ifκ3(p1,p2,p3,p4) =
3. p1, p2, and p3 form a triangle for n = 2, if κ2(p1,p2,
p3) = 2.

Vector function pn
4 : p1, . . . ,pn+1 denote positions of n+ 1

points in a 3-D motion space whereκn(p1, . . . ,pn+1) = n (n ∈
{2, 3}). Then,p1,p2,p3, andpn

4 define vertices of a tetrahedron
in a 3-D motion space if pn

4 is defined as follows:

pn
4 =

{
p1 + Ξ (p3 − p1)× (p2 − p1) n = 2

p4 n = 3
(3)

where Ξ �= 0 (See Fig. 1).
Vector function cn: Suppose p1, . . . ,pn+1 and c denote

positions of n+ 2 points in a 3-D motion space, where
κn(p1, . . . ,pn+1) = n and n ∈ {2, 3}. Then, we can define
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Fig. 1. Graphical representation of the virtual agent p2
4.

vector function

cn =

{
c− (c · n1−4 (p1,p2,p3))n1−4 (p1,p2,p3) n = 2

c n = 3

(4)
where “·” is the dot product symbol and unit vector

n1−4 (p1,p2,p3) =
(p3 − p1)× (p2 − p1)

‖ (p3 − p1)× (p2 − p1) ‖ (5)

is normal to the triangular plane made by p1, p2, and p3.
Remark 2: Vector c2 is the projection of c on the triangular

plane made by p1, p2, and p3 (See Fig. 1).
Vector function Λ: Suppose p1, p2, p3, and pn

4 are known
points in a 3-D motion space, where κ3(p1,p2,p3,p

n
4 ) = 3 for

n ∈ {2, 3}. Then, we can define a vector function

Λ (p1,p2,p3,p
n
4 , c

n) =

[
p1 p2 p3 pn

4

1 1 1 1

]−1 [
cn

1

]
∈ R4×1

(6)
that has the following properties [32]:

1) The sum of the entries of Λ is 1 for any configuration of
vectors p1, . . . ,p

n
4 and cn for n = 2, 3.

2) If Λ ≥ 0, cn is inside the tetrahedron formed by p1, . . .,
pn
4 . Otherwise, it is outside the tetrahedron.

Proposition 1: If n = 2, λ4(p1,p2,p3,p
2
4, c

2) = 0 for any
arbitrary position c2, where λ4(p1,p2,p3,p

2
4, c

2) is the fourth
entry of vector. Λ(p1,p2,p3,p

2
4, c

2).
Vector function Λ will be used in this article to determine

boundary and interior agents, to specify followers’ in-neighbor
agents, to assign followers’ communication weights in a 2-D
and 3-D homogeneous deformation coordination, and to detect
anomalies in a group coordination.

III. PROBLEM STATEMENT

Let Ωcon ⊂ R3 be a compact region in a 3-D motion space
containing N(t) healthy and anomalous agents at time t, where
dynamics of vehicle i ∈V is given by

ẋi = fi(xi,ui).

We say that xi ∈ Rnx,i×1 and ui ∈ Rnu,i×1 are the state and
input vectors; actual position ri = [xi yi zi]

T of agent i is the

output of the control system of agent i. SetV(t) defines the iden-
tification (index) numbers of agents and expressed as follows:

V(t) =VH(t)
⋃VA(t) (7)

where disjoint setsVH(t) andVA(t) define the index numbers
of healthy and anomalous agents, respectively. Note that
NH(t) = |VH(t)| is the total number of healthy agents, and
N(t)−NH(t) = |VA(t)| is the total number of anomalous
agents. Healthy agents reach the group desired coordination
while anomalous agents do not.

In this article, the containment domain Ωcon is rigid, where
it does not deform or rotate at any time t. Therefore, Ωcon can
be expressed as Ωcon = Ωcon(r, rcont) where r ∈ R3 denotes
position and

rcon(t) =
1

NH(t)

∑
i∈VH(t)

ri(t) (8)

is the characteristic position ofΩcon at time t. While anomalous
agents are wrapped from the motion space by closed surfaces,
healthy agents are treated as particles of a deformable body
where the desired trajectory of agent i ∈ VH(t) is given by

γ ∈ Γ, ṙi,c,γ (ri,c,γ , t) = Hi,γ (ri,c,γ) q̇γ(t) (9)

set Γ = {CEM,HDM} specifies the collective motion oper-
ation modes. ri = [xi,c,γ(t) yi,c,γ(t) zi,c,γ(t)]

T is the global
desired trajectory of agent i ∈VH(t), q = [q1,γ . . . qm,γ(t)]

T

is the generalized coordinate vector, and q1,γ(t) through qm,γ(t)
are the generalized coordinates specifying the temporal behavior
of the group coordination. Furthermore,

i ∈VH , γ ∈ Γ, Hi,γ =
[
hi,1,γ · · · hi,m,γ

]
∈ R3×m

(10)
is the spatially varying shape matrix and hi,l,γ(ri,c,γ) ∈ R3×1

is the l-th shape vector (l ∈ {1, . . . ,m}).
HDM (γ = HDM) is active whenVA(t) = ∅ at time t. There-

fore, NH(t) = N(t) agents defined by set VH are all healthy.
The HDM shape matrix Hi,HDM is constant everywhere in the
motion space.

CEM (γ = CEM) is activated once at least one anomalous
agent is detected in which case VA �= ∅. At CEM, healthy
agents are treated as particles of the ideal fluid flow; thus, the
spatially varying shape matrixHi,CEM determines the geometry
of desired path of healthy agent i ∈VH .

This article offers an automation with two operation modes
HDM and CEM to resiliently recover a sudden failure in a
large-scale continuum deformation coordination. In particular,
we study the three main problems described below.

A. Problem 1: Physics-Based Modeling of HDM

For HDM, the collective motion is treated as particles of a
deformable body, where the agent team desired coordination is
defined by a homogeneous transformation. At HDM agents are
classified as leaders and followers, where setVH is expressed as

VH(t) =VL(t)
⋃VF (t). (11)

A desired n-D homogeneous deformation is guided by n+ 1
leaders defined by set VL. Leaders, defined by VL, move
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Fig. 2. Proposed automation for fault-resilient continuum deformation coordination.

independently and form ann-D simplex at any time t. Followers,
defined byVF , acquire the desired coordination through local
communication with their in-neighbor agents. This article offers
a new tetrahedralization method to determine leaders and follow-
ers and to define interagent communication in an unsupervised
fashion given an arbitrary reference configuration of agents.

B. Problem 2: Physics-Based Modeling of CEM

For CEM, it is desired that healthy agents move on surface
z(x, y, t) = constant, where x and y components of the desired
agent coordination are defined by an irrotational flow field.
A potential function φ(x, y, t) and stream function ψ(x, y, t)
are defined so that the x-y plane is divided into safe region S
and unsafe region U wrapping the anomalous agents. Note that
both stream and potential functions satisfy Laplace equation:
∂2φ/∂x2 + ∂2φ/∂y2 = 0 and ∂2ψ/∂x2 + ∂2ψ/∂y2 = 0.

At CEM, every agent i ∈VH slides along the ith streamline
defined by

ψ (xi,c,CEM, yi,c,CEM, t) = ψi,0(constant) (12)

at any time t ≥ tCEM and tCEM is the start time of the CEM.
Therefore, the desired trajectory of vehicle i ∈VH satisfies the
following constraint at any time t:

∂ψ(xi,c,CEM, yi,c,CEM, t)

∂xi,c,CEM

dxi,c,CEM

dt

+
∂ψ(xi,c,CEM, yi,c,CEM, t)

∂yi,c,CEM

dyi,c
dt

= 0. (13)

Note that

ψ (xi,0,CEM, yi,0,CEM, tCEM) = ψi,0

where xi,0,CEM and yi,0,CEM are the x and y components of
reference position of agent i ∈VH at CEM.

Remark 3: A one-to-one mapping exists between
(xi,c,CEM(t), yi,c,CEM(t)) and (φi,c(t), ψi,c(t) at any
time t where φi,c(t) = φ(xi,c,CEM, yi,c,CEM, t) and

ψi,c(t) = ψ(xi,c,CEM, yi,c,CEM, t). Thus, the Jacobian matrix

J(xi,c,CEM, yi,c,CEM, t) =

⎡
⎢⎢⎣
∂φi,c(t)

∂xi,c,CEM

∂φi,c(t)

∂yi,c,CEM

∂ψi,c(t)

∂xi,c,CEM

∂ψi,c(t)

∂yi,c,CEM

⎤
⎥⎥⎦ (14)

is nonsingular at (xi,c,CEM, yi,c,CEM) ∈ S and t ≥ tCEM.

C. Problem 3: Continuum Deformation Anomaly
Management

This article uses the properties of homogeneous deformation
coordination to quickly identify failed agent(s) and formally
specify the transition condition from HDM to CEM by com-
paring certain transient distance, computed at current time t,
and reference communication weights assigned based on agents’
reference positions. Also, transition from CEM to HDM is
commanded once safety is recovered and all agents enclosed
by Ω(r, rcon) are healthy. The flowchart in Fig. 2 shows the
functionality of the proposed automation for fault-resilient con-
tinuum deformation coordination.

Transitions between the HDM and CEM is managed by
commander agent s ∈VH that is positioned at

s = argmin
i∈VH

{
(xi(t)− x̄H(t))2 + (yi(t)

− ȳH(t))2 + (zi(t)− z̄H(t))2
}

(15)

at time t where μ̄H(t) = 1
NH(t)

∑NH

j=1 μj(t) denotes the com-
ponent μ ∈ {x, y, z} of the centroid of the healthy agents at
time t. More specifically, the commander agent is responsible
to accomplish the following tasks:

1) commanding on transition between HDM and CEM;
2) determining leaders when the agent team enters the HDM

mode;
3) detecting anomalous agents through characterizing agent

deviation from the desired coordination.
Remark 4: The commander agent s ∈VH is assigned in an

unsupervised fashion.
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Assumption 1: This article studies resilience of continuum
deformation coordination against vehicle failure. It is assumed
that no deceptive or attacker agent exists in the containment
domain Ωcon at any time t.

Assumption 2: This article assumes that position informa-
tion among the healthy agents is shared by a complete graph
GH(VH(t), EH(t)) at any time t, where EH(t) =VH(t)×
VH(t). Graph GH is different with proximity-based graph
Gc(V, E) that is defined in Section IV-B for decentralized agent
coordination at HDM.

Because agents are not deceptive (see Assumption 1), infor-
mation communicated through graph GH is valid. Therefore,
healthy and failed agents are assigned at any time t with no
uncertainty.

IV. PROBLEM 1: PHYSICS-BASED MODELING OF HDM

At HDM, sets V (V =VH ), VL, VF are expressed as
follows:

VH = {i1, . . . , iN} (16a)

VL = {i1, . . . , in+1} (16b)

VF = {in+2, . . . , iN} (16c)

where ij ∈VH is the identification number of a healthy agent.
Note that ij ∈VH represents a leader if j ∈ {1, . . . , n+ 1},
and it represents a follower if j ∈ {n+ 2, . . . , N}.

A. Homogeneous Deformation Definition

A desired homogeneous deformation is defined by

ij ∈V, rij ,c,HDM(t) = Q(t)rij ,0,HDM + d(t) (17)

where Q(t) is the Jacobian matrix, d(t) is the rigid-body dis-
placement vector, ri,0,HDM is the reference position of agent
ij ∈V(t) when HDM is continuously active. Homogeneous
deformation is a linear transformation, thus, the global desired
position of healthy ij ∈V can be expressed as a linear combi-
nation of the leaders’ global desired positions by

ij ∈VH , rij ,c,HDM =

n+1∑
k=1

αij ,ikrik,c(t), (18)

where[
αij ,i1 · · · αij ,i4

]T
= Λ

(
ri1,0,HDM, ri2,0,HDM, ri3,0,HDM, r

n
i4,0,HDM, r

n
ij ,0,HDM

)
(19)

and

rni4,0,HDM =

⎧⎪⎨
⎪⎩
ri4,0,HDM n = 3

ri1,0,HDM + Ξ (ri3,0,HDM − ri1,0,HDM) n = 2

×(ri2,0,HDM − pi1,0,HDM),

(20a)

rnij ,0,HDM =

{
rij ,0,HDM n = 3

rij ,0,HDM − (rij ,0,HDM · n1−4

)
n1−4 n = 2.

(20b)

Note that n1−4 = n1−4(ri1,0,HDM, ri2,0,HDM, ri3,0,HDM) was
previously defined in (5). Also, αi1,i4 = 0 if n = 2 (See Propo-
sition 1).

Equation (18) can be expressed in the form of (9) with shape
matrix

Hij ,HDM =
[
hij ,1,HDM · · · hij ,3(n+1),HDM

]
= I3 ⊗

[
αij ,i1 · · · αij ,in+1

]
(21)

and generalized coordinate vector

qHDM(t) =

⎡
⎢⎢⎣

q1,HDM(t)
...

q3(n+1),HDM(t)

⎤
⎥⎥⎦

= vec

⎛
⎜⎜⎝
⎡
⎢⎣xi1,c,HDM · · · xin+1,c,HDM

yi1,c,HDM · · · yin+1,c,HDM

zi1,c,HDM · · · zin+1,c,HDM

⎤
⎥⎦
T
⎞
⎟⎟⎠ (22)

where ⊗ is the Kronecher product symbol and vec(·) is the
matrix vectorization operator and ij ∈VH . Equation (22) im-
plies that m = n(n+ 1) components of leaders’ global trajec-
tories define the HDM generalized coordinates q1,HDM through
qm,HDM.

In Sections IV-B, we present a leader–follower algorithm
for acquisition of the global desired trajectory rij using the
tetrahedralization introduced in Section II-B.

B. Continuum Deformation Acquisition

A desired homogeneous deformation, defined by n+ 1 lead-
ers, is acquired by followers through local communication,
where followers’ communication weights are assigned based on
agents’ reference configuration. However, the MAS reference
configuration is updated when the agent team recovers safety
and transits from CEM to HDM. Hence, the agent team should
be capable of determining the communications and followers’
communication weights with no external supervision using the
agent tetrahedralization, presented in Section II-B.

1) Classification of Agents as Leaders, Followers,
Boundary Agents, and Interior Agents: Let node setVH be
expressed asV =VB

⋃VI , whereVB = {i1, . . . , imB
} and

VI = {imB+1, . . . , iN} define boundary and interior agents,
respectively, mB ≥ n+ 1. Leaders are selected from boundary
agents and assigned by solving the following optimization prob-
lem:

(i1, . . . , in+1)

= argmin
(j1,··· ,jn+1)∈Vn+1

H

‖Λ(rj1,0,HDM, . . . ,

rjn+1,0,HDM, r̄
n
H,0,HDM)‖22 (23)
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subject to

κn

(
rj1,0,HDM, . . . , rjn+1,0,HDM

)
= n (24a)

Λ
(
rj1,0,HDM, rj2,0,HDM, rj3,0,HDM, r

n
j4,0,HDM, r̄

n
H,0,HDM

)
≥ ζ14×1 (24b)

where ζ > 0 is small r̄H,0,HDM = 1
N

∑NH

j=1 rij ,0,HDM is the
centroid of reference configuration of the healthy agents
and r̄nH,0,HDM is assigned using (4). Constraint (24a)
provides a necessary condition for constraint (24b), where (24b)
ensures that r̄nH,0,HDM is inside the leading simplex defined by
n+ 1 leaders at the HDM.

In-neighbors of an interior follower ij ∈VI is defined by set
Nij = {j∗1, . . . , j∗n+1}, where

(j∗1, . . . , j
∗
n+1) = argmin

(j1,...,jn+1)∈Vn+1
H∥∥∥Λ(rj1,0,HDM, . . . , rjn+1,0,HDM, r

n
ij ,0,HDM

)∥∥∥2
2

(25)

subject to

κn

(
rj1,0,HDM, . . . , rjn+1,0,HDM

)
= n (26a)

Λ
(
rj1,0,HDM, rj2,0,HDM, rj3,0,HDM, r

n
j4,0,HDM, rij ,0,HDM

)
≥ ζ14×1. (26b)

Every boundary follower agent ij ∈VB \VL communicates
with n+ 1 leaders defined by VL. Therefore, Nij =VL de-
fines the in-neighbor agents of vehicle ij ∈VL ⊂VB .

Remark 5: While leaders are selected by the commander
agent s ∈VH , each follower assigns its own in-neighbors based
on the agents’ reference positions. Per Assumption 2, posi-
tion information is accessible and communicated to all agents
through the complete graph GH . Therefore, each follower as-
signs its own in-neighbors by solving the optimization problem
(25) with constraints (26).

2) Followers’ Interagent Communications: Followers’
interagent communications are defined by coordination graph
Gc(V, E) with nodes V (V =VH ) and edges E ⊂V×V.
Also, in-neighbor agents of agent i ∈V are defined by Ni =
{j∣∣(j, i) ∈ E}.

Defining Nii = {j1, . . . , jn+1}, communication weight
wij ,jk is specified based on reference positions of follower
ij ∈VF and its in-neighbors as follows:

wij ,jk = λk

(
rj1,0,HDM, rj2,0,HDM, rj3,0,HDM, r

n
j4,0,HDM,

rnij ,0,HDM

)
(27)

for k = 1, . . . , n+ 1, where λk is the k-th entry of
Λ(rj1,0,HDM, rj2,0,HDM, rj3,0,HDM, r

n
j4,0,HDM, r

n
ij ,0,HDM),

rnj4,0,HDM =

⎧⎪⎨
⎪⎩
rj4,0,HDM n = 3

rj1,0,HDM + Ξ (rj3,0,HDM − rj1,0,HDM) n = 2

×(rj2,0,HDM − rj1,0,HDM)

,

(28a)

rni,0,HDM =

{
ri,0,HDM n = 3

ri,0,HDM − (ri,0,HDM · n1−4)n1−4 n = 2
,

(28b)

and n1−4 = n1−4(rj1,0,HDM, rj2,0,HDM, rj3,0,HDM) is deter-
mined using (5). Given followers’ communication weights, the
weight matrix W = [Wjh] ∈ RN×N is defined as follows:

Wjh =

{
wij ,ih ih ∈ Nij ∧ ij ∈VF

0 otherwise.
(29)

Matrix W can be partitioned as follows:

W =

⎡
⎣ 0 0 0
B1 0 0
B2 C A

⎤
⎦ (30)

where B1 ∈ R(mB−n−1)×(n+1), B2 ∈ R(N−mB)×(n+1), C ∈
R(N−mB)×(mB−n−1), andA ∈ R(N−mB)×(N−mB) are non neg-
ative matrices.

Theorem 1: For an arbitrary reference configuration of
agents, if i) first, coordination graph Gc(V, E) defines at least
one directed path from every leader ih ∈VL (h = 1, . . . , n+ 1)
toward every follower ij ∈VF (j = n+ 2, . . . , N ) and follow-
ers’ communication weights are obtained by (27); ii) second,
leaders and follower are assigned by solving (23) through (26);
and iii) third, followers’ communication weights are consistent
with agents’ reference positions and assigned by (27), then the
following properties hold:

1) Matrix

D = −I+W (31)

is Hurwitz and every row of matrix WL = −D−1L0

sums up to 1, whereL0 =
[
In+1 0

]T
∈ RN×(n+1) and

WL =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 · · · 0
...

. . .
...

0 · · · 1

αin+2,i1 · · · αin+2,in+1

...
. . .

...

αiN ,i1 · · · αiN ,in+1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ RN×(n+1).

(32)
2) Let

Y(t) = vec

([
ri1(t) · · · riN (t)

]T)
∈ R3N×1

(33a)

Yd(t) = vec

([
ri1,d(t) · · · riN ,d(t)

]T)
∈ R3N×1

(33b)

Yc,HDM(t) = vec

([
ri1,c,HDM(t) · · · riN ,c,HDM(t)

]T)

∈ R3N×1 (33c)

Authorized licensed use limited to: VILLANOVA UNIVERSITY. Downloaded on May 21,2021 at 16:42:02 UTC from IEEE Xplore.  Restrictions apply. 



RASTGOFTAR: FAULT-RESILIENT CONTINUUM DEFORMATION COORDINATION 429

be the MAS actual desired trajectory, MAS local desired
trajectory, and MAS global desired trajectory, respec-
tively. Then,

Yd(t)−Y(t) = (I3 ⊗D) (Y(t)−Yc,HDM(t)) (34)

at any time t.
As shown in Fig. 2, Yd and Y are the input and output of

the MAS control system. Equation (34) relates the local error
vectorEd = Yd −Y to the global error vectorEc,HDM = Y −
Yc,HDM(t) at any time t. Although, no follower agent knows its
global desired trajectory, the global error vectorEc,HDM remains
bounded if Y stably tracks Yd(t).

Theorem 1 is applied in Section IV-B3 to provide a guar-
antee condition for convergence of the proposed decentralized
proximity-based continuum deformation coordination.

3) Trajectory Tracking: The objective of the trajectory con-
trol is to ensure deviation of actual position of every agent from
its global desired trajectory is bounded while each agent only
accesses its local desired trajectory, and every healthy agent
ij ∈V (j = 1, . . . , N ) chooses a proper control input ui such
that

∀t ij ∈V, j = 1, . . . , N, ‖rij (t)− rij ,d(t)‖ ≤ Δ̂.
(35)

Lemma 1 and Theorem 2 are provided below to relate the local
upper-bound error Δ̂ to the global upper-bound error Δ at any
time t, where

∀t, ij ∈V, j = 1, . . . , N, ‖rij (t)− rij ,c,HDM(t)‖ ≤ Δ.
(36)

Lemma 1: Matrix D−1 is nonpositive.
Theorem 2: Assume control inputs ui1 through uiN are

designed such that

j = 1, . . . , N, ∀ij ∈V, ∀μ ∈ {x, y, z} , ∣∣μij − μij ,d

∣∣ ≤ Δ̂μ

(37)
whereμij andμij ,d =

∑
ih∈Nij

wij ,ihμh are the componentμ ∈
{x, y, z} of the actual and local desired positions of vehicle
ij ∈V; communication weight wij ,ih is obtained using (27).

Then, (36) is satisfied if Δ = ΦmaxΔ̂, Δ̂ =
√
Δ̂2

x + Δ̂2
y + Δ̂2

z

and Φmax = −max
l

(−∑N
j=1 D

−1
lj ).

Theorem 2 specifies an upper limit the agent deviation from
the desired coordination defined at HDM, assuming every agent
is enclosed by a ball of radius ε. Interagent collision avoidance
is guaranteed at HDM, if the following inequality constraint is
satisfied at any time t [30]:

∀t min{σ1(t), σ2(t), σ3(t)} ≥ Δ+ ε
dmin

2 + ε
(38)

where dmin is the minimum separation distance between every
vehicle pair in the reference configuration.

V. PROBLEM 2: PHYSICS-BASED MODELING OF CEM

CEM is activated when there exists at least one agent experi-
encing a failure or anomaly in containment domainΩcon. There-
fore, NH(t) < N(t) at time t and “healthy” and “anomalous”

agents are defined by sets

VH = {i1, . . . , iNH
} (39a)

VA = {iNH+1, . . . , iN} , (39b)

respectively. At CEM, coordination of the healthy agents are
defined by an “ideal fluid flow” pattern, where the failed agent(s)
are wrapped with an exclusion zone and healthy agents must be
routed around. Without loss of generality, potential function φ
and stream function ψ are determined by combining “Uniform”
and “Doublet“ flows:

φ(x, y, t) = φU (x, y, t) + φD(x, y, t)

ψ(x, y, t) = ψU (x, y, t) + ψD(x, y, t)

where the subscripts U and D are associated with “Uniform”
and “Doublet,” respectively. For the uniform flow pattern,

φU (x, y, t) = u∞(t) (x cos θ∞(t) + y sin θ∞(t)) (40a)

ψU (x, y, t) = u∞(t) (−x sin θ∞(t) + y cos θ∞(t)) (40b)

define the potential and stream fields, respectively, where u∞(t)
and θ∞(t) are the design parameters. Furthermore,

φD =

N∑
l=NH+1

φD,il and ψD =

N∑
l=NH+1

ψD,il

define potential and stream fields of the Doublet flow, respec-
tively, where

φD,il =

δil(t) [cos γil(t) (x− ail(t)) + sin γil(t) (y − bil(t))]

(x− ail(t))
2 + (y − bil(t))

2 , (41a)

ψD,il =

δil(t) [sin γil(t) (x− ail(t))− cos γil(t) (y − bil(t))]

(x− ail(t))
2 + (y − bil(t))

2 ,

(41b)

γil(t) is known at time t and δil , ail , and bil are design
parameters specifying the geometry and location of anoma-
lous/failed agent il ∈VA in the motion space where l ∈
{NH + 1, . . . , N}. By treating agent coordination as ideal fluid
flow, we can exclude failed agent il ∈VA by wrapping it with
a closed surface ψ(x, y, t) = ψh,0, where ψil,0 is constant (l =
NH + 1, . . . , N ). Furthermore, healthy vehicle ij ∈VH moves
along the global desired trajectory defined by (12), where ψij ,0

is assigned based on position of vehicle ij ∈VH at the time the
cooperative team enters the CEM and j = {1, . . . , NH}.

Theorem 3: Suppose J(xij ,c,CEM, yij ,c,CEM, t) is the Jaco-
bian matrix defined by (14), and the desired trajectory of every
agent ij ∈VH satisfies (13). Define

Hs,ij = − 1∣∣J (xij ,c,CEM, yij ,c,CEM, t
)∣∣

×

⎡
⎢⎢⎣

∂ψ

∂yij ,c,CEM

− ∂ψ

∂xij ,c,CEM

⎤
⎥⎥⎦
[
∂φ

∂u∞
∂φ

∂θ∞
,

]
(42a)
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Ha,ij ,il = − 1∣∣J (xij ,c,CEM, yij ,c,CEM, t
)∣∣

×

⎡
⎢⎢⎣

∂ψ

∂yij ,c,CEM

− ∂ψ

∂xij ,c,CEM

⎤
⎥⎥⎦
[
∂φ

∂ail

∂φ

∂bil

∂φ

∂δil

]
(42b)

HT,ij =
1∣∣J (xij ,c,CEM, yij ,c,CEM, t

)∣∣
×
[

∂ψ

∂yij ,c,CEM
− ∂ψ

∂xij ,c,CEM

]T
, (42c)

q̇c,CEM =
[
u̇∞θ̇∞

]T
, (42d)

q̇u,CEM =
[
ȧiNH+1

ḃiNH+1
δ̇iNH+1

· · · ȧiN ḃiN δ̇iN
]T
. (42e)

Then, the CEM global desired trajectory can be defined by (9),
where γ = CEM,

q̇CEM =

⎡
⎢⎣q̇c,CEM

q̇u,CEM

vφ

⎤
⎥⎦ ∈ R(3+3(N−NH))×1, (43a)

Hij ,CEM =

⎡
⎢⎢⎣

1 0

0 1
∂zij ,c,CEM

∂xij ,c,CEM

∂zij ,c,CEM

∂yij ,c,CEM

⎤
⎥⎥⎦

[
Hs Ha,iNH+1

· · · Ha,iN HT,ij

]
(43b)

for every agent ij ∈VH , zij ,c,CEM = z(xij ,c,CEM,

yij ,c,CEM, t) and vφ = ∂φ
∂t is the desired sliding speed of

healthy vehicles along their desired stream lines.
Parameters u̇∞, θ̇∞, δ̇il , ȧil , ḃil (il ∈VA and l ∈ {NH +

1, . . . , N}), obtained by taking time derivative from the gener-
alized coordinates, define group desired coordination for CEM.
Note that u̇∞, θ̇∞, and v̇φ can be designed so that the ideal fluid
flow coordination is optimized. However, the remaining design
parameters are uncontrolled.

Remark 6: In general, design parameters u̇∞, θ̇∞, δ̇il , ȧil ,
ḃil (il ∈VA and l ∈ {NH + 1, . . . , N}) can vary with time.
However, this article concentrates only on the steady-state CEM,
which will be achieved when u̇∞, θ̇∞, δ̇il , ȧil , ḃil are all zeros.
Therefore, potential and stream functions are defined by (40),
and (41) simplifies to

ij ∈VH , j = 1, . . . , NH ,⎡
⎢⎣ẋij ,c,CEM

ẏij ,c,CEM

żij ,c,CEM

⎤
⎥⎦ =

⎡
⎢⎢⎣

1 0

0 1
∂zij ,c,CEM

∂xij ,c,CEM

∂zij ,c,CEM

∂yij ,c,CEM

⎤
⎥⎥⎦HT,ijvφ. (44)

This requires an assumption for this work that the failed vehi-
cle il ∈VA remains inside a predictable closed domain U =⋃N

l=NH+1 Uil with time-invariant geometry, until the time the
failed agent is no longer in containment domain Ωcon. This con-
dition can be assured by choosing a sufficiently large value for

the generalized coordinate vφ such that the anomalous agent(s)
do not leave U while the healthy agents move fast enough along
the recovery stream lines.

VI. PROBLEM 3: CONTINUUM DEFORMATION ANOMALY

MANAGEMENT

This section develops a hybrid model to manage transitions
between CEM and HDM. Section VI-A develops a distributed
approach to detect a vehicle failure/anomaly. This is followed
by specification of transition conditions in Section VI-B.

A. Anomaly Detection

We first present a distributed model to detect situations in
which agents have failed or are no longer cooperative. We then
consider these agents anomalous or failed and add them to
anomalous agent setVA.

Consider an n-D homogeneous deformation where interior
follower ij ∈VI (j = mB + 1, . . . , N ) knows its own position
and positions of in-neighbor agents Nij = {j1, . . . , jn+1}. Let
actual position rij (t) be defined by convex combination of agent
ij’s in-neighbors by

j = mB + 1, . . . , N, ij ∈VI , rij (t) =

n+1∑
k=1

�ij ,jk(t)rjk(t).

(45)
where NH = N and �i,j1 through �i,jn+1

are called transient
weights. If κn(rj1(t), . . . , rjn+1

(t)) = n, transient weights
�ij ,j1 through�ij ,jn+1

can be assigned based on agents’ actual
positions as follows:[
�ij ,j1(t) · · · �ij ,j4(t)

]T
= Λ

(
rj1 , rj2 , rj3 , r

n
j4
, rnij

)
(46)

where

rnj4(t) =

{
rj4(t) n = 3

rj1 + Ξ (rj3 − rj1)× (rj2 − rj1) n = 2,
(47a)

rni,0(t) =

{
ri n = 3

ri − (ri · n1−4)n1−4 n = 2,
(47b)

and n1−4 = n1−4(rj1 , rj2 , rj3) is determined based on agents’
actual positions using (5) for n = 2.

Geometric Interpretation of Transient Weights: Let
dij ,j2,j3(t), dij ,j3,j1(t), and dij ,j1,j2(t) denote distances of
point ij ∈VI (j = mB , . . . , NH ) from the triangle sides
j2 − j3, j3 − j1, and j1 − j2, respectively. Assume lj1,j2,j3(t),
lj2,j3,j1(t), and lj3,j1,j2(t) determine distances of vertices j1,
j2, and j3 from the triangle sides j2 − j3, j3 − j1, and j1–j2,
respectively. Then,

�ij ,j1(t) =
dij ,j2,j3(t)

lj1,j2,j3(t)
, �ij ,j2(t) =

dij ,j3,j1(t)

lj2,j3,j1(t)
, �ij ,j3(t)

=
dij ,j1,j2(t)

lj3,j1,j2(t)
.

Geometric representations of dij ,j2j3(t) and lj1,j2j3(t) are
shown in Fig. 3(a) for n = 2.
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Fig. 3. (a) “Actual” triangle constructed by the actual positions of agents j1, j2, and j3 at time t. (b) “Desired” triangle given by the global desired
positions of agents j1, j2, and j3 at time t.

For n = 3, dij ,j2,j3,j4(t), dij ,j3,j4j1(t), dij ,j4,j1,j2(t), and
dij ,j1,j2,j3(t) denote distance of point ij ∈VI from the tri-
angular surfaces j2 − j3 − j4, j3 − j4 − j1, j4 − j1 − j2, and
j1 − j2 − j3, respectively. Assume lj1,j2,j3,j4(t), lj2,j3,j4,j1(t),
lj3,j4,j1,j2(t), and lj4,j1,j2,j3(t)determine distance of vertices j1,
j2, j3, and j4, from the triangular surfaces j2 − j3 − j4, j3 −
j4 − j1, j4 − j1 − j2, and j1 − j2 − j3, respectively. Then,

�ij ,j1(t) =
dij ,j2,j3,j4(t)

lj1,j2,j3,j4(t)
, �ij ,j2(t) =

dij ,j3,j4,j1(t)

lj2,j3,j4,j1(t)
,

�ij ,j3(t) =
dij ,j4,j1,j2(t)

lj3,j4,j1,j2(t)
, �ij ,j4(t) =

dij ,j1,j2,j3(t)

lij ,j1,j2,j3(t)
.

Theorem 4: Assume HDM collective motion is guided by
n+ 1 leaders, defined by VL, every follower ij ∈VI , com-
municates with n+ 1 in-neighbor agents, defined by Nij =
{j1, . . . , jn+1}, where follower ij’s in-neighbors form an n-D
simplex at time t. If deviation of every agent ij ∈VI from
the global desired position rij ,c,HDM is less than Δ at time t
(‖rij (t)− rij ,c,HDM(t)‖ ≤ Δ), then

�min
ij ,j1

(t) ≤ wij ,j1 ≤ �max
ij ,j1

(t) (48)

at t, wherewij ,j is constant communication weight of a follower
ij ∈VI with in-neighbor j1 assigned by (27),

�min
ij ,j1

(t) =

⎧⎪⎪⎨
⎪⎪⎩
dij ,j2,j3(t)−Δ

lj1,j2,j3(t) + 2Δ
n = 2

dij ,j2,j3,j4(t)−Δ

lj1,j2,j3,j4 + 2Δ
n = 3,

�max
ij ,j1

(t) =

⎧⎪⎪⎨
⎪⎪⎩
dij ,j2,j3,j4(t) + 2Δ

lj1,j2,j3(t)−Δ
n = 2

dij ,j2,j3,j4(t) + 2Δ

lj1,j2,j3,j4 −Δ
n = 3

specify lower and upper bounds for transient weight �i,j1(t) at
time t.

Theorem 4 implies that the HDM mode is active only if the
following condition is satisfied:

∀ij ∈VI , k = 1, . . . , n+ 1,

�min
ij ,jk

(t) ≤ wij ,jk ≤ �max
ij ,jk

(t) (Ψij ,jk)

whereNij = {j1, . . . , jn+1} defines in-neighbors of agent ij ∈
VI . Therefore, if

∧N(t)
j=mB+1

∧n+1
k=1 Ψij ,jk is satisfied at time t,

HDM is active. Otherwise, an anomaly is detected. Additionally,
disjoint setsVH andVA are defined as follows:

VH(t) =

⎧⎨
⎩ij ∈V(t)

∣∣∣∣
N(t)∧

j=mB+1

n+1∧
k=1

Ψij ,jk is satisfied.

⎫⎬
⎭ ,

(49a)

VA(t) =V(t) \VH(t). (49b)

Because u∞, θ∞, Δil , ail , and bil are constant (il ∈VA and
l = NH + 1, . . . N ), healthy agents need to know these design
parameters only at the time they enter the CEM. Afterward,
anomalous agents are wrapped and excluded from the safe
motion space, and each healthy agent is capable to assign its
global desired trajectory using (44) in Remark 6.

B. Vehicle Anomaly/Failure Management

Fig. 2 illustrates how vehicle failure can be managed by tran-
sition between “HDM” and “CEM”. The following procedure
is proposed.

1) Define containment domain Ωcon(r, rcon(t)).
2) If there exists at least one failed agent inside the contain-

ment domain Ωcon(r, rcon(t)), then

N(t)∧
j=mB+1

n+1∧
k=1

Ψij ,jk

is not satisfied and CEM is activated.
3) If agents contained by Ωcon(r, rcon(t)) are all healthy,

then
∧N(t)

j=mB+1

∧n+1
k=1 Ψij ,jk is satisfied which, in turn,

implies thatVA = ∅ and HDM is active.

VII. SIMULATION RESULTS

Consider collective motion in a 2-D plane with invariant z
components for all agents at all times t. Suppose a multiagent
team consisting of 22 vehicles is deployed with the initial
formation shown in Fig. 4(a). The containment domain Ωcom is
defined for this case study as Ωcon = ‖r− rcon‖1 ≤ 40, where
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Fig. 4. (a) Reference configuration of the agents at initial t = 0. (b) Reference configuration of the agents at t = 118.92 s when safety is recovered
and agent 11 is no longer inside the containment box Ωcon.

Fig. 5. Homogeneous deformation eigenvalues σ1 and σ2 versus time
for t ∈ [0, 100] s.

rcon(t) =
1

N(t)

∑
i∈VH

ri(t) and ‖ · ‖1 denotes the 1-norm.

Therefore, Ωcon is a box with a side length of 80 m. Without loss
of generality, it is assumed that every agent is a single integrator.
The position of each agent i is updated by

i ∈V, ṙi = g(ri,d − ri) (50)

where g = 25 is constant, ri is the actual position of agent i, and
local desired position ri,d was defined in (1).

A. Motion Phase 1 (HDM)

Team collective motion is defined by a homogeneous trans-
formation over t ∈ [0, 100], where agents are all healthy. Agents
i1 = 1, i2 = 2, and i3 = 3 are the leaders defining the homoge-
neous transformation. Given leaders’ desired trajectories, eigen-
values of the desired homogeneous deformation coordination,
denoted by σ1 and σ2, are plotted versus time in Fig. 5. Note that
σ3(t) = 1 at any time t because agents are treated as particles
of a 2-D continuum and the desired homogenous deformation
coordination is also 2D. Follower vehicles apply the commu-
nication graph shown in Fig. 4(a) to acquire the desired co-
ordination by local communication. The communication graph
is strictly 3-reachable per Section IV. Given initial positions
of all agents, every follower chooses three in-neighbor agents
using the approach described in Section IV. Consequently, the

Fig. 6. Paths of healthy agents over t ∈ [100.35, 118.92] when CEM is
active. The green and block markers show positions of agents at times
100.35 and 118.92, respectively. Failed agent 11 is wrapped by a disk
of radius 2 m centered at (205.26,55.62) when CEM is active.

graph shown in Fig. 4 assigns interagent communication, where
followers’ communication weights are consistent with agents’
positions at reference time t = 0 and obtained by (27). As shown
in Fig. 7, HDM is active before an anomaly situation arises at
time t = 100 s.

B. Motion Phase 2 (CEM)

Suppose agent 11 fails at time t = 100. In Appendix C, it is
described how this failure is quickly detected by the team using
the distributed failure detection method developed in Section VI.
Therefore, CEM is activated, and healthy agent coordination is
treated as an ideal fluid flow after 100.35 s. The ideal fluid flow
coordination is defined by combining “Uniform” and “Doublet”
flow patterns. Anomalous agent 11 is wrapped by a disk of radius
a = 2 m resulted from choosing u∞ = 10 and δ = 40, i.e., a =√

δ

u∞
= 2 m. The remaining healthy agents slide along level

curves ψi,c(t) = ψi,0, where each ψi,0 is determined based on
agent is position at t = 100.35 s. In Fig. 6, actual paths of the

Authorized licensed use limited to: VILLANOVA UNIVERSITY. Downloaded on May 21,2021 at 16:42:02 UTC from IEEE Xplore.  Restrictions apply. 



RASTGOFTAR: FAULT-RESILIENT CONTINUUM DEFORMATION COORDINATION 433

Fig. 7. (a) and (b) x and y components of actual positions of agents
versus time for t ∈ [0, 168.91] s. HDM is initially active over t ∈ [0, 100] s.
Agent 11 is flagged anomalous at time t ∈ [100, 100.35] s; thus, CEM is
activated. At t = 118.92 s, agent 11 is no longer inside the containment
box Ωcon. Therefore, HDM is activated.

healthy agents, defined by VH = {1, · · · , 10, 12, · · · , 22} are
shown for t ∈ [100.35, 118.92]. Green markers show positions
of healthy agents at t = 100.35 s when they enter CEM; black
markers show positions of healthy agents at t = 118.92 s when
CEM ends. Failed agent 11 is wrapped by a disk of radius 2 m
centered at (205.26,55.62) in this example.

C. Motion Phase 3 (HDM)

CEM continues until switching time 118.92 s when failed
agent 11 leaves containment box Ωcon. Fig. 4(b) shows the
agents’ configuration at time t = 118.92. Followers use the
method from Section IV to find their in-neighbors as well as
communication weights. HDM remains active after t = 118.92
since no other agents fail in this simulation. x and y com-
ponents of actual agent positions are plotted versus time for
t ∈ [118.92, 168.92] s in Fig. 7.

VIII. CONCLUSION

This article developed a hybrid cooperative control strategy
with two operational modes to manage large-scale coordination
of agents in a resilient fashion. The first mode (HDM) treated
agents as particles of a deformable body and is active when
all agents are healthy. HDM guaranteed agents can safely ini-
tialize and coordinate their motions using the unique features

of homogeneous deformation coordination. A new CEM coop-
erative paradigm was proposed to handle cases in which one
or more vehicles in the shared motion space fail to reach the
desired coordination. In CEM, the desired vehicle coordination
is treated as an ideal fluid flow and failed vehicles are excluded by
closed curves. Therefore, desired trajectories for the remaining
healthy vehicles can be planned, and collective motion safety
for healthy vehicles can still be guaranteed with low computa-
tion overhead. To automatically initiate transition to CEM, this
article contributes a strategy for quickly detecting agent failure
using the unique properties of the homogeneous deformation
coordination.

APPENDIX A
PROOFS

Proof of Proposition 1: Given p1, p2, p3, and pn
4 ,

λ4(p1,p2,p3,p
n
4 , c

n) is obtained as follows:

λ4 (p1,p2,p3,p
n
4 , c

n) =
‖cn − c2‖
‖pn

4 − p1‖ . (51)

For n = 2, the nominator of (51) is 0; thus,
λ4(p1,p2,p3,p

n
4 , c

n) = 0 for any arbitrary position of
point c in the motion space.

Proof of Theorem 1 [33]: If assumptions of Theorem 1 are
satisfied, at least n+ 1 rows of matrix W sum up to positive
numbers that are less than 1 while the remaining rows sum
up to 1. The spectral radius of D = −I+A, denoted rD, is
less than 1 and eigenvalues of D are all placed inside a disk
of radius rD < 1 centered at −1 + 0j [30]. Thus, matrix D
is Hurwitz. If leaders are assigned by solving (23) and (24)
and followers’ communication weights are obtained by solving
(27), then, following properties hold: first, the communication
graph Gc consists at least a path directed from every leader to
every follower; second, communication weights of the interior
followers are all positive; third, spectral radius of matrixA is less
than 1 [34], and matrix −I+A is Hurwitz. Thus, all diagonal
blocks of the lower-triangular matrix D ∈ RN×N are Hurwitz,
which in turn implies that D is Hurwitz

The reference configuration of the agents satisfy the following
relation:

Y0,HDM = (I3 ⊗W)Y0,HDM + (I3 ⊗ L0)YL,0,HDM

where YL,0,HDM = vec

([
ri1,0,HDM · · · rin+1,0,HDM

]T)
∈

R3(n+1)×1, Y0,HDM=vec

([
ri1,0,HDM · · · riN ,0,HDM

]T)
∈

R3N×1, L0 =
[
In+1 0

]T
∈ RN×(n+1). Therefore,

Y0,HDM = (I3 ⊗ (I−W)) (I3 ⊗ L0)YL,0,HDM

=
(
I3 ⊗

(−D−1L0

))
YL,0,HDM.

(AA)

Because leaders form ann-D simplex and satisfy rank condition
(24a), we can write

Yc,HDM(t) = (I3 ⊗WL)YL,c,HDM(t) (BB)
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where WL is defined by (32). By equating the right-hand sides
of (AA) and (BB), it is concluded that WL = −D−1B. Now,
we can write

Yd −Y = (I3 ⊗D)Y + (I3 ⊗ L0)YL,c,HDM(t). (52)

On the other hand,

(I3 ⊗D) (Y −Yc,HDM)

=(I3 ⊗D)Y−(I3 ⊗D)
(
−(I3 ⊗D)−1 (I3 ⊗ L0)YL,c,HDM

)
= (I3 ⊗ L)Y + (I3 ⊗ L0)YL,c,HDM

= Yd −Y. (53)

Proof of Lemma 1: While diagonal entries of matrix D are
all −1, off-diagonal entries of D are all nonnegative. Using
the Gauss–Jordan elimination method, the augmented matrix
Da = [−D

∣∣I] ∈ RN×2N can be converted to matrix D̃a =

[I
∣∣−D−1] ∈ RN×2N only by performing row algebraic oper-

ations. Every entry of the lower triangle of matrix D can be
converted to 0 if a top row is multiplied by a positive scalar and
the outcome is added to the other rows. Elements of the upper
triangle of matrix −D can be similarly vanished, if a bottom
row is multiplied by a positive scalar and the outcome is added
to the other rows. Therefore, entries of matrix −D−1 are all
nonnegative and D−1 is nonpositive.

Proof of Theorem 2: Let D−1 =
[
d̃ijh

]
∈ RN×N where ij ∈

V = {1, · · · , N} and h ∈ {1, · · · , N}. Considering (34), we
can write∣∣μij ,c,HDM − μij

∣∣
=

∣∣∣∣−
N∑

h=1

d̃ijh (μh,d − μh)
n+1∑
j=1

Blj

(
μij ,c − μij

) ∣∣∣∣
≤ −

N∑
j=1

D−1
lj

∣∣μij+n+1,c − μij+n+1

∣∣

−
N∑

h=1

d̃ijhΔ̂μ ≤ Δ̂μ max
ij∈V

(
−

N∑
h=1

d̃ijh

)
= ΦmaxΔ̂μ

for μ ∈ {x, y, z}. Therefore, ‖rij − rij ,c,HDM‖ ≤
Φmax

√
Δ̂2

x + Δ̂2
y + Δ̂2

z and inequality (36) is satisfied.
Proof of Theorem 3: Per the prescribed CEM protocol vehicle

ij ∈ VH (j = 1, . . . , NH ) slides along the stream line ψij ,c =
ψij ,0 at any time t. Equation (13) must be satisfied at every point
(xij ,c,CEM, yij ,c,CEM) and any time t. Given the sliding speed
vφ, the following relation holds:

∂φ

∂xij ,c,CEM
ẋij ,c,CEM +

∂φ

∂yij ,c,CEM
ẏij ,c,CEM = − ∂φ

∂u∞
u̇∞

− ∂φ

∂θ∞
θ̇∞ −

N∑
l=NH+1

(
∂φ

∂ail
ȧil +

∂φ

∂bil
ḃil +

∂φ

∂Δil

δ̇il

)
+ vφ

(54a)

Fig. 8. Weights w11,13, �min
11,13(t), and �max

11,13(t) for (a) t ∈ [0, 100]

and (d) t ∈ [100.01, 100.35]. Weights w11,8, �min
11,8(t), and �max

11,8(t) for

(b) t ∈ [0, 100] and (d) t ∈ [100.01, 100.35]. Weights w11,6, �min
11,6(t),

and �max
11,6 (t) for (c) t ∈ [0, 100] and (f) t ∈ [100.01, 100.35]. Anomalous

motion in agent 11 is detected in 0.34 s when �min
11,6(100.34) > w11,6.
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j = 1, . . . , NH , ij ∈VH ,
∂ψ

∂xij ,c,CEM
ẋij ,c,CEM

+
∂ψ

∂yij ,c,CEM
ẏij ,c,CEM = 0. (54b)

Therefore, x and y components of global desired trajectory of
agent ij ∈ VH are updated by (9), where Hij ,CEM and q̇CEM

are given by (43) for agent ij ∈VH at any time t.
Proof of Theorem 4: If rij (t) = rij ,c,HDM(t) for every interior

follower agent ij ∈VI (j = mB + 1, . . . , N ) at any time t, then
�ij ,jk(t) = wij ,jk (k = 1, . . . , n+ 1, jk ∈ Nij ). For n = 2,
we define a desired triangle j1 − j2 − j3 with vertices placed
at rj1,c,HDM, rj2,c,HDM, and rj3,c,HDM. Di,j2,j3 denotes the
distance between the global desired position of agent ij and the
triangle side j2, j3, while Lj1,j2,j3 denotes the distance between
the desired position of agent j1 and the side j2–j3 of the desired
triangle. We also define an “actual” triangle with vertices posi-
tioned at rj1 , rj2 , and rj3 . When ‖rij (t)− rij ,c,HDM(t)‖ ≤ Δ
is satisfied for agent ij ∈V at any time t, we have

dij ,j2,j3(t)− 2Δ ≤ Dij ,j2,j3(t) ≤ dij ,j2,j3(t) + 2Δ (55a)

lj1,j2,j3(t)− 2Δ ≤ Lj1,j2,j3(t) ≤ lj1,j2,j3(t) + 2Δ. (55b)

Therefore,wij ,j1 =
Dij ,j2,j3

(t)

Lj1,j2,j3
(t) ∈ [

dij ,j2,j3
(t)−2Δ

lj1,j2,j3
(t)+2Δ ,

dij ,j2,j3
(t)+2Δ

lj1,j2,j3
(t)−2Δ ]

(See Fig. 3(b)). For n = 3, vertices of the desired tetrahedron
j1–j2–j3–j4 are placed at rj1,c,HDM, rj2,c,HDM, rj3,c,HDM, and
rj4,c,HDM; vertices of the “actual” tetrahedron are positioned at
rj1 , rj2 , rj3 , and rj3 . Dij ,j1,j2,j3 denotes the distance between
the global desired position of agent ij and the tetrahedron
surface j2, j3, j4. Lj1,j2,j3,j4 denotes the distance between the
desired position of agent j1 and the surface j2–j3–j4 of the
desired tetrahedron. Assuming every agent ij ∈V satisfies
safety constraint (36),

dij ,j2,j3,j4(t)− 2Δ ≤ Dij ,j2,j3,j4(t) ≤ dij ,j2,j3,j4(t) + 2Δ
(56a)

lj1,j2,j3,j4(t)− 2Δ ≤ Lj1,j2,j3,j4(t) ≤ lj1,j2,j3,j4(t) + 2Δ
(56b)

Therefore,

wij ,j1 =
Dij ,j2,j3,j4(t)

Lj1,j2,j3,j4(t)

∈
[
dij ,j2,j3,j4(t)− 2Δ

lj1,j2,j3,j4(t) + 2Δ
,
dij ,j2,j3,j4(t) + 2Δ

lj1,j2,j3,j4(t)− 2Δ

]
.

APPENDIX B
ASSIGNMENT OF PROXIMITY GRAPH AT TIME t = 0

This section explains how agents are classified as boundary
agents, interior agents, leaders, and followers given the initial
reference configuration shown in Fig. 4(a). The agent team con-
sists of 22 agents (V = {1, . . . , 22}). Set VB = {i1, . . . , i10}
defines the boundary agents, where i1 = 1, i2 = 10, i3 = 22,
i4 = 2, i5 = 3, i6 = 12, i7 = 14, i8 = 18, i9 = 20, i10 = 21.

While VL = {i1, i2, i3} specifies the leaders, VB ⊂VL de-
fines the boundary followers. Boundary followers all communi-
cate with leaders i1, i2, and i3. Note that links from leaders i1,
i2, and i3 to boundary followers are not shown in Fig. 4. Ad-
ditionally, VI = {i11, . . . , i22} defines interior agents, where
i11 = 4, i12 = 5, i13 = 6, i14 = 7, i15 = 8, i16 = 9, i17 = 11,
i18 = 13, i19 = 15, i20 = 16, i21 = 17, and i22 = 19 are the
interior agents. Note thatVI ⊂VF are all followers.

APPENDIX C
ANOMALY DETECTION EXAMPLE

In Fig. 8, reference communication weights w11,13, w11,18,
and w11,6 and transient communication weights �min

11,13(t),
�max

11,13(t), �
min
11,18(t), �

max
11,18(t), �

min
11,6(t), and �max

11,6 (t) are
plotted versus time t for t ∈ [0, 100] and t ∈ [100.01, 100.35],
where interagent communication is defined by the graph
shown in Fig. 4(a). As shown in Fig. 8(a)–(c), con-
ditions �min

11,13(t) ≤ w11,13 ≤ �max
11,13(t), �

min
11,8(t) ≤ w11,8 ≤

�max
11,8 (t), and �min

11,6(t) ≤ w11,6 ≤ �max
11,6 (t) �11 are satisfied

over t ∈ [0, 100] s. However, condition �min
11,6(t) ≤ w11,6 ≤

�max
11,6 (t) is violated at t = 100.34 when �min

11,6(100.34) >
w11,6.
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