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The Majorana Demonstrator is a neutrinoless double-beta decay search consisting of a low- 
background modular array of high-purity germanium detectors, ~ 2/3 of which are enriched to 88% 
in ,6Ce. The experiment is also searching for double-beta decay of ,6Ce to excited states (e.s.) in 
'6Se. ,6Ce can decay into three daughter states of ,6Se, with clear event signatures consisting of a 
[5/3-decay followed by the prompt emission of one or two y-ra.ys. This results with high probability in 
multi-detector coincidences. The granularity of the Demonstrator detector array enables powerful 
discrimination of this event signature from backgrounds. Using 41.9 kg yr of isotopic exposure, the 
Demonstrator has set world leading limits for each e.s. decay of ,6Ce, with 90% CL lower half-life 
limits in the range of (0.75 — 4.0) x 1024 yr. In particular, for the 2n transition to the first 0+ e.s. 
of ,6Se, a lower half-life limit of 7.5 x 1023 yr at 90% CL was achieved.

I. INTRODUCTION

Neutrinoless double-beta decay {Ovfifi) is a hypothet
ical lepton number violating process that, if discovered, 
would indicate the existence of physics beyond the Stan
dard Model (BSM) [1-7]. In particular, discovery would 
indicate that the neutrino is a Majorana fermion (i.e.,

* Present address: Jet Propulsion Laboratory, California. Institute 
of Technology, Pasadena, CA 91109, USA

its own anti-particle) [8, 9], and might provide a fea
sible mechanism for generation of the observed matter- 
antimatter asymmetry of the universe [10, 11]. For a set 
of BSM physics interactions generating Ovfifi enumerated 
i, the half-life of 0vfifi would follow

= (i)

where G°" is the phase-space integral, M<9l/ is the nu
clear matrix element, and % represents the amplitude of 
a general lepton number violating process. The minimal
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FIG. 1. Level diagram of the ,8,8-decay of 76Ge into 76Se. [39]

extension to the Standard Model for providing Majorana 
neutrino mass adds a heavy right-handed neutrino, and 
generates a light mass for the Standard Model neutrino 
via the type I see-saw mechanism. Under this mecha
nism, the half-life would follow

P%]-1 = • (gff'0v)4|M0V|2(mgg}2 (2)

where (mgg} is the effective Majorana mass of the elec
tron neutrino, and ge/f,0v = q • gA (gA = 1.27) is 
the axial vector coupling constant, with an empirical 
quenching term q applied [12]. In this case, a half
life measurement would provide information about the 
neutrino mass; while the phase-space factor can be pre
cisely calculated [13, 14], an mgg measurement is sub
ject to currently large uncertainties in calculations of 
(geff,0v)4|M0V|2 [15].

Two-neutrino double-beta decay (2v88) is a second- 
order weak process that has been directly observed 
in 11 isotopes, with half-lives ranging from 1018 — 
1024 yr [16]. The 2v88 half-life can be expressed as

[T2/2]-1 = G2v • (gff'2v)4|M2v|2 (3)

Because this formula does not depend on unknown 
physics factors and the phase-space factor can be accu
rately calculated, a 2v88 half-life measurement allows 
direct measurement of (gAf,2v)4|M2v|2. Furthermore, 
since nuclear matrix elements are calculated using simi
lar techniques for 2v88 and 0v88 half-lives, such a mea
surement may help in evaluating (geJf,0v)4|M0v|.

,8,8-decay, in both Ov and 2v modes, can produce 
daughter nuclei in either the ground state (g.s.) or an 
excited state (e.s.). Transitions to an e.s. can be distin
guished from g.s. transitions by a lower Q-value and the 
prompt emission of one or more 7 rays. 88-decay transi
tions are allowed for transitions from parent 0+ g.s. to 0+ 
and 2+ states. The half-lives of decays to excited states 
are heavily suppressed compared to the ground state de
cay. The primary reason for this is energetic suppression

in the phase space due to the reduced Q-values for decays 
to e.s.; in addition, decays to 2+ states experience further 
suppression due to conservation of angular momentum.

So far, the only 88 to e.s. observations have been 2v88 
transitions to the first excited 0+ (0+) daughter states, in 
two isotopes. In 100Mo, this transition was first measured 
in 1995 [17], and the global average including additional 
measurements is Tl/2 = (6.7-0.4) x 1020 yr [16]. In 150Nd, 
this transition was first measured in 2004 [18, 19], and 
the global average including additional measurements is 
T1/2 = (1.2-0.2) x 1020 yr [16]. Searches have been per
formed in a variety of other isotopes as well [20].

76 Ge is a promising isotope for studying 88 de
cay, with the Majorana Demonstrator [21, 22] and 
GERDA [23, 24] experiments currently conducting sen
sitive searches for 0v88, and LEGEND-200 under con
struction [25]. In addition to the ground state, 76Ge 
can decay to three excited states of 76Se, as shown in 
Fig. 1. Experiments have searched for these e.s. decay 
modes since 1977 [26]; current best limits have been 
set by GERDA phase I [27]. Among e.s. decay modes, 
the decay to the 0+ e.s. of 76Se is expected to domi
nate, with recent half-life predictions falling in the range 
1.0 x 1023 — 7.1 x 1024 yr [20].

A measurement of the half-life of decay modes to var
ious daughter states provides useful information beyond 
that provided from just g.s. measurements. As in g.s. 
measurements, 2v88 to e.s. half-lives can be used to ob
tain direct measurements of (geAf'2v )4|M2v |2, providing 
a useful cross-check for the calculation techniques. In 
addition, a measurement of the nuclear matrix element 
for 2v88 transitions to 2+ states would enable a sensi
tive test for a bosonic component to the neutrino wave 
function [28, 29]. An experiment that measured 0v88 
to both the ground state and 0+ state could use the ra
tio between these values to test the beyond the Standard 
Model physics mechanism generating these processes [30].
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FIG. 2. Diagram of the Majorana Demonstrator show
ing each shield layer, the inserted cryostats with their detector 
arrays, and the module hardware outside of the shielding.

II. THE MAJORANA DEMONSTRATOR

The Majorana Demonstrator is studying /3/3- 
decay of 76Ge using high-purity germanium (HPGe) de
tectors. The experiment consists of two modules, each 
consisting of an array of detectors operated in vacuum in 
separate cryostats. Fifty-eight detectors totalling 44.1 kg 
are used, 29.7 kg of which are enriched to 88% in 76Ge, 
allowing them to act as both the source and detector 
of /3/3-decay. The remaining detectors have the natural 
isotopic abundance of 7.8% 76Ge. The HPGe detectors 
use the P-type Point Contact (PPG) detector geometry, 
which has advantages in energy resolution and sensitiv
ity to event topology [31]. The PPG geometry and the 
granularity of the detector array enable discrimination of 
single- and multi-site events [32].

In order to minimize backgrounds, the experiment is 
constructed using carefully selected low background ma
terials [33]. The support material and cryostats hous
ing the array primarily consists of underground electro- 
formed copper (UGEFCu). Carefully selected, commer
cially available materials were selected for the remain
ing materials, including cabling, cryostat seals, and in
sulating materials. Low-background front-end electron
ics were developed for the experiment and are placed 
next to the detector contacts, enabling low noise mea
surements [34]. The modules are placed inside of a 
graded shield, with lower background shield materials 
used nearer to the detectors. The inner most shield layers 
consist of 5 cm of UGEFCu followed by 5 cm of commer
cially available oxygen-free electronic (C10100) copper. 
The next layer includes 45 cm of lead shielding. These 
layers are contained in a stainless steel radon exclusion 
box that is constantly purged with liquid nitrogen boil- 
off gas. The vacuum hardware, cryogenic hardware, elec
tronics, and calibration hardware sit outside of these lay
ers, with a small gap carved out of the lead structure 
for a crossarm connecting these to the cryostats. Sur
rounding this is 5 cm of borated polyethylene and 25 cm

of un-borated polyethylene neutron shielding, and finally 
scintillating plastic veto panels surround the experiment, 
used to actively veto backgrounds caused by muons [35]. 
Each layer of shielding, with inserted cryostats, is shown 
in Fig. 2. The experiment is housed at the 4850’ level 
(4300 m.w.e) of the Sanford Underground Research Fa
cility (SURF) in order to minimize exposure to cosmic 
ray muons.

HPGe detector waveforms are recorded by digitizers 
developed for the GRETINA experiment [36], with a 
sampling frequency of 100 MHz and 14 bits of resolu
tion [? ]. Each detector records on two channels, charac
terized by gains that differ by a factor of 3; the high gain 
channel has better signal to noise ratio and is preferred 
for detector hits with < 4 MeV of energy. Each detection 
channel triggers independently using an internal trape
zoidal filter, with an energy threshold typically < 1 keV. 
Upon triggering, either a 20 /ts waveform at the full sam
pling rate, or a 38 /ts multi-sampled waveform with post
rising-edge using four pre-summed samples is read out 
and stored on disk, to be reanalyzed. Waveforms are 
corrected for digitizer non-linearity [38] and energies are 
calculated using a charge-trapping corrected trapezoidal 
filter [22]. This procedure produces an energy resolution 
for all combined detectors of 2.95 keV at full-width half
max (FWHM) at the 208Th 2614 keV peak, leading the 
current generation of /3/3-decay experiments [22].

Module 1 began operation in December 2015, and both 
Demonstrator modules have been in nearly continu
ous operation since August 2016. The set of runs used 
for this analysis is a subset of those used in Ref. [22], ex
cluding runs recorded before the installation of the inner 
copper shield. A statistical blinding scheme was applied 
to much of this data, with cycles of 93 hrs of blind data 
and 31 hrs of open data. Approximately 50% of the iso
topic exposure used in this result was in blind runs. The 
data is divided into eight datasets, labelled DS1, DS2, 
DS3, DS4, DS5a, DS5b, DS5c, and DS6a. The datasets 
represent changes in the hardware and data taking con
figuration, summarized in Table I. A combined analysis 
is performed on all of these datasets.

Detector calibration is performed using line sources 
that can be inserted along calibration tracks that wrap 
around each cryostat. Once per week, 228Th sources are 
deployed into each track, one at a time, for 90 min. In 
addition, in January 2019, a 56Co line source with a nom
inal activity of 6 kBq was deployed in each track for one 
week at a time. This source emits many 7 rays with an 
energy of > 1.5 MeV, which produce inherently multi
site pair production events that are useful for systematic 
checks.

III. DETECTION SIGNATURE

The Majorana Demonstrator is searching for the 
/3/3-decays of 76Ge to the 0)^, 2^ and 2-t states of 76Se, in 
both Ov and 2v decay modes (for a total of 6 distinct de-
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TABLE I. A summary of the start dates, key changes, and 
isotopic exposure of each data set. DS3 and DS4 were run 
simultaneously on separate DAQ systems, corresponding to 
Module 1 and Module 2, respectively.

Data Start Data Set Live Exposure
Set Date Distinction Time (d) (kg yr)

DS1 12/31/15 Inner Cu Shield added 74.8 3.11
DS2 5/24/16 Pre-summing 40.1 1.67
DS3 8/25/16 Ml and M2 installed 29.9 1.25
DS4 8/25/16 Ml and M2 installed 19.2 0.62
DS5a 10/13/16 Integrated DAQ (noise) 81.6 6.02
DS5b 1/27/17 Optimized Grounding 39.5 2.92
DS5c 3/17/17 Blind 46.2 3.40
DS6a 5/11/17 Pre-summing, blind 309.8 22.95

searching only for events that involve multiple detector 
hits, as shown in Fig. 3. In particular, we search for 
events with detector multiplicity of 2 or greater, in which 
one detector hit falls in a peak at the energy of one of 
the 7s. The data from the detector hit in coincidence 
with a candidate for a given peak can be used to further 
reduce backgrounds, as will be described in Section III C. 
A peak-sideband analysis will ultimately be performed in 
Section IV, using simulations to estimate the detection ef
ficiency for each decay mode and to study various sources 
of systematic error in the detection efficiency. The most 
likely decay mode to be observed is the 2z//3/3 to 0^ e.s., 
so the figures and values cited in this section will focus 
on this decay; however, the same techniques were applied 
for all decay modes.

3 4
Event Multiplicity

FIG. 3. Comparison of fraction of events with different detec
tor multiplicities from monte carlo simulations of backgrounds 
(red) and 2vj3j3 to the 0/ e.s. (blue). Sensitivity can be sig
nificantly improved by focussing on events with multiplicity 
> f.

cay modes). The Q-value and 7-ray energies are shown in 
Fig. 1. The 0^ e.s. decay mode has a Q-value of 917 keV 
and two qs, with energies 559 keV and 563 keV. Due to 
angular momentum conservation, the qs are emitted with 
an angular correlation of [39]

P{6) = 1 - 3cos2(d) +4cos4(d) (4)

where 6 is the angle between the emitted qs. The 2^ 
e.s. decay mode has a Q-value of 1480 keV and a single 
7, with energy 559 keV. The 2-t e.s. decay mode has a 
Q-value of 823 keV and will release a single 1216 keV 7 
36% of the time, or two 7s at 657 keV and 559 keV 64% 
of the time. The 657 keV and 559 keV 7s are emitted 
with an angular correlation of [39]

P(6») = 1 - 1.218cos2(6») + l.lOOScos^#) (5)

These 7s are emitted promptly after the /3/3-decay, and 
will frequently be absorbed in an active germanium re
gion, resulting in multi-site events. Thus, the Demon
strator can significantly reduce its backgrounds by

A. Region of Interest Selection

Events are selected in a signal region of interest (ROI) 
around the expected 7 line energies. The ROI is de
termined by optimizing the discovery potential for the 
peak, based on a parametrized peak shape model. The 
peak shape function is described by a Gaussian compo
nent with a low energy tail provided by an exponentially 
modified Gaussian component [22]. The variation of the 
peak shape parameters with energy is measured using a 
simultaneous fit of 26 228Th calibration 7 peaks between 
215 keV and 2614 keV. These peak shape parameters and 
optimal ROIs are measured separately for each dataset 
listed in Table I.

These peak shapes are futher adjusted for gain drift 
over time and for energy nonlinearities, as described 
in [22]. In addition to the factors accounted for in the 
0z//3/3 analysis, detector crosstalk must be accounted for 
in events involving multiple detector triggers. The ef
fect of crosstalk was measured by comparing the width 
of the 583 keV peak in multiplicity 1 events, in which no 
crosstalk is expected, to multiplicity 2 events, in which 
the 583 keV 7 is in coincidence with a 7 hit in a second 
detector that may induce an energy shift due crosstalk. 
The observed shift in both peak center and FWHM was 
found to be < 0.01 keV.

The signal ROI is then optimized for 3a-discovery po
tential based on the peak-shape and background index. 
For the 2z//3/3 to 0^ e.s. decay mode, the ROIs for the 559 
and 563 keV 7s were 1.6 — 2 keV wide, depending on the 
dataset (due to increased noise, DS5a has a wider ROI). 
The ROI peak containment efficiency was estimated to 
be 87 - 89%.

For each decay mode, a background region of interest 
(BG ROI) was selected to estimate a background index. 
The total width of the BG ROIs varied from 50 — 100 keV 
depending on the 7 energy. These BG ROIs were asym
metric on either side of the peak, and included disconti
nuities to exclude > 99.9% of the peak shape of known 
background peaks. The signal and BG ROIs selected for 
each 7 peak can be seen in Fig. 11.
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FIG. 4. Multiplicity 2 energy spectrum produced by a simulation of 2n/3/3-decay to the 0^ e.s. of ,6Se. The vertical and 
horizontal lines at energies 559 and 563 keV act as a clear detection signature for the decay and are used as a region of interest 
for this search

B. Simulation of /3/3-decay to e.s.

MaGe [40], a Geant4 [41] based simulation package 
containing a detailed simulated geometry of the Majo- 
rana Demonstrator, was used to simulate 76Ge /3/3- 
decay events and background events. The /3/3-decay event 
generator DECAYO [42] was used in combination with 
MaGe to produce simulations of each e.s. decay mode 
for 76Ge, with several modifications. First, DECAYO 
was modified for this analysis to include angular cor
relations in the 2-t e.s. decay mode (the other angular 
correlation for the 0),7 e.s. was already included). Sec
ond, the precision of the 7 energies was increased from 
559 to 559.101 keV, from 563 to 563.178 keV, from 657 to 
657.041 keV, and from 1216 to 1216.104 keV [39]. Finally, 
the seeding for the RANLUX random number generator 
(RNG) was updated. Previously, a fixed RNG seed was 
supplied, but a large number of numbers were thrown 
out to achieve independance; instead, for these simula
tions an RNG seed based on the job number was sup
plied. Simulations of each excited state mode were pro
duced, with 5,000,000 events in enriched detectors and 
213,993 events in natural detectors, in proportion with 
the fraction of isotopic mass in each detector group. The 
multiplicity 2 events from these simulations are shown in 
Fig. 4.

For each decay mode, multiple sets of simulations were 
produced for systematic studies. Energy depositions in 
the lithiated dead layers that extend ~ 1.1 mm from the

surfaces of the crystals will be observed with degraded 
charge collection, impacting detection efficiency. The 
dead layer thicknesses for each detector were measured 
by the vendor prior to insertion into a module, and using 
the weekly 228Th calibration run data; a combination 
of these measurements is used by MaGe. Simulations 
were produced with and without application of dead lay
ers, and the fractional uncertainty from the dead layer 
measurements was applied to the difference in detection 
efficiency between both sets of simulations in order to 
estimate the systematic error from the dead layer thick
ness.

Dead time was included in two different ways. First, 
dead time from random, uncorrelated sources such as re
trigger dead time, was measured using pulsers injected 
into the front end electronics for each detector. Addi
tional simulations were produced in which detector hits 
were dropped with probability equal to the dead fraction 
in each detector; similarly to the dead layers, the frac
tional uncertainty from the dead fraction measurements 
were applied to the differences between these simulations 
to determine the systematic error. In addition, many de
tectors were disabled for periods of time; as a result, each 
dataset is further divided into sub-datasets correspond
ing to the set of detectors enabled. Sets of simulations 
were produced for each sub-dataset, and the exposure- 
weighted average of the simulated detection efficiency was 
used to obtain a limit. The detection efficiency for var
ious sub-datasets can vary by a factor of > 2 from the 
mean in some sub-datasets, as shown in Fig. 5; this ap-
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FIG. 5. The datasets were further divided into 80 sub
datasets based on which detectors were active, and the iso
topic exposure and detection efficiency for each ftp to e.s. 
mode were separately calculated for each one. Shown above 
is the distribution of detection efficiencies for the decay to the 
0^ e.s.

proach entirely corrects for this variation.

C. Background cuts

To further improve detection sensitivity, a variety of 
background cuts are used. Many of these cuts utilize 
information from the detectors in coincidence with & ftp- 
decay to e.s. candidate.

• The same run selection and data cleaning cuts ap
plied in [22, 43] were applied here, excluding runs 
taken prior to the installation of the inner copper 
shield. Data cleaning routines remove waveforms 
caused by non-physical processes such as transient 
noise, and events that cannot be reliably analyzed 
such as pileup and saturated waveforms. The com
bined effect of data cleaning cuts is to remove 
< 0.1% of physical background events.

• As already dicussed, events with a detector multi
plicity of one are removed. For e.s. decay modes 
with a single 7, events with detector multiplicity 
> 2 are also cut. Detector multiplicity is deter
mined by grouping together waveforms in a 4 fjs 
rolling window into events. This window is conser
vative, as < 0.1% of true coincidence events are ex
pected to trigger > 1 /xs apart. Events were divided 
based on which module they occured in; events with 
energy deposition in both modules were cut. This 
enables an independent analysis to be performed 
for each module. •

• Events associated with cosmic ray muons are cut by 
vetoing events near in time to triggers of the muon 
veto system. The muon veto consists of scintillat
ing panels with 4tt coverage of the modules, and

triggers when at least two panels on different sur
faces simultaneously surpass an energy threshold. 
Events are cut within 20 ms before and 1 s after 
a muon event; this window is expected to remove 
> 99.9% of muon-associated events. The effect of 
this cut on the ftp decay to e.s. half-life measure
ment is evaluated by subtracting the veto time win
dows from the exposure, rather than by simulating 
its effect on the detection efficiency. This cut re
moves < 0.1% of livetime.

• Events are cut in which no hit in coincidence with 
a hit in the BG or signal ROI is enriched in 76 Ge. 
One of the coincident detectors is assumed to con
tain the site of the /3/3-decay; since ~ 95% of the 
isotopic mass of 76 Ge is contained in enriched de
tectors, this cut sacrifices < 5% of ftp to e.s. events, 
while cutting a significantly higher fraction of back
grounds due to the relatively higher fraction of total 
mass in these detectors, and since they were prefer
entially placed closer to the outside of the detector 
arrays.

• Events where any coincident detector or the sum 
energy over all detectors have energy within a set 
of energy ranges are cut. The motivation for this 
cut is to remove background 7s with known ener
gies that either compton scatter (for the sum energy 
cut) or are emitted in a 7 cascade (for the coinci
dent energy cut). In addition, the energy spectrum 
produced by Compton scattering of 7 rays has fi
nite amplitude at low energies, while the ftp spec
tral amplitude runs to 0 at low energies. For this 
reason, a low energy threshold is also set by this 
cut. Because the energy spectrum in coincident 
enriched and natural detectors is expected to differ 
due to the different isotopic abundances of 76Ge, a 
separate set of energy ranges is used for each. The 
energy ranges are selected using an optimization 
process described below. For Ovftft to e.s. decay 
modes with a single 7, a coincident energy window 
equal to the Q-value of the decay is used in lieu of 
the optimization process.

A simulation of the background spectrum measured by 
the Demonstrator was used to optimize sensitivity to 
/3/3-decay to e.s. using these cuts. MaGe simulations of 
known backgrounds from a variety of decay chains gen
erated in the physical components of the experiment as 
defined within MaGe were used. The activities of the 
components included were determined using an unpub
lished fit of a linear combination of background spec
tra to data that is part of a background study that is 
still in progress; the early model used is known to be 
incomplete [44]. Fig. 6 shows the 2-dimensional energy 
spectrum for events with multiplicity > 2, along with 
a comparison to data. This background model includes 
as background sources a limited number of components 
with 7 rays from 40Iv, 60Co, 222Rn, 232Th, 238U, and
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FIG. 6. Left: simulated multiplicity 2 background 2-dimensional energy spectrum histogram. Verticle and horizontal lines 
correspond to events in which one hit has a fixed energy, while digonal lines correspond to events with a fixed sum energy. 
Right: Scatter plot of all multiplicity 2 events, including all events in datasets used in this analysis. A Gaussian kernel density 
estimate with width 5 keV was used to achieve a similar color scale to the simulated spectrum.

68Ge. One missing component of this model is cosmo- 
genically activated 60 Co inside of the natural HPGe de
tectors, which produces multi-detector events with high 
likelihood, and contribute to the 1173 and 1333 keV peaks 
in the hit energy spectrum. Fortunately, the accuracy of 
the result presented in Section IV is not impacted by 
deficits in the background model used, as it assumes a 
flat background; still, improving this background model 
would help in optimizing the result.

An algorithm was written that selects a set of coinci
dent and sum energy ranges in order to optimize the dis
covery potential as predicted by the background model 
simulation. The algorithm begins by identifying candi
date events in the BG and signal ROIs in both the back
ground model and /3/3-decay to e.s. decay simulations. 
These events are then sorted into energy bins for each 
coincident hit and for the event sum energy (a single 
event will fall into multiple bins). We want to cut an 
energy bin if doing so improves our discovery potential, 
meaning, for bin k:

DP(s ■ NBg) < DP(s ■ (NBg - nBg,k)) ^
Nsig Nsig — !> y/gj,

DP is the 3<t discovery potential, defined as the signal 
strength for which we have a 50% chance of claiming 
3<t discovery, based on the Poisson counting statistics of 
the signal and background events; Nsig and NBG are the 
number of counts in the simulated ROIs for the e.s. decay 
and the background model; nsig^ and nBa,k are the num
ber of simulated e.s. and background counts removed by 
cutting events in an energy bin; s is a scaling factor for 
the background to reflect the expected measured back
ground counts. The scaling factor is determined using 
the ratio of events in the BG ROI in unblinded data to 
those found in simulations, and then increased to reflect 
the additional exposure from blinded data; for the /3/3 to 
0^“ e.s. decay mode, s had a value of 0.001. For each bin, 
we will calculate the probability that Eq. 6 holds based on 
Poisson counting statistics for nBG,k and nsigtk. The bin

with the highest probability of improving discovery po
tential is then added to the cut. After this, cut events are 
removed from other bins, the probability of improvement 
in discovery probability is recalculated, and the process 
is repeated until no bin has a > 50% chance of improving 
the cut.

The sampling statistics for the background modeling 
simulation are limited due to the very low probability of 
an event primary producing a multi-dector event. As a 
result, this process is biased to cut energy bins with an 
upward fluctuation in background counts, causing it to 
cut more events than optimal. In order to counter this 
bias, a penalty term is added to the probability above 
so that a new energy range will only be introduced to 
the cut if there is a 99.8% chance that cutting it will 
improve discovery potential. This penalty term is similar 
to the one applied when using the Akaike Information 
Criterion (AIC) [45]. To ensure that the bin contents 
are large enough to overcome this penalty, a bin width 
of 6.4 keV is initially used in determining this cut. The 
energy ranges selected are then modified by reducing the 
bin width by a factor of 2 at a time in order to improve 
the energy resolution of the cut, with a final binning of 
width 0.2 keV.

The end result of this cut optimization routine can be 
seen in Figs. 7, 8 and 10. The combination of the energy 
and enriched source detector cuts is expected to remove 
82% of Module 1 background events and 87% of Mod
ule 2, while sacrificing 41% and 49% of /3/3 to 0^“ e.s. 
events in Modules 1 and 2, respectively. The systematic 
error on the sacrifice for the enriched source detector cut 
is determined based on the uncretainty in the total iso
topic mass in the enriched and natural detectors, and was 
found to be < 0.1%. Systematic error in the sum and 
coincident energy cuts can originate from spectral dis
tortions that may shift events in and out of cut regions. 
Various spectral distortions were investigated, including 
energy nonlinearities and error in the phase space factor 
for /3/3 decay. Ultimately, the largest possible source of
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FIG. 7. Energy spectra demonstrating the effects of applying the sum- and coincident-energy cuts for the 2n/3/3-decay to 0^ 
decay mode. All multiplicity 2 or greater events are included, with passing events in blue and cut events stacked atop these in 
red. Left: Energy spectrum for all BG (top) and e.s. (bottom) simulated hits in coincidence with a hit in the signal or BG 
ROI. Right: Sum energy spectrum for BG (top) and e.s. (bottom) simulated events including a hit in the signal or BG ROI. 
Fig. 8 shows similar information, including only multiplicity 2 events and plotted over 2 dimensions; this includes the cyan and 
green events in that figure, projected along the single-hit or sum-energies. Note in the BG spectra that narrow ranges around 
prominent peaks are cut, as intended.

error was determined to be the phase space integral, for 
which Ivotila and Iachello reported an fractional uncer
tainty of 0.5% [13]. Here we take a conservative approach 
and apply this as the uncertainty for this cut efficiency; 
this is equivalent to assuming that all of the error in 
phase space calculations is concentrated in either events 
that are cut or uncut. Even so, the systematic uncertain
ties applied to these cut efficiencies are subdominant to 
other sources.

D. Simulation validation

To validate the simulated detection efficiency for /3/3- 
decay to e.s., measurements of pair-production peaks 
were compared between simulations and calibration data. 
Pair-production events involve the production of an e+ — 
e~ pair in the bulk of a detector, and the prompt emis
sion of two 511 keV qs from the e+ annihilation. Be
cause these events involve a single pair production site

and the prompt emission of qs which may be absorbed 
in a separate detector, they make a good proxy for /3/3- 
decay to e.s. events. In single-escape peak (SEP) events, 
one gamma is absorbed in the detector containing the 
pair-production, while the other escapes, resulting in a 
source detector hit with energy equal to the 7 energy mi
nus 511 keV. In double-escape peak (DEP) events, both 
gammas escape the detector, resulting in a source detec
tor hit with energy equal to the 7 energy minus 1022 keV. 
Both SEP and DEP events present the possibility for a 
second 511 keV detector hit. By comparing the rate of 
multiplicity-1 events in the SEPs and DEPs to the rate 
of multiplicity-2 events in which one hit falls into one of 
these peaks and the other falls into the 511 keV peak, we 
can measure a proxy for the detection efficiency of our 
multi-detector event signature. 56Co produces a large 
number of 7s at energies high enough to cause pair pro
duction, which allows for a comparison of many peaks 
to our simulation. This comparison was performed using 
168.1 h and 167.1 h of data with the 56Co line source in-
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FIG. 8. Top: Simulated multiplicity 2 energy spectrum for the background model. /editThe colors represent cut events (red), 
surviving events (blue), and events that pass all cuts in the signal ROI (green) and BG ROI (cyan). Fig. 7 shows similar 
information, with the events in the green and cyan ROIs projected onto the single hit (vertical and horizontal) and sum energy 
(diagonal) axes. Bottom: scatter plot of multiplicity 2 events in data used in this analysis.

serted into the Module 1 and Module 2 calibration tracks, 
respectively, and a simulation of 3 billion event primaries 
generated by MaGe.

The result of this comparison is shown in Fig. 9, with 
an overall offset that cannot be fully explained by sta

tistical error. Some of this discrepency can be explained 
by uncertainty in the dead layer thickness; the remaining 
difference represents systematic error from an unknown 
source such as errors in the MaGe geometry. A system
atic error term is added to the detection efficiencies until
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FIG. 9. Top: Energy spectra recorded while the B6Co line source was inserted into the calibration track for Module 1 (left) 
and Module 2 (right). Spectra are shown for multiplicity 1 events and multiplicity 2 events in which the other detector hit fell 
within the 511 keV peak. The SEPs (red triangle) and DEPs (green x) that were fit and used for simulation validation are 
shown. Bottom: the ratio of peak amplitudes from the selected SEPs and DEPs for Module 1 (left) and Module 2 (right). The 
expected systematic error from the dead layer thickness for SEPs and DEPs is shown on top of the residuals.

these results are consistent. The error terms are 0.20% 
for Module 1 and 0.47% for Module 2, which are added 
to the detection efficiencies for (3/3 to e.s. The measured 
error in Module 1 was found to be consistent with the 
expected error from dead layers, which was not the case 
for Module 2; for this reason, Module 2 has a much larger 
error term which will be the dominant error in the (3/3 to 
e.s. efficiencies.

E. Simulated Detection Efficiency

The detection efficiency for /3/3-decay to e.s. is calcu
lated by applying the previously mentioned cuts to the 
simulations of each /3/3-decay mode. Table II lists the ef
fect of each source of signal loss described in this section, 
determined using simulations. For each source of signal

loss, the systematic uncertainty estimations described in 
the previous sub-sections are listed. These uncertain
ties are assumed to be Gaussian and uncorrellated, and 
they are combined by adding the fractional uncertainties 
in quadrature. The domininant sources of uncertainty 
come from the dead layer thickness and the error found 
in the 56Co spectral comparisons. Using these simula
tions, the detection efficiency for the 2z//3/3 to 0^ e.s. 
decay mode was estimated to be 2.3 ±0.2% for Module 1 
and 1.0 ± 0.2% for Module 2. The primary reason Mod
ule l’s detection efficiency is greater than Module 2’s is 
that Module 2 has more disabled detectors than Mod
ule 1.
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TABLE II. Detection efficiency for the 2vf3f3 to 0+ e.s. mode. The first entry is the efficiency prior to applying cuts and 
other effects. The efficiency for individual effects is listed as if it was the last effect applied; as a result, since these effects are 
not statistically independent, their product as listed will not be the final efficiency. Uncertainties shown are determined from 
systematics measurements described in the text.

Source Module 1 
efficiency

Module 2 
efficiency Dominant Source of Uncertainty

Multi-Detector with
Full Energy 7

ROI Containment
Dead Layer

Detector Dead Times 
Enriched Source Detector Cut 

Coincident Energy Cut 
Sum Energy Cut

5.6 ± 0.2%

86.8 ± 1.5%
74.7 ± 4.3%
98.3 ± 0.8% 

96.9 ± < 0.1%
91.4 ± 0.5%
62.8 ± 0.5%

3.1 ± 0.5%

86.8 ± 1.5%
63.8 ± 6.3%
98.4 ± 0.8% 

90.6 ± < 0.1%
89.7 ± 0.5%
56.4 ± 0.5%

B6Co validation measurement

Energy calibration and resolution systematics 
Dead layer thickness
Detector dead time
Detector mass and isotopic abundance
Phase space integral
Phase space integral

Final Efficiency 2.33 ± 0.17% 1.01 ± 0.18%

IV. RESULTS

Data collected between January 12, 2016 and April 
17, 2018 were used for this analysis. The total isotopic 
exposure was 25.819 ± 0.037 kg • yr for Module 1 and 
16.104 ± 0.024 kg • yr for Module 2. Isotopic exposure is 
defined here as the total mass of 76Ge in a module times 
the run time for the module. This stands in contrast with 
the Demonstrator’s 0v,0,0 result [22], which subtracts 
dead layers and inactive detectors from the mass used to 
calculate active isotopic exposure; instead, as previously 
described, inactive isotopic material is instead accounted 
for in the detection efficiency.

Of this exposure, 12.463 kg • yr in Module 1 and 
8.232 kg • yr in Module 2 consisted of blinded data. Data 
were unblinded in a staged fashion; first, multiplicity 1 
data excluding hits below 200 keV and hits in the 0v00 
region of interest were unblinded. Events with multi
plicity 2 or greater were unblinded for this analysis after 
review of the unblinded results, which have been pub
licly presented [46] but not published in a peer reviewed 
journal. Immediately after unblinding, an error in the 
application of detector selection was detected based on 
irregularities in the rates of high-multiplicity events; this 
was fixed prior to analyzing the data for 00-decay to e.s. 
Additionally, after performing an unblinded analysis, two 
errors were uncovered in DECAY0. First, the incorrect 7 
correlation factors were used for the 2+ e.s. decay mode; 
second, for correlated 7 emissions, the RNG used was 
not using the seed provided to the program. These errors 
were rectified in the simulations without any changes to 
data selection; the detection efficiency was recalculated 
and agreed with the old values within uncertainty.

Fig. 10 shows data around the 559 and 563 keV ROIs 
for the 2v00-decay to 0+ e.s. decay mode including the 
effect of cuts, compared with the background model sim
ulation. The 511 keV peak from e+ annihilation is no
tably wider in data than in the simulation; this can be 
explained by doppler broadening, which is not included 
in the MaGe simulation.

A frequentist analysis was performed to calculate Ney-

man confidence intervals for the half-life of each ,0,0-decay 
to e.s. decay mode. For a given decay peak k, we can cal
culate the expected number of counts in the signal ROI 
using

(sk) — ln2 ^ (7)

where Na is Avogadro’s number, m.76 is the isotopic 
mass of 76Ge, ek is the detection efficiency for the peak, 
MisoTlive is the isotopic exposure, and T1/2 is the half-life 
of the decay mode. For convenience, we will define

NA
Tk = ln2-----ek MisoTlive (8)m76

which is the decay half-life that would produce on aver
age one count in signal ROI k. The following likelihood 
function is used:

Lk (T1/2,Tk,bk |nk ,mk, (Tk ,T) =

n&!
(bk /T e-bk/T

m&!
*Jfc

f^k — sk + bk
T1/2

+ bk
(9)

In this likelihood function, T1/2 is the half-life of the de
cay, Tk is defined in Eq. 8 and assumes Gaussian statis
tics, and bk, sk and are the expected number of back
ground, signal and total counts in the signal ROI assum
ing Poisson statistics. As input parameters, nk and mk 
are the observed counts in the signal and BG ROIs, re
spectively, (Tk} andaTfc* are the measured value and un
certainty on Tk calculated from the signal efficiency and 
exposure, and T is a ratio used to compute the expected 
number of backgrounds in the signal ROI (bkt). In or
der avoid double counting, events with multiple hits in 
either the signal or BG ROI only add one count to nk 
and mk, respectively. If an event has a hit in both the 
signal and BG ROIs, then it is only counted as in nk; the 
small excess this creates in the signal ROI is accounted 
for in T.
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FIG. 10. Left: Simulated energy spectrum including 42 kg • yr of exposure from the background model and the 2^/3/3-decay to 
Of e.s. peaks at 559 and 563 keV, assuming a half-life of 1024 yr. The cuts optimized for this decay mode are lincluded. Right: 
Measured data energy spectrum with the same cuts applied.

The likelihood function is maximized over Tf and as 
prescribed by Rolke [47] in order to produce a 90% confi
dence interval for each individual peak-module combina
tion. A combined result is then calculated for each decay 
mode by constructing a likelilhood from the product of 
Eq. 9. Confidence intervals were calculated by profiling 
the negative log likelihood along until it increased 
by 2.7. For all modes, the 90% confidence intervals were 
bounded at = 0, meaning that lower half-life limits 
are presented.

The detection sensitivity is computed by constructing 
a toy Monte Carlo for each decay mode, assuming that 
each = 0. For each sample i, a random rq and is 
drawn from a Poisson distribution with mean and . 
The confidence interval for a measurement with these 
values is computed. The median sensitivity is extracted 
by taking the median lower half-life limit over 100001 
samples.

Table III contains a summary of the results for each de
cay mode. For the 2z//3/3-decay to Of e.s. mode, 5 events 
passed all cuts in the combined 559 and 563 keV sig
nal ROIs, with 4.2 events expected from backgrounds. 
This set a 90% Cl limit on the half-life of Ti/2 > 
7.5 x 1023 yr, compared with a 90% median sensitivity 
of Tip > 1.05 x 1024 yr. Fig. 11 shows the events that 
passed all cuts for all /3/3-decay to e.s. 7 peaks, with the 
signal and BG ROIs highlighted.

A. Discussion of Results

This result sets the most stringent limits and has the 
greatest sensitivity to date for /3/3-decay of 76Ge to all 
excited states of 76Se. Table IV lists the previous best 
limits along with those set by this work. The Majorana 
Demonstrator derives its increased sensitivity relative 
to the results from GERDA Phase I [27] from several

factors. First, the Demonstrator had higher detec
tion efficiency due to the lack of liquid argon surrounding 
the detectors, which shielded the dexcitation 7s. Sec
ond, the dominant background in GERDA’s search for 
excited state decays came from cosmogenic 42Iv in its 
liquid argon shield, which does not exist in the Demon
strator. Finally, the Demonstrator had significantly 
better energy resolution due to the lack of cross-talk be
tween detectors, which worsened GERDA’s resolution for 
multi-detector events.

This result has also begun to probe recent theoretical 
predictions for the half-life for 2zx/3/3 to the Of e.s. of 76Se. 
A recent half-life prediction using Renormalized proton- 
neutron Quasi-Random Phase Approximation (RQRPA) 
of (1.2 — 5.8) x 1023 yr [27] has been excluded with CL 97% 
by this result. Combining the best measurement of the 
2z//3/3 to g.s. half-life [27] and phase-space integrals [14] 
with nuclear matrix element calculations applying an ef
fective held theory (EFT) framework [51] and interacting 
boson model [52], yield half-life predictions of 1.7x 1024 yr 
and 7.1 x 1024 yr, respectively.

More progress will still be required to test half-life pre
dictions for 2z//3/3 to the 2+ e.s. of 76Se. The most re
cent predictions for the 2^ e.s. range using RQRPA [53— 
56] and EFT [51] techniques yield half-lives in excess 
of 1.0 x 1026 yr, well beyond the reach of the Majo
rana Demonstrator. Similarly, a calculation using 
RQRPA for the 2-t e.s. yielded a half-life in excess of 
7 x 1027 yr [53]. Without knowledge of [ro^l or other 
BSM physics parameters involved in generating Ov/3/3, it 
is impossible to generate a specific half-life prediction for 
neutrinoless decay modes to e.s. By applying nuclear ma
trix elements calculated for Ozx/3/3 to the 0^ e.s. under the 
assumption of light neutrino exchange, we can calculate 
upper limits on |m^| of 3.2 - 7.7 eV [57, 58].

This analysis leaves some room for improvment; for 
example, by taking advantage of the PPG detectors’ 
sensitivity to events that are multi-site within a sin-
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TABLE III. Results for all decay modes. nk and mk are the observed counts in the signal and BG ROI, respectively, and 
can be seen, combining modules, in Fig. 11. The expected ROI BGs corresponds to t • m& from Eq. 9. e is the final signal 
detection efficiency measured from simulations as shown in Table II. (T£) is the value calculated from exposure and efficiency 
estimations, as defined in Eq. 8.

Decay Mode Peak Module nk mk
Expected 
ROI BGs e (%) (Tf) (x1023yr) T1/2 (x1023yr) 

90% Limit
T1/2 (x1023yr)
90% Sensitivity

559 keV M1 2 51 1.77 1.2 16.5 ± 1.2 > 4.6 > 5.1
M2 1 6 0.25 0.5 4.5 ± 0.8 > 1.3 > 3.2

0+... 0+ 563 keV M1 2 51 1.95 1.2 16.5 ± 1.2 > 4.9 > 5.1
M2 0 6 0.22 0.5 4.4 ± 0.8 > 3.2 > 3.2

Combined > 7.5 > 10.5

559 keV M1 0 35 1.43 1.4 19.2 ± 2.0 > 14.1 > 7.8
0+... 2+ M2 1 2 0.10 0.6 5.2 ± 1.7 > 1.2 > 3.3

Combined > 7.7 > 10.2

559 keV M1 3 74 2.57 1.0 13.8 ± 1.7 > 3.2 > 4.3
M2 1 8 0.32 0.4 3.8 ± 1.7 > 0.7 > 2.3

657 keV M1 0 46 1.48 0.8 11.2 ± 1.5 > 8.2 > 4.6
0+.. 2+ M2 0 6 0.19 0.4 3.1 ± 1.6 > 1.8 > 1.8

1216 keV M1 0 41 1.07 0.4 5.8 ± 1.6 > 4.0 > 2.1
M2 0 7 0.24 0.2 1.5 ± 1.8 > 2.2 > 2.2

Combined > 12.8 > 8.2

559 keV M1 0 6 0.24 1.5 21.5 ± 1.8 > 15.8 > 15.8
M2 0 1 0.06 0.6 5.7 ± 1.1 > 4.1 > 4.1

0+.. 0+ 563 keV M1 0 6 0.25 1.5 21.2 ± 1.8 > 15.6 > 15.6
M2 0 1 0.06 0.6 5.7 ± 1.1 > 4.1 > 4.1

Combined > 39.9 > 39.9

559 keV M1 0 0 0.00 1.6 22.9 ± 2.5 > 16.8 > 16.8
0+.. 2+ M2 0 0 0.00 0.7 6.0 ± 2.1 > 4.0 > 4.0

Combined > 21.2 > 21.2

559 keV M1 0 11 0.40 1.0 13.8 ± 1.8 > 10.0 > 10.0
M2 1 1 0.07 0.4 3.7 ± 1.8 > 0.6 > 2.2

657 keV M1 1 10 0.41 0.9 13.5 ± 1.9 > 4.1 > 9.8
0+... 2+ M2 0 1 0.01 0.4 3.5 ± 1.8 > 2.0 > 2.0

1216 keV M1 0 0 0.00 0.4 6.2 ± 1.7 > 4.3 > 4.3
M2 0 0 0.00 0.2 1.6 ± 1.9 > 0.3 > 0.3

Combined > 9.7 > 18.6

TABLE IV. Table of limits at 90% CL for each ,8,8-decay to 
e.s. decay mode

Decay Mode

0+.. 0+
0+.. 2+
0+... 2+
0+... 0+
0+... 2+
0+... 2+

Previous Limit

3.7 x 1023 yr [27]
1.6 x 1023 yr [27]
2.3 x 1023 yr [27]
1.3 x 1022 yr [48]
1.3 x 1023 yr [49]
1.4 x 1021 yr [50]

MJD Limit

7.5 x 1023 yr
7.7 x 1023 yr
1.3 x 1024 yr
4.0 x 1024 yr
2.1 x 1024 yr
9.7 x 1023 yr

gle detector[32], we could refine the search to achieve 
greater signal acceptance. In fact, one could potentially 
use pulse-shape information to change the signal selec
tion criterion to include single-detector events in which 
a deexcitation y is absorbed in the same detector as the 

site, which could greatly improve signal acceptance. 
Furthermore, the Majqrana Demonstrator is con
tinuing to collect data. A future analysis, with increased 
exposure and improved signal sensitivity, may be able to

test the effective field theory prediction.
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