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Motivated by the Multicenter AIDS Cohort Study (MACS), we develop classi-
fication procedures for cognitive impairment based on longitudinal measures.
To control family-wise error, we adapt the cross-sectional multivariate norma-
tive comparisons (MNC) method to the longitudinal setting. The cross-sectional
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However, in a longitudinal setting where domain scores are recorded multi-
ple times, applying the cross-sectional MNC at each visit will still have inflated
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family-wise error rate due to multiple testing over repeated visits. Thus, we pro-
pose longitudinal MNC procedures that are constructed based on multivariate
mixed effects models. A y? test procedure is adapted from the cross-sectional
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MNC to classify impairment on longitudinal multivariate normal data. Mean-
while, a permutation procedure is proposed to handle skewed data. Through
simulations we show that our methods can effectively control family-wise error
at a predetermined level. A dataset from a neuropsychological substudy of
the MACS is used to illustrate the applications of our proposed classification
procedures.
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1 | INTRODUCTION

Classification plays an important role in many fields of medical science. For example, identifying participants with cog-
nitive impairment will enable clinicians to provide patients with proper treatments. As true cognitive impairment status
is typically unknown, researchers often identify a group of healthy controls and measure their cognitive functioning
over multiple domains to understand how performance is distributed in the healthy population. If a participant to be
tested performs far below a typical healthy control, he or she is deemed to have abnormal scores/impairment, though fur-
ther diagnostic tests are often carried out in clinical settings. Several methods of counting the number of domains with
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abnormal scores’? have been used in the fields of HIV and Alzheimer’s Disease, despite evidence that these methods are
associated with inflated family-wise error rates (FWERs). The FWER here refers to the probability of making a false cog-
nitive impairment classification, given that all cognitive domains of a participant function normally. In order to control
the FWER at a predetermined level and correct for intercorrelations among multiple cognitive domains, Huizenga et al
developed the so-called multivariate normative comparison (MNC) method which specifically takes the covariance of the
domain scores into consideration. Let X; denote a vector of q cognitive domain scores for participant i. The healthy control
group contains n participants, and their sample mean and sample covariance matrix of the g domain scores are denoted
as j1, and ¥ .. If each vector of ¢ domain scores is independent and identically distributed over a multivariate normal
distribution for every participant, one could build an F-statistic to classify cognitive impairment for the ith individual:

_ M= d TN i)~ ~
r D= 1yg R Fe Ko=) ~ Flg.n = q).

In principle, the MNC method can effectively control the FWER in impairment classification as long as all domain vari-
ables follow a multivariate normal distribution.* In practice, participants may visit the same clinician or institution
multiple times. For example, if participants come to an Alzheimer Disease Research Center with memory complaints,
they will be followed roughly annually and their cognitive functioning will be assessed repeatedly over time. In a retro-
spective analysis, these longitudinal scores, which are used to identify prior cognitive impairment, can provide important
guidance on future treatments or help researchers identify risk factors. If the MNC is employed at each visit and a par-
ticipant is repeatedly tested at a prespecified « level, the resulting FWER, which is the probability of being categorized
as having prior impairment at some visits, would be greatly inflated, because the MNC fails to account for multiple test-
ing over repeated visits. Thus, here we propose longitudinal MNC procedures that specifically take into account multiple
tests over repeated measures to quantify an individual’s prior impairment.

The initial step, similar to the cross-sectional MNC, is to obtain characteristics, such as mean scores over time
and the covariance structure of the longitudinal measurements, from healthy controls. One typical way to approach
longitudinal data is to utilize a multivariate linear mixed effects (MLME) model. Reinsel® established theories for mul-
tivariate longitudinal models with repeated measures when data are balanced and parameters are unrestricted. Heitjan
and Sharma’ further considered an autoregressive error structure for longitudinal data and estimated the parameters
with the maximum likelihood approach. Fang et al® introduced a modified expectation-maximization algorithm to facil-
itate the estimation of unknown parameters in an MLME model with constrained intercepts. Fieuws and Verbeke’
studied how the associations between different responses evolve over time and jointly modeled two responses by allow-
ing a dependence structure among the random terms in the model. They further proposed modeling longitudinal
outcomes in a pairwise fashion for computation efficiency when too many outcome variables are considered.!® Ver-
beke et al'! gave a rather comprehensive review of development in multivariate longitudinal analysis, and noted that
joint modeling is preferred over univariate modeling to address research questions regarding associations among vari-
ous outcomes over time. van den Hout et al'? proposed a longitudinal MLME model with change-point predictors for
nonlinear trends.

Here, we initially assume a multivariate normal distribution for longitudinal domain scores, and use the MLME to
obtain the mean function and covariance structure of domain scores from healthy controls. As the true impairment sta-
tus of an individual is generally unknown, such characteristics from healthy controls can provide a benchmark to decide
if an individual’s repeatedly measured domain scores are abnormally low. Similar to the way that the cross-sectional
MNC tests all scores together, the proposed extended longitudinal multivariate normative comparison (LMNC) is devel-
oped to test all scores across visits simultaneously. Under multivariate normality, a testing procedure based on y? is
then proposed to classify cognitive status for each participant. However, if the dependency structure is not sufficiently
specified or the data fail to follow a multivariate normal distribution, the y? procedure may still have an inflated
FWER. Therefore, we propose a permutation test for our proposed test statistic which is robust against distribution
assumptions.

The structure of the remaining article is as follows. First, we detail modeling and testing procedures in Section 2.
Next, we present results from simulation studies when the multivariate normal distribution is satisfied and when
the assumption is not satisfied (Section 3). Third, we illustrate in Section 4 how to implement the MLME and
the y? and permutation tests for neuropsychological (NP) data collected in the Multicenter AIDS Cohort Study
(MACS). Finally, we conclude by discussing some advantages and disadvantages of the MNC method compared with
prior methods.
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2 | LONGITUDINAL MULTIVARIATE NORMATIVE COMPARISONS
2.1 | Testing procedure based on y?

Assume there are n participants enrolled in a healthy group which is used as the reference, and each participant has
q cognitive domains tested over m; total visits during the study. Domain test scores are usually normalized so that a
multivariate normal distribution holds for each visit. Let Yy, i=1, ... ,n;j=1, ... ,q;k=1, ... ,m; denote the tested score
of participant i for domain j over the kth visit. Considering that scores of a single domain assessed across m; visits are
correlated with each other, and scores of two different domains from the same participant are correlated, we model Y
using an MLME model:

Yije = Bjo + Bt + ﬂjztizk + ﬂj3ti3k + vjj + Ok + €. (D

Here, we use g polynomial functions of degree 3 to describe the changes in the mean domain scores over time, and
can add higher order terms if necessary. Alternatively, the B-spline technique can be used to approximate the true mean
domain scores over time.'*!7 ¢;; is assumed to be independent and identically distributed (i.i.d.) normal N(0, ¢%), which
is specific to each observation or measurement. Similarly, §;, which represents the visit-specific effect, is also assumed to
be i.i.d. normal N(0, 62). Given different domain functions tend to be correlated with each other for the same participant,
vi = (Vi1, .., Vig)T is assumed to be N(0, X), where X = [p,],s,r = 1, ... , q. Generally, the symmetric matrix X could be left
unspecified, or assumed to have the structure of autoregression or compound symmetry.

All unknown parameters can be estimated from an MLME model,®® which are denoted as ﬁjo, ﬁjl, ﬁjz, ﬁﬁ, j=

A2 . . . . .
1, ....9,pg>Sr=1, ... ,q,0,and 62. For participant d to be tested, we take all ¢ domain scores observed over mg visits,
and stack them into a single vector

Ud = (Yd119 oo aqul’Yd127 vee 7qu27 oo ,Ydlmd’ soe 7qumd)T' (2)

From the linear mixed effects model in (1), the estimated mean vector of U, is written as fld=(/§10+

q A 2 q 3 ; A A 2 A 3 A q 3 2 A 3 A A A 2 A
Putar + Praty, + Pistys Poo + Portar + Poxty + Pastyys - s Bgo + Botar + Poaty, + Baatyys - s Bio + Puatam, + ﬂlztdmd + b3
3 A A A 2 A 3 . . . .

t dmg Bgo + Bqtam, + Byt dm, + Byt dmd)T, which is of length gmg,. Furthermore, based on the covariance matrix struc-
tured in this model, we can estimate the covariance matrix for Uy as ¥y = [zs],S, ¥ = 1, ... ,qmq. Each element in ¥,

corresponds to the covariance between a pair Yy x, and Ygj,k,, which can be estimated as p; b, T éZ]I{kl =k} + 6211{]'1 =
J2, k1 = k2 }, with domain indexes 1 < ji,j, < q, visit indexes 1 < kj, k, <myg, and I{-} being an indicator function.

Under the assumption of multivariate normal distribution for all observations measured over time, we now propose
an extended LMNC statistic for testing whether the dth participant has impaired cognition:

-l .
Ta=Us— )"¥Wa Ua— i) ~ Xgm,» (3)

which can be modified to an F test when the number of participants is small in the healthy control group. For
participant d, if we are concerned that this participant’s performance is either too high or too low, we will use (1 — a)
quantile of ;(gmd as the threshold for the significance level a. In practice, clinicians are typically more interested in screen-
ing for cognitive impairment with extremely low scores. One can conduct a statistical test considering the direction of
domain scores by rejecting the null hypothesis if participant d’s measured distance T4 exceeds the (1 — 2a) quantile of
;(gmd and U 1gm, < fi1gm,, Where 14y, is the gmg-vector of ones.

2.2 | Permutation testing

In practice, multivariate normality may not hold for the recorded measurements, and the test statistic in (3) might not
follow an y? distribution. In such case, the T statistic in (3) can still serve as a distance measure of individual scores
to the norm. However, we need to develop a new method to find the critical value for the test statistic without relying
on a particular parametric distribution. We propose the innovative use of a permutation test to find such a critical value
for each participant. In order that a test statistic from a permuted sample is comparable to the one from the original
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data, the permutation should retain the covariance structure of v;. For example, the covariance structure in Model (1),
X =[pgl),s,r=1,...,q, is set to be compound symmetric, where ps = p, for s,r=1, ... ,q, and pg = p, for
s,r,u,t=1, ... ,q and s#r,u#t. The compound symmetry is a reasonable covariance structure when all cognitive
domain scores in the reference group have been standardized and their errors can be assumed to follow an identical dis-
tribution. Meanwhile, as the test statistic depends on the number of total visits m, completed by the dth participant, the
permutation test should be done in a way specific to my.

Suppose there are M distinct number of visits in the testing group. We take M bootstrap samples, one for each
unique number of visits. The following procedure details how permutation tests should be done for all of the par-
ticipants in the testing group who have m total number of visits. We first take a bootstrap sample of the desired
number N of participants with replacement (say 5000) from the healthy control group. Then, we remove the time
effect (ie, ﬁAjO + ﬁjl tik + ﬁjzti + ngffk from model (1)) to obtain participant-specific errors over time for participant i from
the bootstrap sample, 1 <i<N. Next, to carry out the permutation test for each participant in the bootstrap sample,
we consider errors of each domain function across all visits as a whole column. As a result, the multivariate longi-
tudinal measures can be organized into a matrix of g-domain columns and m;-visit rows. Then, we permute these gq
columns within the same participant so that this compound symmetric covariance structure will be sustained after each
permutation.

For each participant i in the bootstrap sample, we then sample m visits with replacement to represent the
bootstrapped sample errors with the number of visits matching with that of those participants to be tested. The
bootstrapped sample errors from the m visits can be stacked in a similar way as in Equation (2) to a vector
Vi=(En, .- »Eig1, Ena, ... ,Eig2, ... ,Eiim, -.. , Eigm)T. Then, the bootstrap test statistic is calculated for the rearranged

error sample from participant i as T; = (Vl-)TdAi,_,,fVi. However, the covariance structure @, used here is not the same
as ¥ from Equation (3), given that we draw errors with replacement for m times at the visit level within participant
i. @y, is a mq X mq matrix. For domain indexes 1< ji,j, <q and visit indexes 1 <ki, k, <m, its element can be esti-
mated as j; ; + 0’ (I, = ky ) + mI{ky # k2 }) + 62 ({1 = jo. k1 = ka} + m7I{j1 = jo, k1 # k2 }), where I is an indicator
function. This covariance matrix @,, cannot be inverted when m>1 and the participant that was bootstrapped has
only one visit (m; =1). As a result, we will exclude participants with only one visit from the healthy control (refer-
ence) group when the permutation test is administered after longitudinal modeling. It is worth noting that for a testing
participant with a specific number of visits, we can use all participants in the control group to create permutation sam-
ples, as long as those individuals have at least two visits. In subsequent sections, we demonstrate in our simulations
that the permutation test performs well when the number of remaining participants is 100 or above after excluding
those individuals with only one visit. This exclusion seems to have a minimal impact on the MACS sample that we
use. With a sufficient number of permutation tests conducted, the (1 — a) quantile specific to m visits can be found
among all T;I{(V})"1,, <0},i=1, ... ,N, to serve as the critical value. Thus, we relax the assumptions that the test
statistic follows a y? distribution and that the upper tails and the lower tails of the domain scores are symmetric. Partic-
ipant d with total my = m visits will be classified as cognitively impaired if their test statistic exceeds this critical value
and Ullgm < i 1gm.

3 | SIMULATION ANALYSIS

We ran a series of simulation studies to evaluate the performance of the proposed procedures. Given that the MACS
data analyses in Section 4 involve six cognitive domains, we also considered g =6 hypothetical domains in the simula-
tion studies. We first generated longitudinal multivariate data following the multivariate normal distribution with several
forms of polynomial mean functions over time. The testing procedure based on y? was evaluated by FWER over different
levels of . Then, we considered data that do not follow multivariate normality to evaluate the performance of the pro-
posed permutation test. Two forms of data were examined. The first form was generated from multivariate ¢ distributions
with symmetric but heavier tails than normal distributions. The second form was generated by transforming Gamma
distributions to achieve negative skewness.

We carried out 1000 simulations for each scenario. For each simulation, we generated longitudinal scores for 1000
participants supposedly from the healthy control group, and generated longitudinal scores for another 1000 participants
independently as the test group. For each participant, we simulated survival time from an exponential distribution with
mean 30 years and censored at 15 years. Since participants in the MACS were tested semiannually (around 0.5 year
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between any consecutive two visits) or biannually on their cognitive performance,'®1° the time between any consecutive
two visits was assumed to follow independent and uniform (0,1) distribution with the first visit at time 0. We continued to
simulate visits until the accumulated visit times exceeded the censored survival time for the ith participant. The number
of visits at the last visit before the boundary was recorded as m;.

In practice, one might be interested in determining whether cognitive functions are significantly better in one group
compared with another. Thus, we also examined and compared various testing groups with different visit frequencies
and mean functions under alternatives and under the null. Finally, we studied the performance of the proposed tests
under various sample sizes and percentage of subjects with only one visit. Detailed simulation specification and results
are described below.

3.1 | Multivariate normal distribution

After the set of visits m; was generated for participant i, six domain scores were simulated from the multivari-
ate normal distribution at each visit. The covariance matrix for U; was specified as following. We set 62 = 30,
0% =10, ps = 20, for s=r, and py = 60, for s#r with s,r=1, ... ,6. Each element for covariance matrix can then
be computed. Diagonal elements are 6% + 62 + p1; = 100. Covariance of different cognitive domains at the same visit
is 6% + p1, = 30. Covariance of the same cognitive domains at different visits is p;; = 60. The remaining elements
are p1 = 20.

We considered four types of polynomial mean functions over time. For the constant trend, all six cognitive domains
were assumed to have mean of 50 at any given ¢. For the linear trend, the first three cognitive domains were set to
have means of 50 — 0.3¢, and the other three to have means of 50 — 0.5¢t. For the quadratic trend, the first three cognitive
domains were set to have means of 50 — 0.022 + 0.1t, and the other three to have means of 50 — 0.15¢2 + 0.2¢. Finally, for
the cubic trend, the first three were set to have means of 50 —0.001¢® + 0.05¢> + 0.3t and the remaining to have means of
50 —0.0015¢> +0.07t* + 0.6t.

The mvrnorm from the R library MASS was then used to generate longitudinal cognitive errors following the
multivariate normal distribution with means set to 0 and the covariance matrix as described above. The mean poly-
nomial functions with the four forms (see above) were added to the errors to represent the simulated longitudinal
cognitive scores. For the healthy control group, the 1mer from the library 1me4 was used to implement model (1).
Without assuming any prior knowledge of the true longitudinal mean trend, cubic polynomial functions were used
to describe the mean functions for all four sets of data. For each type of mean functions, the test statistics were
then computed for 1000 testing participants using the sample mean and covariance matrix obtained from the cor-
responding healthy control group. The 2 tests were conducted for each simulated dataset at different levels of «
(from 0.001 to 0.1), and the average FWER was computed based on 1000 simulations for each type of mean func-
tions. Figure 1 illustrates the obtained FWERs of the LMNC 4?2 test across all « levels under the cubic mean trend.
The results for the other three mean trends are almost identical to those for the cubic trend and thus are not shown
here. The estimated FWERs are denoted by the black solid lines, and the nominal « levels are denoted by gray dash
lines. The two lines are almost identical under the four mean trends. The LMNC y? test seems to have exact FWER
when domain scores follow multivariate normal distributions and the underlying means and covariance structure are
correctly specified.

3.2 | Multivariate t and Gamma distributions

Real data often do not follow multivariate normal distributions. Skewness and heavy tails are commonly observed. In
this simulation setting, we considered the same four mean functions described in Section 3.1 but with nonnormal errors.
One set of errors had symmetric heavy tails from multivariate ¢ distributions, and the other set had negative skewness
transformed from correlated Gamma distributions.

We generated longitudinal random errors from multivariate ¢ distributions with 5, 25, and 50 degrees of freedom. The
covariance matrix for the error terms was assumed to follow the same structure as described in Section 3.1, and the means
of the errors were set at 0. The rmt from the library csampl ing was used for multivariate t random error generation.
Then we added four polynomial mean trends to the simulated random errors to represent observed longitudinal scores
with heavy symmetric tails.
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Next, a gamma distribution was utilized to simulate data with negative skewness. In order to comply with cer-
tain covariance structure, that is, compound symmetric, we first generated longitudinal multivariate normal errors
Gijkoj =1, ... ,6,k=1, ... ,m; for participant i with the means of zero. The covariance matrix from Section 3.1
divided by 100 was used here. Then we considered three different gamma distribution designs. For the first
one, we calculated 70 — F‘l(di(g,-jk)) as our negative skewed errors, where I’ is the cumulative distribution func-
tion (CDF) of the gamma distribution with shape of 4 and scale of 5 and @& is the CDF of the standard nor-
mal distribution. For the second design, we calculated 100 — I'"}(®(gyx)) as our negative skewed errors, where we
assumed shape of 25 and scale of 2 for the gamma distribution. For the third design, we used 150 — I'"}(®(gy))
as our negative skewed errors, where the gamma distribution has shape of 100 and scale of 1. The same lon-
gitudinal mean functions from Section 3.1 were again added to the simulated errors to obtain observed longitu-
dinal cognitive domain scores with negative skewness. All three designs have baseline scores with mean 50 and
variance 100.

For each scenario we generated longitudinal cognitive domain scores for 1000 participants from the healthy con-
trol group and scores for the other 1000 as the test group. Other simulation setups were the same as those from
Section 3.1. To implement the permutation test, we first fit an MLME with cubic polynomial terms to data from
the healthy control group as specified in Model (1) and obtained the estimates for the mean trends and the covari-
ance matrix. Then, for each unique number of visits M observed in the test group, we bootstrapped 5000 participants
with replacement (N = 5000). For each participant, we subtracted the estimated mean trend from their longitudi-
nal scores. The resulting errors were rearranged randomly by columns as illustrated in Section 2.2 and then sampled
by rows with replacement for M visits. The (1 — a)th quantile was found among those 5000 test statistics whose
average mean values are negative to serve as the threshold for cognitive impairment classification in the test group.
After 1000 simulations, summarized FWERs at various levels of @ are shown in the upper panel of Figure 2 for
data generated from multivariate ¢ distributions and in the bottom panel of Figure 2 for data generated from gamma
distributions, both with cubic mean trends. The results under other mean trends are similar and not shown here.
For comparison, we also carried out the testing procedure based on y? to examine how FWERs are controlled rela-
tive to different « levels. Their FWERs at various levels of a are also shown in Figure 2 along with those from the
permutation test.

When multivariate normality does not hold, the FWER based on the y? procedure can be greatly inflated, as
shown in Figure 2 where the three black curves denoting the FWERs from the y? test are way above the empiri-
cal a levels denoted by the gray broken dash lines. Moreover, the inflation appeared more drastic at smaller levels of
a. Conversely, the permutation test successfully maintained FWER at or below any predetermined level as shown in
Figure 2. Since the permutation test was applied to the error terms, this suggests that Model 1 is adequate in cap-
turing the mean functions even when the data do not follow multivariate normal. Another interesting phenomenon
about the permutation test that we observed from the plots is that FWERs were smaller compared with « when
the multivariate ¢ distribution had less heavy tailedness and the gamma distribution had less skew. Simply, when
the data move closer to normality, the permutation test becomes more conservative. Though the conservativeness
of permutation tests has been observed previously,? our permutation test is more complicated and the dependency
on the skewness of the data requires further investigation. Therefore, it remains important to check the normal-
ity of the data before determining whether the y? or permutation test should be used when applying the LMNC
for classification.
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3.3 | Comparing groups under different visit frequencies

In this section, we examined the power and the FWER of the proposed tests under different settings of visit frequency
for the test group. The MACS study, which inspired us to develop the LMNC method, followed men living with and
without HIV at roughly the same frequency. Thus, the two comparison groups have similar distributions for the number
of visits as shown later in Section 4. However, this may not hold when a new study with certain treatment/condition
is tested against an old study, because various factors can contribute to significant differences in visit frequencies. Even
within the same study, participants from different cohorts may have different follow-up visits. Therefore, we carried out
the following numerical studies to examine how different visit frequencies affect FWER as well as power if comparisons
between groups are desired. Four different designs were considered for the test group by changing mean survival time
and censoring time:

1. Survival time follows exponential distribution with mean 30 years and is censored at 15 years (median visit number
28);

2. Survival time follows exponential distribution with mean 50 years and is censored at 15 years (median visit number
29);

3. Survival time follows exponential distribution with mean 30 years and is censored at 10 years (median visit number
19);

4. Survival time follows exponential distribution with mean 30 years and is censored at 25 years (median visit number
42).

Here for the healthy control group, we adopted the same multivariate ¢ setting with 5 degrees of freedom and the
same quadratic mean trend from Section 3.1. Under the first design the test and control groups had an identical visiting
frequency. To evaluate the FWER under the null, we generated 1000 participants following the same mean trend and
covariance structure as the test group at each simulation. The only difference was the observed survival time and the sub-
sequent visit frequency. To examine power under alternatives, we assumed the first, third and fifth cognitive domains of
the test group to have mean trends of 50 — 0.02¢> and the remaining cognitive domains to have mean trends of 30 — 0.04¢2.
As the two sets of domain scores had different means, we lowered the dependence in our covariance structure by setting
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62 = 60, 6> = 10, ps, = 5, for s=r, and pg, = 25, for s#r with s,r=1, ... , 6. Therefore, the covariance of different cogni-

tive domains at the same visit was 6% + p;, = 15. Covariance of the same cognitive domains at different visits was p;; = 25.
The remaining elements were p1, = 5. Again, we considered the four different designs of visit frequencies for the test
group and simulated 1000 participants for each design at every simulation run.

At each simulation for every participant, both the 2 test and the permutation test based on 5000 permutations were
used for cognitive impairment classification. One thousand simulations were implemented and summarized in Figure 3.
From the graph under the null hypothesis, we can see that the frequency-specific permutation test can effectively control
FWER at a per-determined « level for all different survival time designs. Because data do not follow a multivariate normal
distribution, using the y? test will inflate FWER. The inflation in cognitive impairment differs with various survival
time designs and visit frequencies and seems more noticeable when the testing group has many more visits than the
control group. Not surprisingly, the y? test has more power than the permutation test under alternative hypotheses.
Although close, the testing group with many more visits tends to have higher power in both the y? and permutation tests.
Considering both the FWER and power, it is important to make sure that the visit number distributions are comparable
when comparisons between two groups are desired.

3.4 | Impact of effective sample size

Under the multivariate normal assumption, the inference is based on an asymptotic y? distribution. With few partici-
pants in the healthy control group, the y? test may yield inflated FWERs. When the permutation test is used, a small
sample size may limit its ability to obtain a proper permutation distribution. Moreover, the permutation test only uses
participants with more than one visit to establish a permutation distribution, because repeated measures are considered
in the covariance matrix. Thus, if more people from the healthy control groups are lost to follow-up after the initial mea-
surement, we will have less people left to conduct the permutation test, which translates into a smaller effective sample
size. Considering all these, we are interested in evaluating how different effective sample sizes of healthy controls impact
the LMNC method in terms of FWER.

To examine how the performance of our proposed y? test was affected, we simulated multivariate normal data using
the same setup as in Section 3.1 for the quadratic mean trends but with different effective sample sizes. The number
of participants enrolled in the healthy control group was set at 25, 50, 100, 200, 500, and 1000. The size of the testing
group was the same as the healthy control group. Average FWERs computed based on 10 000 simulations from both the
x? and permutation tests are summarized in Figure 4 with @ = 0.05 for each sample size considered. To evaluate how
different effective sample sizes of healthy controls impact the performance of our proposed permutation test, we used
the same multivariate ¢ errors as from Section 3.2. Changes were made to the survival time generation, the time between
any consecutive two visits, and the number of participants enrolled in healthy and testing groups. The survival times for
both groups follow an exponential distribution with mean 10 years and are censored at 10 years. For the time between
any two consecutive visits, uniform (0,1), (0,6), (0,11.5), (0,18), and (0,41) were used to create about 5%, 25%, 45%, 65%,
and 85% of participants with only one visit (lost to follow-up) in both healthy control and testing groups. Meanwhile, we
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FIGURE 4 The longitudinal multivariate normative comparison (LMNC) y? test and permutation test with different sample sizes
under multivariate normality (left); the LMNC permutation test with different sample sizes and visit frequencies using multivariate t data
(right); @ = 0.05 represented as the horizontal dashed line

examined different sample sizes of 50, 100, 200, and 500. Results from 10 000 simulations are summarized in Figure 4 as
average FWERs at o = 0.05.

From the left plot of Figure 4, we can see that a small number of participants in the healthy control group yields an
inflated FWER. When sample size reaches 100, the y? test has FWERs very close to the « level. On the other hand, the
permutation test can always control the FWER below the « level, though it can be quite conservative when the sample
size is large and errors follow a multivariate normal distribution. When data do not follow multivariate normality, the
permutation test also inflates FWERs when the number of participants is small in the healthy control group. At a fixed
sample size, a large proportion of people lost to follow-up after initial measurement can also inflate FWER for the LMNC
permutation test. Based on the simulations here, when we have more than 100 participants with more than one visit, or
the effective sample size is greater than 100, the FWER from the permutation test is very close to the « level.

4 | APPLICATION TO THE MACS

We applied the proposed LMNC to the NP data that were collected from an ongoing MACS. The MACS study has been
administered by the University of Pittsburgh, Johns Hopkins University, Northwestern University, and the University of
California at Los Angeles.m’22 Since its first enrollment in 1984, the MACS has recruited more than 7000 men who have
sex with men (MSM), either infected with HIV or at risk for infection at study entry. Participants have been regularly
interviewed and examined semiannually about a broad range of variables including their age, depressive symptoms, sex-
ual activity, substance use, cognitive functioning, and physical measurements. HIV infection negatively impacts patients’
brain, and the effect of HIV on brain functioning was found to be less drastic after the highly active antiretroviral therapy
(HAART) became available in early 1990s. In a MACS NP substudy, participants have been repeatedly tested on a NP test
battery assessing six cognitive domains which included learning, motor speed and coordination, speed of information
processing, memory, working memory and attention, and executive functioning.?>?* As of October 2017, some partic-
ipants had more than 20 years of longitudinal NP data. This provides a unique opportunity to examine how cognitive
impairment compares between those infected with HIV and those not infected in the HAART era.

At each NP visit, the battery of tests was administrated, and these test scores were summarized by T-scores which were
calculated from regression models adjusting for education, race/ethnicity, age, and the number of tests administrated, and
standardized to have a mean of 50 and standard deviation of 10. Then, summary T-scores were obtained from taking the
arithmetic mean of all T-scores in each domain, except for motor speed and coordination domain, where the lowest T score
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is used. In this analysis, we focus on visits where participants had all six cognitive domain scores available, and include
3701 participants who have at least one such visit. Among participants included in this analysis, 1667 were seronegative
(279 having one visit), while 2034 were infected with HIV (328 having one visit) at the study entry. Those not infected with
HIV serve as the “healthy” control group, representing HIV-uninfected MSM. Because the motor speed and coordination
domain used the lowest T score instead of the average, we can see from Figure 5 that baseline motor domain scores
for seronegative participants failed to follow a normal distribution. The LMNC using the y2-test may be of concern and
the permutation test should be considered. For both seropositive and seronegative groups, we calculated the number of
participants for each total visit frequency and plotted them by group in Figure 5. The Kolmogorov-Smirnov test shows that
the visit number distributions do not differ (P =.90), and the visit frequencies are comparable between the two groups.
At the same time, the number of participants with more than one visit is large enough to construct the permutation
distribution. Thus, the LMNC permutation test is expected to work well in this application.

Specifically, we first fit the model described in (1) with cubic mean trends in the healthy control group. After estimates
were obtained, both the y? test and the permutation test were applied to data from the healthy control group across
different levels of @. For both tests, fivefold cross validation was used to test cognitive impairment among those not infected
with HIV. The results are shown in Figure 6. The first thing we can see is that the permutation test (N = 100 000) can
effectively control FWER at predetermined « levels. By contrast, the y? test would have inflated the family-wise error
when the data fail to follow a multivariate normal distribution but the model is sufficiently specified. We also applied both
the permutation test and the 2 test to data from seropositive men. The results are also shown in Figure 6. The permutation
test identified about the same proportion of seropositive men with cognitive impairment as in the seronegative group
across as. Meanwhile, the y? test identified a much higher proportion of cognitively impaired men in the seropositive
group than in the seronegative group. The standard Chi-square test for the association between serostatus and cognitive
impairment that is identified by our y? test yields a P value less than .0001, and that for cognitive impairment identified
by our proposed permutation test results in a P value of .07, suggesting different levels of associations. This may have
subsequent clinical and research implications. Not only would the y? test identify more people with cognitive impairment
in seronegative and seropositive groups, but also different conclusions might be drawn about the relationship between
serostatus and cognitive impairment during the HAART era. By contrast, the permutation test shows that the association
between cognitive impairment and HIV infection is rather weak, leading to the conclusion that people infected with HIV
seem to enjoy relatively healthy cognitive functioning after being properly treated with HAART.

Both the y? and permutation tests are based on the fact that the seronegative group (not infected with HIV) is treated as
the reference group of healthy controls. Unlike the simulation study, where we know all the participants tested are under
the null distribution when evaluating FWER, the true cognitive impairment status from the MACS seronegative group is
actually unknown but their functioning scores are assumed to follow a normal aging process. The impairment rate and
the above conclusion may differ had we used another reference group. To further validate the comparisons between the
two tests, Table 1 shows the mean scores of all six cognitive domains for both seronegative and seropositive groups at the
first visit (100% participants), the forth visit (50% participants), and the tenth visit (15% participants). We can see that,
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TABLE 1 Mean scores of six cognitive domains for seronegative and seropositive groups at different visit

Cognitive domain Motor Executive Speed Learning Memory Working memory

At visit 1 Seronegative 47.12 49.81 49.92 49.67 49.90 49.64
Seropositive 46.73 49.77 49.25 49.71 49.98 49.40
At visit 4 Seronegative 45.86 50.17 50.45 49.33 49.04 48.99
Seropositive 45.79 49.31 49.33 48.96 49.04 48.36
At visit 10 Seronegative 48.14 53.14 51.25 50.94 50.74 51.86
Seropositive 48.26 51.93 51.00 52.41 52.38 51.51

relative to standard deviation of 10, the score differences are very small between the two groups. A wrong conclusion
would be drawn if a method failing to control family-wise error, like the 2 test in this case, is used otherwise.

5 | DISCUSSION

Our work demonstrated that the proposed LMNC method can effectively control FWER. Multivariate normality is a key
assumption in using the y? test for cognitive impairment classification. When such an assumption is not satisfied by data
or the model in use does not fully address random effects, the permutation test can still guard FWER at a predetermined
level.

The MNC method specifically takes intercorrelations among domain scores into account, and may lead to different
results as some existing methods that are used in AIDS research. As an example, we only consider two cognitive domains
at a single visit. Suppose that the variance of two domain scores is 1 and the correlation is 0.5, and both mean cognitive
scores are zero. The participant having cognitive scores of (— 1, — 2) will have a larger P value than the one with scores
(0, —2). This is contrary to the intuition that the first participant seems to have more extreme scores. However, the corre-
lation between two domains is high. Thus, the scores (0, — 2) from the second participant is more unusual than (— 1, — 2)
under the strong positive correlation, and consequently, the second participant has a longer “distance” from the means,
after inversely weighted by the covariance matrix. If the correlation between two domains is set to be zero, then the first
participant will have a smaller P value. Therefore, the MNC results may not be consistent with some existing ad hoc
diagnoses methods such as counting the number of domains with scores 1 or 1.5 standard deviations below the means.!?

This paradox also exists in a longitudinal setting. For illustration purposes, let us assume that only one cognitive
domain is tested, with a mean of 0 and variance of 1. The correlation between any two visits is 0.5. One participant with the
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domain score tested at two visits as (0, —2) will have a larger P value than another participant with the domain score tested
at three visits as (0, 0, —2). This is also against the intuition as the first participant seems to have worse cognition earlier.
However, the second participant has longer records of being “normal,” so the “distance” from the means is also larger
after weighted by the inverse covariance matrix. Consequently, the second participant has a smaller P value. If domain
scores are independent among all visits, the P value for the second participant would be larger, because of more visits and
a larger degree of freedom when performing the y? test. This may serve as an explanation to why we observed greater
power under a higher visit frequency design, even though they follow the same mean trends. To generalize our proposed
method to groups with very different visit number distributions, further efforts should be made to improve our proposed
permutation test. Moreover, our current MNC analysis only uses visits at which all domain scores are available, while
naive methods can tolerate one or two missing domains. Nevertheless, our proposed LMNC method provides insights
into how “abnormal” domain scores may be, which could be missed by naive methods ignoring intercorrelations among
domain scores and repeated visits. How to extend our LMNC method to missing domain data will be an interesting future
research topic.
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