CLASSICAL THETA LIFTS FOR HIGHER METAPLECTIC COVERING
GROUPS

SOLOMON FRIEDBERG AND DAVID GINZBURG

ABSTRACT. The classical theta correspondence establishes a relationship between auto-
morphic representations on special orthogonal groups and automorphic representations on
symplectic groups or their double covers. This correspondence is achieved by using as in-
tegral kernel a theta series on the metaplectic double cover of a symplectic group that is
constructed from the Weil representation. There is also an analogous local correspondence.
In this work we present an extension of the classical theta correspondence to higher degree
metaplectic covers of symplectic and special orthogonal groups. The key issue here is that
for higher degree covers there is no analogue of the Weil representation, and additional in-
gredients are needed. Our work reflects a broader paradigm: constructions in automorphic
forms that work for algebraic groups or their double covers should often extend to higher
degree metaplectic covers.

1. INTRODUCTION

Theta series provide a way to construct correspondences between spaces of automorphic
forms. For example, suppose that G; = SO(V;) and Gy = Sp(Vs,) are orthogonal and
symplectic groups, resp. Then these groups embed in a symplectic group G := Sp(V; @ V5).
Let I be a number field and A its ring of adeles. There is a family of theta functions 6¢ on
the adelic metaplectic double cover Mp(V; ® V5)(A) (depending on some additional data ¢),
and these functions may be used to create a correspondence between automorphic forms f;
on G1(A) and automorphic forms f, on Ga(A) or its double cover:

fa(g2,0) = /9¢>(gl - 92) f1(g1) dgu,

where the integral is over the adelic quotient G;(F)\G1(A). This correspondence, which in
a low-rank case can be used to recreate the Shimura correspondence, has been studied by
many authors over the past half century (see for example Rallis [Ra2] and the references
therein). There is also a local correspondence of irreducible smooth representations, the
Howe correspondence, that is obtained by restricting the Weil representation to the image
of G; - Gy in G (see Howe [Ho]), that has likewise received a great deal of attention. The
goal of this paper is to extend these constructions to higher metaplectic covers of the groups
G1,G9 (beyond the double cover Mp) and to initiate an analysis of the resulting map of
representations.

The double cover of the symplectic group, Mp, was introduced by Weil [We] in his treat-
ment of theta series. Over local or global fields F' with enough roots of unity, there are higher
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degree covers of classical groups as well, related to the work of Bass-Milnor-Serre on the con-
gruence subgroup problem. These were first treated for simply connected algebraic groups
over F' whose F-points are simple, simply connected, split over F' and of rank at least two by
Matsumoto [Mat], and in the context of number theory and automorphic forms for GL,, by
Kubota [Ku] (when n = 2) and Kahzdan-Patterson [K-P| (for general n). The construction
of covering groups was extended to a wide class of groups K-theoretically by Brylinski and
Deligne [B-D]. Fan Gao [Gaol] gave a thorough treatment of metaplectic covers over local
and global fields using the Brylinski-Deligne construction, and generalized Langlands’s work
on the constant term of Eisenstein series to Eisenstein series on covering groups. Though for
more general groups there are sometimes a number of inequivalent covers of a given degree,
for the groups we treat here the covers are essentially unique, and locally may be regarded
as restrictions of the covers of Matsumoto. We will describe the covers in detail below.

In this paper, we construct a global theta lifting taking automorphic representations on
covers of a symplectic group to automorphic forms on covers of an orthogonal group. Here
the degrees of the covers must be compatible. The construction is via a theta kernel. The
difficulty in this construction is that there is no known analogue of the Weil representation
for general degree covers. The classical theta functions may also be obtained as residues of
Eisenstein series on Mp(A), as shown by Ikeda [Ik1] (this may be regarded as an instance
of the Siegel-Weil formula; see Ikeda [Ik2]), and so a first attempt would be to mimic the
construction above:

Folgs) = / 001 - g2) Folon) don.

where now 6 is an automorphic function realized as a residue of an Eisenstein series. This
is indeed useful in many cases, including the lift of Bump and the authors [B-F-G2] for the
double cover of an orthogonal group and the recent work of Leslie [L], which constructs
CAP representations of the four-fold cover of a symplectic group using such a theta kernel.
However, it is not sufficient to produce the lifting here. The reason is that this residue is
too large a representation, that is, it is not attached to the minimal nontrivial coadjoint
orbit or some other orbit of small Gelfand-Kirillov dimension. Thus it is too big to give a
correspondence by mimicking the standard procedure (i.e., restricting to the tensor product
embedding).

Instead we consider the product of two different theta functions—one coming from a
residue of an Eisenstein series, and the other coming from the Weil representation— and
use a Fourier coefficient of this product as integral kernel (given precisely in (3.3) below).
In the case of the trivial cover of the orthogonal group, one of the theta functions and the
Fourier coefficient integral become trivial, and our construction reduces to the classical theta
kernel construction. Hence the construction presented here may be viewed as an extension
of the classical theta integral construction. There is also a local analogue, and we show that
for principal series induced from unramified quasicharacters in general position the lifting
in the equal rank case gives a correspondence that is indeed compatible with the expected
map of L-groups (these are discussed below). For the classical theta correspondence, local
functoriality was established (in greater generality) by Rallis [Ral], Section 6.

To explain the L-group formalism that is related to our construction, let G denote one of
the groups Spy or SOy. Let r denote a positive integer, and G (A) the r-fold metaplectic

covering group of G(A). For this group to be defined we need to assume that the field F
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contains all r-th roots of unity; for convenience we shall assume that F' contains the 2r-th
roots of unity. The notion of an L-group for metaplectic covering groups was developed in
general by Weissman [W], following a description in the split case by McNamara [McN].
The assumption that F' contains the 2r-th roots avoids certain complications in Weissman’s
construction (and is required by McNamara). In particular, though the Langlands dual group

for a cover of an even orthogonal group goes as usual: (S Og;))v = S04,(C), the Langlands
dual group for covers of odd orthogonal and symplectic groups depends on the parity of 7:

, SO9.1(C) if ris odd , Spaq(C) if r is odd
SpV — 2l+1 SO WV —
(Spar) {Spgl((C) if r is even (502011) SO02411(C) if 7 is even.

As in the classical case, one then expects functorial liftings of automorphic representations
between the metaplectic covering groups of symplectic and orthogonal groups. However,
as one can see from these dual groups, the groups involved in such a theta correspondence
should sometimes be different than in the classical case. Specifically, if r is odd, then for
suitable a, [l one expects a correspondence between automorphic representations of Spg) (A)

and SOY)(A), and between automorphic representations of Spgr) (A) and SOéZ)Jrl(A). For
r = 1, these maps are the classical theta correspondence. In this paper we introduce a
construction which gives them for any odd r.

Residues of Eisenstein series, when square-integrable, contribute to the residual spectrum,
and these residues are frequently not generic. Indeed, the residue we consider generates an
automorphic representation that should have many vanishing classes of Fourier coefficients,
and this property is key to establishing our results. However, the question of determining the
maximal unipotent orbit that supports a non-zero Fourier coefficient, or locally a nonzero
twisted Jacquet module, is rather delicate, and has only recently been addressed for the
general linear group (Cai [C1]; see also Leslie [L]). We make a conjecture about this exact
orbit (Conjecture 1), establish the vanishing of Fourier coefficients that it would imply,
and establish a number of partial results towards the full conjecture, including proving it in
certain cases. Though we do not resolve it in full, these are sufficient for the results presented
here. See Section 4 below.

The construction we present here can most likely be taken farther. For example, one can
consider the inverse correspondence from covers of orthogonal groups to covers of symplec-
tic groups obtained by the same integral kernel, and in the local case one may formulate
analogues of the Howe Conjecture. One can also ask for the first non-zero occurrence of the
lift (for the classical theta lift, see Roberts [Ro]), and this will be treated in a subsequent
paper [F-G5|. In particular, we will show that for given r, if Conjecture 1 below holds,
then the integrals presented here do not vanish on a full theta tower, and also that a generic
cuspidal genuine automorphic representation of Spgn) (A) always lifts nontrivially to a generic

genuine representation on S Ogl) +r1(A). Since Conjecture 1 is established here for r = 3,5,
this implies these results unconditionally for these two cases. One can also consider the case
of r even, but this will require additional information about the unipotent orbits of theta
residues.

Our work suggests a broader paradigm: constructions in the theory of automorphic forms
should generalize to covers. We note three examples. First, as mentioned above, Fan Gao
[Gaol] has extended Langlands’s work on the constant term of Eisenstein series to covers.

Second, the doubling integrals of the authors, Cai and Kaplan [CFGK1] may be extended
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to covers, as loosely sketched in our announcement [CFGK2] and worked out in detail by
Kaplan in [Kap]. See also Cai [C2]. Third, the work here indicates that the classical theta
correspondence also generalizes. As noted above, Weissman [W] has defined a metaplectic
L-group. Our suggestion is that not only the formalism of functoriality but also the integrals
that give L-functions or correspondences should often generalize. Of course, doing so must
involve new ideas, as is the case here. As another example, it is not straightforward to extend
Langlands-Shahidi theory to covers as this theory uses the uniqueness of the Whittaker
model, and such uniqueness does not hold, even locally, for most covering groups. However,
it should be possible to generalize this theory by replacing the Whittaker model for a cuspidal
automorphic representation 7 on a metaplectic covering group with the Whittaker model for
the Speh representation attached to 7. Indeed, this Speh representation, a residue of an
Eisenstein series (and defined only conjecturally at the moment), is expected to have a
unique Whittaker model by a generalization of Suzuki’s conjecture [Sul], [Su2]. (Suzuki’s
conjecture concerns covers of GL, and we expect a similar phenomenon in general.)

To conclude this introduction we describe the algebraic and representation theoretic struc-
tures that are behind our construction. A classical reductive dual pair is a pair of subgroups
(G1,Gs) inside a symplectic group Sp(W) which are mutual centralizers and which act re-
ductively on W. Our algebraic structure is this:

(1) Groups G1, Go, and two symplectic vector spaces W, Ws, with monomorphisms
L1 Gl X G2 — Sp(Wl), Lo @ Gl X G2 — Sp(Wg),

such that
(a) via the map ¢, (G, G3) is a reductive dual pair in Sp(W7)
(b) the images under ¢y of G; X 1 and 1 X G5 in Sp(W3) commute, though they need
not be mutual centralizers;

(2) A unipotent group U C Sp(W,) which is normalized by 12(Gy, G2);

(3) A character ¢y : U — C such that 15(G1, G3), acting by conjugation, stabilizes ¢y,
and the index of 12(G1, G5) in the full stabilizer of ¢y is finite;

(4) A homomorphism [ : U — H(W;), where H(W;) denotes the Heisenberg group
attached to Wj.

In this paper, we take (G1,G2) = (SOg, Sp2,). The map ¢; is the tensor product embedding
into Sponk, just as in the classical theta correspondence, while remaining ingredients are
given in Sections 2 and 3 below. We actually consider covers, and extend the maps t1, to to
covers there.

To explain the representation theory that is employed, let w,, denote the Weil represen-
tation of H(W7) x Mp(W;) with additive character 1, over either A or a completion of F.
As noted above, the global theta correspondence (resp. locally, the Howe Correspondence)
is based on restricting theta series constructed from wy, (resp. the representation wy) to the
image of a reductive dual pair ¢1(G1, Gz). In our structure, we have two symplectic groups,
and we restrict the tensor product of two small representations. Specifically, we form the
representation wy, ® @g), where @g) is a theta representation of Sp(™ (W,). We then restrict
this to Mp(W;) x Sp) (W,) where the groups act on the two representations via ¢, and ¢y,
resp. Globally, in making the integral kernel we also take a Fourier coefficient with respect
to U and 1y, where the action of U on the first factor is via ¢; see (3.3) below. The local

map, conjecturally a correspondence, makes use of a twisted Jacquet module with respect
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to U, where in defining this Jacquet module, the action of U on the first factor is again via
¢. That is, if we write (V,w,) and (V5, 0{”) as the representations over a local field, then
Tvy Wy ® ©)) = (Vi ® V5)/ V3 with

Vs =< wy(0(u))vr ® O (w)vs — v @ vur(u)vs | v1 € Vi, vp € Va,u € U > .

It is this twisted Jacquet module that is restricted to G; x Gy (with suitable covers, and
once again using the embeddings ¢y, ¢5).

Section 2 introduces the notation to be used in the sequel and treats the necessary foun-
dations concerning metaplectic groups in some detail. In particular, we shall have occasion
to use isomorphic but different covers of groups (these arise by modifying a 2-cocycle by a
coboundary), and these are described precisely. Then Section 3 presents the integral (3.3)
that describes the theta lifting. As indicated above, this integral requires a theta function
on a higher odd degree cover of a symplectic group Spy; and also a second theta function on
the double cover of a symplectic group, which is constructed using the Weil representation.
The associated higher theta representation @g) is analyzed in Section 4. In Conjecture 1
we describe the expected unipotent orbit behavior of this representation, and in Theorem 1
we give a proof of the Conjecture in certain cases and a partial proof in others. Section 5
concerns cuspidality. In Theorem 2, we show that an analogue of the Rallis theta tower is
valid for this new class of theta lifts. The proof uses in an essential way both the properties
of the higher theta representation @g) and the description of the classical theta function on
the double cover. Section 6, the final section of this work, concerns the unramified lift. In
Theorem 3, this is shown to be functorial for characters in general position in the equal rank
case.

2. GrROUPS AND COVERING GROUPS

Let F' be a number field with ring of adeles A. If H is any algebraic group defined over
F, we write [H] for the quotient H(F)\H(A). In particular, [G,] = F\A.

We will work with the symplectic and special orthogonal groups defined over F. We realize
them as follows. For m > 1 let J,, be the m x m matrix with 1 on the anti-diagonal and
zero elsewhere. Let Sps,, denote the symplectic group

_ ‘ 0 Jn _ 0 Jn
=i 154, F)o= (5, )

and for £ > 2 let SO, denote the split special orthogonal group
SOk: {gEGLk ‘ thkg:Jk}.

(The construction presented here can be extended to the non-split case but we shall not do
so here.)

Throughout the paper, we make use of two embeddings. First, let n > 1, £ > 2, and
let 11 : SOk X Spa, — Spanir denote the usual tensor product embedding. In matrices, if
h € SO,(A) and g € Spy,(A), then 11((1, g)) = diag(g, ..., g) where g appears k times, and
t1((h,1)) = (hijls,). Second, let 7 > 1 be odd and let 15 : SOy, X Spa, — SPantk(r—1) be the
embedding given by 5(h, g) = diag(h, ..., h,g,h*, ... h*), where h, h* each appear (r—1)/2
times and h* is determined so that the matrix is symplectic.
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Let Mat,w;, denote the algebraic group of all matrices of size a x b, and when a = b, write
Mat, = Mat,w,. For [ > 1, let Ho 1 denote the Heisenberg group in 2/ + 1 variables. This
is the group with elements (XY, z) where X,Y € Mat;y; and z € Mat;, and multiplication
given by

(X1, Y1, 21)(Xo, Yo, 22) = (X1 + X, Y1 + Yo, 21 + 20 + %(Xlt]l Yo - V111 Xy)).
The Heisenberg group Hgy is isomorphic to a subgroup of Spo o by the map

1 X %Y z
xva=|
1

where the starred entries are uniquely determined by the requirement that the matrix be
symplectic (X* = —J;'X, Y* = 1J,'Y). Also, let Mat) = {Z € Mat, | 'ZJ, = J,Z}, and
let Mat® = {Z € Mat, |'ZJ, = —J,Z}.

Next we define some parabolic and unipotent groups that will be of use. All parabolic
subgroups here are standard parabolic subgroups whose unipotent radical consists of upper
triangular unipotent matrices, and all of the unipotent groups we introduce are groups of
upper triangular unipotent matrices.

For non-negative integers a,b and ¢, let F,; . denote the parabolic subgroup of Spa(pe)
whose Levi part is GL, X ... x GL, X Sps. where G'L, appears b times. Let U, . denote the
unipotent radical of the group P, ;.. Let 1 <i<b—1,a=a(i—1), 8 = 2(ab+c)—2a(i+1),
and set

Iy
I, X
I,
(2.1) uhy o (X) = I , X € Mat,.
I, X~
I,
Iy
The set of all matrices {ul, . (X) | X € Mat,} is a subgroup of U, which we denote by
i pe- Given u € Ugp,e, one may write it uniquely as u = uf, (X;)u’ where X; € Mat,

and v’ € U,p,. is such that all its (p,j) entries are zero when a +1 < p < a + a and
a+a+1<j<a+2a Wecall u’, (X;) the i-th coordinate of u.

a,b,c
Another subgroup of U, is the group U[’w that consists of all matrices

Top-1)

I, Y Z

(2.2) u, (Y, Z) = Le Y* , Y € Matgyoe, Z € Mat?.
I,
Top—1)
Similarly, we define the u;, (Y, Z) coordinate of u. Then every u € U, has a factorization
b—1

(2.3) u =1, (Y, Z) [ [t p.o(Xi)us,

i=1
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where u; € U,y has entries zero in the first b @ X a blocks directly above the main diagonal
and in positions Y and Z in (2.2) above (and so also zero in the corresponding last b
superdiagonal blocks and in Y*). Let U,, . denote the subgroup of U, consisting of all
matrices (2.3) such that ¥ = 0. Also, let Uy, . denote the subgroup of Uy, consisting of all
matrices (2.3) such that Y = Z = 0. Note that U?, , is a subgroup of Uy, .

The group U, . has a structure of a generalized Heisenberg group. Define a homomorphism
U:Ugpe — Hogetr as follows. Let y; € Mat; .o, denote the i-th row of Y, and define

(2.4) Ul (V. 2)) = (s 10, $12(T12)).

where T}, is the identity matrix I, if k is even, and T}, = diag(/jx/9, 2, Ix/)) if k is odd. (Note
that the center of U, . consists of all matrices (2.2) such that Y = 0, and this is mapped to
the center of Hager1.) Then extend [ trivially from U(’%c to Ugp,ec-

Also, when we work with Weyl groups, we shall always work with representatives which
have one non-zero entry in each row and column whose value is +1; we call such matrices
Weyl group elements. For the symplectic group Spa,, such a matrix is determined uniquely
by its entries in the first a rows and we sometimes specify it in this way (e.g. the proof of
Proposition 5).

We now set the notation for metaplectic groups. Fix an integer m > 1 such that F
contains a full set of m-th roots of unity u,,. (Below, we will take m to be an odd integer
r or to be 2r.) If G is either the F, points (where v is a place of F') or the A points of a
linear algebraic group (that will be SO or Sp), then an m-fold covering group G of Gis a
topological central extension of G by p,,,. The group consists of pairs (g,€), g € G, € € fi,
with multiplication described in terms a (Borel measurable) 2-cocycle o € Z%(G, i)

(91,€1)(92, €2) = (9192, €1€620(71, G2))-

After fixing an embedding of y,, into C*, such groups naturally give rise to central extensions
of G by C* by the same multiplication rule. If g : G — C* is a (Borel measurable) map
with 5(e) = 1, then multiplying o by the 2-coboundary (g1, ¢92) — B(g1)5(g92)/8(g192) gives
an isomorphic group, and we also consider such groups. One can construct a global 2-cocycle
from local cocycles at each place by taking the product, but only if almost all factors are 1
on the adelic points of G.

We begin with the local constructions that we will use. Fix » > 1 odd, let K be a local
field containing a full set of r-th roots of unity and let ( , ), € p, be the local Hilbert symbol.
If Spo,, (K) is any symplectic group, let S pg,?%(K ) (or simply S pg;,)%) denote the r-fold covering
of Spon(K) constructed by Matsumoto [Mat] using the Steinberg symbol corresponding to
(, )7t Since Spy, is simple and simply connected, this is the unique topological r-fold
covering group of Spo,,,(K); see for example Moore [Mo]. Hence, the cocycle is unique, but
only up to a coboundary. For any integer m, let o, € Z?(SL,,(K), i) denote the 2-cocycle
on SL,,(K) constructed by Banks, Levy and Sepanski [B-L-S|, Section 2 (when we need to

indicate the cover, we write this 0%)). This cocycle enjoys a block compatibility property

([B-L-S], Theorem 1) that will be of use. We shall realize Spg;,)q by restricting the cocycle
Oom € Z*(SLom(K), i) t0 Spam(K) X Spam(K), as in Kaplan [Kap], Section 1.4. Doing so,
the block compatibility implies that if g1, go € SOk(K), hq, hy € Spa,(K), then

(2.5) Tontk(r—1) (La(h1, 1) t2(ha, g2)) = 0% (h1, ha)" ' o20(g1, go).
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Since o}, take values in y,., we have oy (hy, ho)"™! = op(hy, hy)~t. We realize the r-fold cover

SO,(J)(K) of the orthogonal group SOx(K) by restricting the cocycle o' to SOk(K) x
SOk(K). Then (2.5) implies that the map ¢y extends to a homomorphism of the covering

groups 1) : SO (K) x SpJ)(K) — SpéQJFk(r—l)(K)v given by
(2.6) 57 (((hye1), (9,€2) = (12(h, ), €162).

We will also make use of the double cover Spgl)k(K ) (this cover is unique up to isomor-
phism), and its pullback via the tensor product embedding ¢;. Recall that when k is even
(resp. k is odd), the pair (SO, Spa,) (resp. (SO, Sp;i))) forms a reductive dual pair inside
Spgzn)k. We recall the local theory and give a reference for the adelization; this construction
underlies the classical theta correspondence.

For each m > 1, we realize the group Spg%(K ) by a Leray cocycle a,, which takes
values in (generally) the eighth roots of unity. (We will be specific in the next paragraph.)
This cocycle may be regarded as arising from the classical Weil representation attached to a
fixed nontrivial additive character and realized in the Schrodinger model; see Kudla [Ku2],
Theorem 3.1. The cocycle is cohomologous to a “Rao cocycle” with values in py = {£1}
(see Rao [Rao]).

Information about the behavior of the metaplectic double cover with respect to the tensor
product embedding may be found in Kudla [Kul], [Ku2]. We use a cocycle given in those
works, adjusting the notation to take into account some different normalizations. Kudla
considers vector spaces V, W over the local field K of dimensions k and 2n, resp., equipped
with nondegenerate bilinear (resp. symplectic) forms, and defines W = V ®x W. The
tensor product of the forms gives a symplectic form on W. He then defines jy,, jy by
using the tensor product embedding SO(V') x Sp(W) — Sp(W) and restricting to the first
and second factors, resp. Let A be the natural isomorphism from Spy,,(K) (defined above)
to the group Sp(W) in Kudla’s work (i.e. moving one symplectic form to another), such
that A(¢1(h, 1)) = jw(h) and A(e1(1,9)) = jv(g) for all b € SOK(K), g € Span(K). Let
cy be the Leray cocycle on Spa,i(K)? in Kudla’s notation. Then we realize Spgzn)k(K ) by
means of the cocycle da,k(g1,92) = ev(A(g1), AM(g2)) (for g1, 92 € Sponk(K)). For k = 1 this
defines S pgi) (K), with Y the maximal isotropic subspace of W given on p. 18 of [Ku2], which
corresponds to 2n-vectors with first n entries zero in our normalization. Then it is shown in
[Ku2], Ch. II, Proposition 3.2, that there is a map £ : Spa,(K) — S' C C* such that the

map L§2) given by

2SO % Span(K) — SPL(K) P (hg) = (1(hy g), Belg) ™) if k is even
2 SOK) x SP(K) = SPPL(K) P (h, (g,€) = (1(h,g), Be(g) ™ e)  if kis odd

is an isomorphism.
We now turn to the global construction. Let m > 1 be fixed and write M = Spy,,. We
will construct the r-fold cover of M(A). (We will then choose m = 2n+ k(r —1).) Let F be

a number field, and for each place v let o, be the cocycle Eg’;{ described above for M (F),).
Then at almost all places, the local cocycle o, may be adjusted by a coboundary 7, so that
the new cocycle p, satisfies p,(k,x’) = 1 if k, " are in the hyperspecial maximal compact

group M(O,), where O, is the ring of integers of F,. (This may not be true, and there
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is no adjustment, at a finite number of places, namely the ramified places of F', the places
dividing 2r and the archimedean places.)

More precisely, for unramified places, let 1, : M(F,) — S! be a continuous map that
satisfies

(2.7) 0 (m, ') = ny (mmYn, (m) ", ()~ for all m,m’ € M(O,).

This uniquely determines 7, on M (O,), and it is then extended to M (F},). See [Kap], Section
1.5. We will choose 7, so that for all h € SOk(F,), g € Span(F,),

(2.8) Mo (2(h, 1) 1, (e2(1, g)) = 1 (e2(h, 9)).

Indeed, if h € SOk(O,), g € Sp2.(0,), then (2.8) holds, since o, (t2(h,1),12(1,9)) = 1 by
(2.5), and then (2.8) follows from (2.7). We may then choose the extension of 7, to M(F))
so that (2.8) holds in general. Then introduce the cocycle

pg,d) = %axg,g» 6. € M(F),

and the 2-cocycle p = [[, p, of M(A). This is well-defined since if g,¢" € M(A), then
at almost all places g,¢' € M(O,) and p,(g,9') = 1. We shall realize the global r-fold
metaplectic cover M) (A) of M(A) as the central extension of M(A) by u, with respect
to this cocycle. For g € M(A) such that n(g,) = 1 for almost all v, let n(g) = [], 7 (9s);
in particular, this function is defined for g € M(F') (see Takeda [Tak], Proposition 1.8 and
Kaplan [Kap]|, Section 1.5). Then (as a consequence of Hilbert reciprocity) M (F') embeds in
M ™ (A) by the homomorphism m + (m,n~!(m)). Since it will always be clear from context
whether we are working in a matrix group or a covering group, we shall not introduce
a separate notation for the image of M(F'); instead, we regard M (F') as a subgroup of
M (A) via this map. We may then form the automorphic quotient M (F)\M ™ (A) and
consider genuine automorphic representations on this quotient.

For our construction below, we will proceed as follows. Given n, k, let m = 2n + k(r — 1)
and construct the 2-cocycle p on M(A). We then define 2-cocycles on SO (A) and Spa,(A)
by pulling back p via the maps 15((*, 1)) and 2((1, %)), resp. In view of (2.5), this gives r-fold
covers of these groups, which we write S O,S”) (A), S pg;z (A), whose local components at v are
isomorphic to the local metaplectic r-fold covers constructed above (with K = F,). Also,
using (2.8) it is not difficult to check that the map t§” : SO (A)x Sp) (A) — Spglrk(r_l)(A)
given by (2.6) is a homomorphism.

Similarly one can define a global two-fold cover S p;i)k(A) whose multiplication is given by

a cocycle aéi)k which is the product of the cocycle 7, above adjusted by a coboundary at
each place v. This cocycle restricts to the trivial cocycle on 11 (SOx(A),1)? and to a cocycle
which is either cohomologically trivial if k is even or nontrivial if & is odd on ¢ (1, Spa, (A))2.
See for example Sweet [Sw], Sections 1.8 and 2.4. Thus there are homomorphisms

2 SORA) x Span(A) = SP(A) P (h,g) = ((h, g), 6k(9)) if k is even
i SOR(A) x SpS) () = SpEh(A) i (h, (g,)) = (u(h,g), dk(g)e)  if k is odd,
where ;@ Span(A) — St is a Borel measurable map. We also introduce the r-fold cover

3?9;2 (A), that is obtained by multiplying the cocycle p by the coboundary 0x(g1, g2) =
9



61(9192)6;, *(g1)6; *(g2). The map i(g,¢) = (g,6r(g)e) is an isomorphism from Spgn)(A) to
Spay (A).

We realize the 2r-fold cover Spgnr) (A) by using the 2-cocycle which is the product of the
2-cocycles p and O’éi). For any a there is a canonical projection p*) : Spg;) (A) — Span(A)
given by projection onto the first factor. Then the 2r-fold cover .S pgznr) (A) is isomorphic to the
fibre product of S pg:z (A) and S pgzn) (A) over Spo,(A) with respect to these projections. Fixing
such an isomorphism (equivalently, an isomorphism pio,. = p,. X o), the group S pgznr) (A) thus
comes equipped with projections p™ : SpE(A) — Spi(A), p@ : SPEI(A) — Spi(A)
that are homomorphisms. We also use p") for the projection from SO,(:) (A) — SOk(A).

—~(2r
Last, for fixed k odd we introduce the group Sp;n)(A) by using the 2-cocycle paéi)ék. Once

again the map i(g,€) = (g, 0r(g)€) is an isomorphism from Spéir) (A) to 5/;135;) (A).

As noted above, the group Spsn(F) embeds in Spi™”(A) for k = 1,2. Though Sp" is
not an algebraic group, we abuse the notation slightly and write [S pg:f)] for the automorphic
quotient Spgn(F)\Spg:f)(A). Also, 6;(Span(F')) =1 (see Sweet [Sw], Proposition 2.4.2), so i

induces a bijection of the automorphic quotients of S pg;z (A) and SA*]J);) (A).

We conclude this section by mentioning several additional groups of matrices that embed
in the covering groups. First, for any local field F,, and the cover S Lg)(Fy) described above,
any upper unipotent subgroup N(F),) of SL4(F,) is canonically split by the trivial section
u > (u, 1). Passing to the adelic group requires changing each local cocycle by a coboundary,
so the group N(A) splits in SLY’(A) by means of a section of N(A), n — (n,n(n)™").
Moreover, this section is canonical (Moeglin and Waldspurger [M-W], Appendix 1). Any
lower unipotent group is also split by a canonical section n_ + (n_,n(n_)) and these
splittings are compatible with the action of the Weyl group (which embeds in the covering
group) by conjugation. That is, if n_ is lower triangular and “n_ := wn_w™! is in N(A),
then “(n_,n(n-)) = (“n_,n(*n_)). (See for example, [Kap]|, equation (1.11).) From now
on, we consider all unipotent groups as embedded in the relevant covering groups by such
sections (and once again do not introduce a separate notation). With this convention, all
notions related to unipotent orbits extend to covering groups without change.

Similarly, working over F, or A, for a # 0, let t(a) = diag(a,a™,...,a,a™') € Spy
(I > 1). If ay,ay € F} are r-th powers, then ag’)u(t(al,,,),t(ag,,,)) = 1 (this follows from
the well-known formula for the cocycle ag’)u on diagonal matrices; see for example [B-L-S],
Section 3). This equality implies that the map 7, restricted to the group {t(a) | a € O}"} is
a homomorphism. Using this observation and the explicit description of 1, on SLy(0O,) (due
to Kubota), it follows that 7, (¢(a,)) = 1 for each place v such that a, € O%". Accordingly,
the map t(a) — t(a) = (t(a),n " (t(a))) is a well-defined embedding of {t(a) | A*"} into
S pg) (A). This embedding will appear in the proof of Proposition 6 below.

3. DESCRIPTION OF THE INTEGRAL KERNEL

As mentioned in the introduction, the integral kernel we work with here requires two
different theta functions. The first is a function on the metaplectic double cover S pg) (A) of

Spor(A). Let ¢ denote a nontrivial character of F'\A. Let @g) denote the theta representation
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defined on the group Spg) (A) formed using ¢. We refer to [G-R-S1|, Section 1, part 6, for
the definitions and the action of the Weil representation. This representation extends to the
group Hy41(A) - Spg) (A). The theta kernel will involve a function Gg)’w in @g).

To give the second, let » > 1 be a fixed odd integer, and suppose as above that the number
field F' contains a full set of r-th roots of unity p,. Fix an embedding € : p1, — C*. Let @g) be
the theta representation on the group S pg) (A) that is genuine with respect to €; that is, the
functions 6 in @g) transform by central character ¢, i.e., 07 ((Iy, 1)g) = (i) 67 (g). This

representation is defined via residues of the minimal parabolic Eisenstein series on .S pg) (A),
similarly to the construction for GL, in [K-P]. For its definition and basic properties, see
[F-G2, Section 2]; see also Gao [Gao2]. We will discuss the Fourier coefficients attached to
different unipotent orbits for this representation in Section 4 below.

To describe the global construction, we work with the groups U, ;. defined just before
(2.1) above. Define a character ¢y, , . of the group [U, ] as follows. Given u € Uy, write
uw=u, (Y, Z)]];ul,.(Xi)us as in (2.3). Define

(3.1) Vv, . (u) = (tr( Xy + -+ X)),

By restriction, this character is also a character of [U7, .. We will be concerned with a
specific choice of the numbers a, b and c.

Fix two integers k and n, which will index the sizes of the orthogonal and symplectic
groups, resp., as in Section 2. Let r; = (r — 1)/2, and set a = k, b = r; and ¢ = n.
In our main construction, we will take a Fourier coefficient corresponding to the unipotent
orbit ((r —1)*1?") of the group Spontk(r—1) (see, for example, [G1]). This is an integral over
[Uk.r, .n) against the character YUy, .- 1t follows from [C-M] that the image of SOy x Spa,
under the embedding ¢o is in the stabilizer of this orbit and this Fourier coefficient, so the
Fourier coefficient gives rise to a function on this product. In view of our work with cocycles
above, this extends to covering groups.

We are now ready to discuss our global integrals. Fix k and let k = 1 if k is even, and
k= 2if kis odd. Let g € Sp'(A) and h € SO{’(A). Then the Fourier coefficient of
interest to us, corresponding to the unipotent orbit ((r — 1)¥12"), is

2), 2 . r
32 [ OO0 0) 0w 0)) v, (1)
[Uk 1, n}
Here 92n (1) is a vector in the space of the representation @2n (1) Héi),;w is a vector in

the space of the representation ®2nk (which depends on 1), and the map [ is as in (2.4) with
a =k, b=r; and ¢ = n. Note that both of these theta functions are genuine functions. We
shall use this Fourier coefficient as our integral kernel.

To formulate the theta lift, let 7(*") denote a genuine irreducible cuspidal automorphic
representation of Spéff) (A) where the metaplectic groups are constructed in the prior sec-
tion. For fixed k, by means of the 1somorphlsm i we may realize 7*") by means of genuine

automorphic functions on the group Sp pzn )(A), and we do so henceforth. Here genuine means

that the functions in 7(*") transform under the center of %;ZT) (A), {(L,n) | u € pur}, by
a fixed embedding ¢ : ., — C* which is compatible with € and, if & is odd, with the

isomorphism of o, with p, X po selected above. Specifically, let p, denote the projection
11



from any covering group to its second factor (a root of unity of F'). Then we require that
(1) = e(p2(pM (1, 1)) p2(p*) (1, ) for all p € g Let @) denote a vector in the space
of 7(xr)

Definition 1. The theta lift of ") is the representation a of SO( (A) generated by the
functions f(h) defined by

s = [ f

[Spg:;)] [Uky'f'l y7l}

PO (i(9)) O (1w)er” (0 (), ) (9))) 03y (w157 (o0 (9))) s, () g,

(2),9 9(7‘

as each of ) 050" ot k(r—1) VaTIES over the functions in its representation space.

For convenience we sometimes shorten the notation in working with (3.3) below, writing
w1 (R, g) in place of {2 (pM(h), p™)(¢))) and ta(h, g) in place of i& (h, p™)(g))).

In (3.3) the covers in g are compatible (otherwise this integral would vanish identically for
trivial reasons). Also, the integral converges absolutely. This follows from the cuspidality of

the representation 7(*"). Each function f is a genuine function on SOg) (A). The construc-
tion given by the space generated by the integrals (3.3) defines a mapping from the set of

1rredu01ble cuspidal representations of S p(m (A) to the set of representations of the quotient

Or(F)\S O,ir (A). In the following Sections we will study the properties of this mapping.

As mentioned in the introduction, this construction may be viewed as an extension of
the well-known theta lift associated to the reductive dual pair (SO, Spa,) if k is even, and
to the reductive dual pair (SO, Sin) if k is odd. Indeed, in integral (3.3) we assumed
that » > 3 is odd. If we formally set r = 1, let ®2n h(r—1) be the trivial representation,
and let Uy, be the trivial group, then we get the theta hft Just as the theta lift can be
used to go from either group in the reductive dual pair to the other, we could also use the
same integral kernel to construct a mapping from the set of irreducible cuspidal automorphic
representations of SO\ (A) to automorphic representations of Spi” (A).

There is also a local analogue of this integral given by a Hom space, which naturally
gives rise to a map of representations over local fields that formally generalizes the Howe
correspondence. This will be treated for unramified principal series in Section 6 below.

To conclude this section, let us mention that the theta kernel above is consistent with the
Dimension Equation of [G2], [F-G4]. As explained in [F-G4], Section 6, the Dimension Equa-
tion states that when a theta kernel gives a correspondence, there is an equality relating the
dimensions of the groups in the integral and the dimensions of the automorphic representa-
tions appearing in and arising from the construction. Here the dimension of an automorphic
representation means its Gelfand-Kirillov dimension in the sense of [G1], Definition 5.15. In
our case, this is the equality

dim(r) + dim(©5)) + dim(0Y,) , ) = dim(Sps,) + dim(Up, ) + dim(o),

where 7, o are as above. In the case that m and O’ are both generic, and when n = [k/2], we

expect a functorial correspondence between S Ok and S p(w And indeed, it may be checked

(using formulas (2), (3) in [F-G4]) that in this situation the above equation holds, assuming
12



Conjecture 1 below. This equality is another motivation for choosing the orbit ((r — 1)*127)
for the unipotent integration in (3.2).

4. THE UNIPOTENT ORBIT OF THE THETA REPRESENTATION

In this section we discuss the Fourier coefficients of the automorphic theta representa-
tion @g). These coefficients, obtained by integrating functions in the representation space
against certain characters of unipotent groups, are indexed by unipotent orbits, which may
be described by means of certain partitions of 2[; see, for example, [G1], Section 2, for more

information. The set of unipotent orbits of Sp; is a partially ordered set. Let (9(@;?) denote

the set of unipotent orbits O which are maximal with respect to the property that @g) has a
non-zero Fourier coefficient with respect to O. We expect that this set is a singleton. More
precisely, we make the following conjecture.

Conjecture 1. Let r > 1 be an odd integer, and write 2l = ar + 3 where 0 < [ < r. Let
0.(05)) denote the unipotent orbit

)y ) (r*B) if o is even
©(9%) {(r‘“‘l(r —1)(B+1)) ifais odd.

Then O(0f) = {0.(05))}.

This conjecture is also presented in [F-G2]. Gao and Tsai [G-T] have recently generalized
Conjecture 1 to other groups, and also given an archimedean analogue. The compatibility
of their conjecture with Conjecture 1 is established in Section 4 of their paper.

Although we are not able to prove Conjecture 1 in general, we can prove it in some cases,
as follows.

Theorem 1. (1) For all positive integers 1, if O € (’)(@;?), then O < (’)c(@g)).
(2) Assume thatl =10,1,2,r —3,r — 2,7 — 1. Let n denote a non-negative integer, and
assume that if | = 0, then n > 1. Then Conjecture 1 holds for the group SpgaJrnT,) (A).
In particular, when r = 3,5 the conjecture holds for all | and n.

The first case for which we cannot prove Conjecture 1 is the group Spg) (A), where the

conjecture states that @g) is generic. The unramified constituents of @g) are generic by
[Gao2], but we do not know of a global result.

We start with the vanishing property of the representations 923)- The proof requires some
local preparations. If U is any unipotent subgroup of a p-adic group or a metaplectic cover
G, X is a character of U, and (m, V) is a representation of GG, then the Jacquet module
Jua(m) is the quotient of V' by the subspace spanned by vectors of the form 7(u)v — A(u)v
with uw € U, v € V. When A is nontrivial, sometimes we refer to this as the twisted Jacquet
module. When A is trivial we omit it from the notation, and denote this quotient as Jy (7),
the untwisted Jacquet module. The map V' +— Jy () is the Jacquet functor.

Let v be a finite place of F, @g)Lm,V denote the local theta representation on the r-fold
cover of GL,,(F),) treated by Kazhdan and Patterson [K-P|, Section I, with ¢ = 0 (or the

corresponding character if m = 1), and @g?u be the local theta representation for S pg)(Fy).

Then we have the following proposition.
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Proposition 1. Let P be the unipotent radical of Spay whose Levi factor is G L., X Spa_om,
1 <m <, and let U be its unipotent radical. Then

JU (95;7/)71/> = @g}/m,u ® @é;)—2m,u‘
Here the factor @g?_zm’y is omitted if m = .

The proof of this result follows exactly the proof of [B-F-G1], Theorem 2.3, which gives
the same statement in a slightly different situation, and so is omitted here. There is also a
global analogue; see for example [F-G2], Proposition 1.

The proof of vanishing requires two lemmas that are cases of more general results. The
first, due to Gao [Gao2|, gives information about when an unramified local constituent of

@gl’) fails to be generic. (Similar information for covers of the general linear group is due to
Kazhdan and Patterson [K-PJ; see Theorem 1.3.5 there.)

Lemma 1 (Gao). Suppose that 21 > r. Then the local theta representation @g?u at an
unramfied place v is not generic.

This follows directly from [Gao2| by combining (the more general) Theorem 1.1 with
Proposition 5.1 there.
The second is the following result, which is a special case of Leslie [L], Proposition 6.5.

Lemma 2 (Leslie). Let 7 be a non-zero smooth admissible genuine representation of Spgw) (F,)
that is unramified. Then 7 is not supercuspidal.

We now give our result on the vanishing of Fourier coefficients for @g?.

Proposition 2. Suppose that O is a unipotent orbit which is greater than Oc(@g)) or that

is not related to (’)C(Gg)). Then the representation @g) has no non-zero Fourier coefficient
corresponding to O.

Note that Proposition 2 is equivalent to the first part of Theorem 1.

Proof. Recall that we write 2l = ar 4+ with 0 < § < r. If @ = 0 then 00(923)) = (f), so

0 < (’)C(@g)) for all orbits O, and there is nothing to prove. So suppose that a > 0. Let O
be a unipotent orbit satisfying the conditions of Proposition 2, let Upn be the corresponding
upper triangular unipotent subgroup of Spy;, and let 1¥)» denote any character of Up such
that the Fourier coefficient

(4.1) / 6(ug) Yolu) du
[Uo]

corresponds to the unipotent orbit O (see for example [B-F-G1], Section 4). (This is a slight
abuse of notation as ¥ is not uniquely determined by O.) We need to prove that integral

(4.1) is zero for all vectors ¢ in the space of @g) and all g € Spy(A).

First we show that it is enough to prove the vanishing of the coefficients for O, :=
((2k)1%72k) with 2k > r. Indeed, by [G-R-S3], Lemma 2.6, this implies the vanishing for all
orbits of the form O = ((2k)pi'...p5") with all p; < 2k, e; > 0. This in term implies the
vanishing for orbits of the form ((2k+1)*p5 ... p5") with all p; < 2k+1, e; > 0 by [G-R-S3],
Lemma 2.4. These two Lemmas are formulated for the symplectic groups but their proofs

14



go over to their metaplectic covers without change. Also, the arguments can be made local
without difficulty, i.e. the corresponding ¥eo-twisted Jacquet module at a good unramified
place is zero.

We are reduced to showing the vanishing for Oy = ((2k)1%72%) with 2k > r. It is enough
to prove the corresponding local statement. That is, we will show that at a good unramified
finite place v (i.e. ord,(2r) = 0), the yo,-twisted Jacquet module Jy,(0,) 40, (T21) is zero,

where 7y is the local constituent of @g) at v. (We use my in place of @g?u to simplify the

notation.) In particular my is a genuine representation of the covering group Spg)(F,,) over
the nonarchimedean local field F,. To establish the vanishing, we follow Leslie [L], Section
8, who investigated a similar problem for the 4-fold cover. Let m be the integer such that
the Yo-twisted Jacquet module of my; for O = ((2p)1%72P) is zero for p > m but such that
the module for ((2m)12-2m) is nonzero. Observe that m < [. Indeed, if m = [ this would
imply that 7y is generic. Since 2/ > r, this contradicts Lemma 1.

We also suppose by induction on [ that the twisted Jacquet modules for my;, 1 < j < [,
vanish on the orbits ((2¢)1%~2?) when 2¢ > r. Note that the base of the induction, that is
the case | = 2, is clear. We remark that even the case | = 2 requires 2k > r. Indeed, if
r = 3 then the theta representation for S pf’) has a nonzero Fourier coefficient corresponding
to (212), but not corresponding to (4) (see [F-G3], Lemma 2 and Proposition 3).

The idea of the proof is to establish that the twisted Jacquet modules Jy,(0)v0, (721)
vanish by studying their descent properties. To prove that these modules vanish, it is
sufficient to show that the Fourier Jacobi modules F'.J,, ,(my;) defined in [L], Section 6 (here
a € F)), all vanish ([L], Corollary 6.4; as noted there this is the local version of [G-R-S3],
Lemma 1.1). To do so, we will show that each Fourier Jacobi module FJ,, ,(my) is a

supercuspidal representation of Spgi)Zm(Fy). Since [ > m, if it were nonzero this would
contradict Lemma 2. Note that in taking the Fourier Jacobi module the cover is doubled
since r is odd and the Fourier Jacobi module uses a twist by the Weil representation which
lives on the double cover, so F'.J,, o(my) is a genuine unramified representation of the 2r-fold

cover S pggm(Fy). Aside from this the proof that the vanishing of all F'.J,, ,(72) implies the
vanishing of Jy;(0,)yo, (T21) is the same as that in [L]. (Fourier Jacobi modules and descents
are also discussed in [G-R-S4], Section 3.8 and following.)

To prove that the representation F.J,, o(my) is supercuspidal we must check that its un-
twisted Jacquet functors are all zero. For 1 < a <[ —m, let J, be the (untwisted) Jacquet

functor on admissible representations of S pé?i)zm(Fu) corresponding to the unipotent radical
of the parabolic subgroup of Spg;_o,, with Levi component G L, X Spg;_2m_24. Then to prove
supercuspidality, we must establish the vanishing of J,(FJ, (7)), 1 < a <1 —m. After
conjugating by a suitable Weyl element, this Jacquet module is isomorphic to the ¥,-twisted
Jacquet module of my; with respect to the subgroup

I, XY
U,(F,)) = v X*
I,

where X € Matax(gl_ga)(F,,) has zero entries in the first column and v is upper triangular
unipotent with center block I5;_,), and where the character 1, of U,(F,) is given by

¢a(u) = ¢(ua+1,a+2 + o Uatmatms1 T+ aua—}—m,Zl—a—m-‘rl)-
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Let H C Spy be the subgroup of unipotent matrices which are zero above the main diagonal
except on column a + 1 and row 2! — a. Using the Geometrical Lemma of [B-Z], p. 448,
if the module Jy, 4, (72) is nonzero, then Jy 4, (Ju, v, (m2)) is nonzero for some character
vy of H. There are two orbits under the action of GL,. Using Proposition 1, the module
with 1 = 1 factors through a coefficient of 7y _s, with respect to the orbit ((2m)12-2m=2a),
and this vanishes by induction (note that since 21 > r, also 2m > r). The non-trivial
orbit contributes a similar Jacquet module with a replaced by a — 1. Under the action of
GL,_1 there are again two orbits. As above the contribution from the trivial orbit is zero
by the induction hypothesis. Thus, we are again left with the non-trivial orbit. Repeating,
we arrive at the nonvanishing of a twisted Jacquet module of m with respect to the orbit
((2m + 2a)1%-2m=2a)  However, m was chosen to be maximal such that the module for
((2m)1%=2™) is nonzero, and a > 1. We conclude that Jy, ,, (72) = 0, and hence that all
the Jacquet modules J,(FJp, (7)) indeed vanish. Thus the representation F'J,, o(m) is
supercuspidal, as claimed. This completes the proof of the vanishing. O

The local information developed above will also be used in treating the unramified corre-
spondence in Section 6. We record the local vanishing in Proposition 7 below (there we use
O for the representation denoted @g?u here).

Our next proposition requires a result of Jiang and Liu ([J-L], Proposition 3.3) about
the Fourier coefficients of automorphic representations on symplectic groups and composite
partitions which we recall here for completeness. The notation is as in [J-L]. In fact the result
of Jiang and Liu is bit sharper since they give information about the characters supporting
the Fourier coefficients but we will not need this here. Their result is not stated for covering
groups but the proof is identically the same.

Proposition 3 (Jiang and Liu). Let m be an irreducible automorphic representation of
Span(A) or a metaplectic cover that is realized in the space of automorphic forms, and
p=[(2k + 1)?pT'p3? - - - pr] be a symplectic partition of 2n with 2k +1 > p; > py > -+ > p,;
e; = 1 if p; is even; and e; = 2 if p; is odd. Then m has a non-vanishing Fourier coeffi-
cient attached to p if and only if it has a non-vanishing Fourier coefficient attached to the

composite partition [(2k + 1)212"=4%=2] o [p{ips2 - - - p&r].
Next we study the nonvanishing of the Fourier coefficients of theta functions. We start
with a proposition.

Proposition 4. Suppose Conjecture 1 holds for a given r and . Then it holds for r +1 and
[ as well.

Proof. We know from Proposition 2 that if O € O(@é’g .
(r)

2(l+r

) then O < 0,(©Y),,)). Thus,

we only need to prove that the representation © ) has a non-zero Fourier coefficient

corresponding to the unipotent orbit OC(@% +T)).
Write 2l = ar+  with 0 < § < r. Then 2(I+7r) = (o +2)r+ . By assumption, there is
a unipotent subgroup U(O.(05)) of Spy, and a character ¢y of the quotient [U(O,(O5)))]

such that the Fourier coefficient
(42 [ &

[U(0:(05)]
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corresponds to the unipotent orbit O, (@23 ) and is not zero for some gog) in the space of

@2l . It follows from [F-G2], Proposition 2.1, or as in Offen and Sayag [O-S], p. 10, that
the constant terms of theta functions with respect to the unipotent radical of a Levi in fact
realize products of theta functions on the Levi. (In [O-S], this is formulated in terms of the

surjectivity of an intertwining operator.) This is the global analogue of Proposition 1 above.
(r)

We conclude that there is a function Pol4r

) in the space of @g& ) such that the integral

U2
(4.3) / / /apww vy u Uy, (v2) Yy (u) dvy dve du
0.0y V2] V1] v3
is not zero. Here V) is the unipotent radical of the maximal parabolic subgroup of Spa(4r)
whose Levi part is GL, X Spy;, V5 is the maximal unipotent subgroup of GL, consisting of
upper unipotent matrices, and the character iy, is the Whittaker character defined on the
group V5.

To relate the Fourier coefficient in equation (4.3), to the Fourier coefficient corresponding
to the unipotent orbit O (@2(1 . )) we first use the result of Jiang and Liu recalled in Propo-
sition 3. We deduce from this that the Fourier coefficient corresponding to the unipotent
orbit Oc(@é?z +T)) is not zero for some choice of data, if and only if the Fourier coefficient

corresponding to the orbit (r21%)0 O, (@gl)) is not zero for some choice of data. The Fourier
coefficient corresponding to the last orbit can be written as follows

I2r

(4.4) / / <p2(l+r v u . @D&z,rl,m(“)wU(u)dUdU'
2r

[U2,ry 141] [U(O4( @(’")
We recall that the group Us,, ;+1 was defined right before equation (2.1). Also, the character
Yy was defined in equation (4.2). The character vy, is defined as follows. For v €

41
Usy 141 consider its factorization given by equation (2%3). Then we define w{]&mm(v) =
YUy, 100 (V)Y (0) where Yy, is defined in equation (3.1) and ¢y,(v) is defined as follows.
Let Y = (y;;) € Matoyoqq1). Define ¢'(Y) = ¢(y11 + y220+41))- Then, for v as in equation
(2.3) we define ¢, (v) = ¢'(Y).

Using Proposition 2 we claim that integral (4.3) is not zero for some choice of data if and
only if integral (4.4) is not zero for some choice of data. Since integral (4.3) is not zero for
some choice of data, this claim will imply the Proposition.

The proof of the claim is standard, and follows in a similar way as the proof of Proposition
3.3 in [J-L]. We give some details. Let w denote the monomial matrix in the Weyl group of
Span+i1) defined as

w = Iy €; € Mat,

Here €(i,2i — 1) = 1 for all 1 < ¢ < (r+1)/2, and e(i + (r + 3)/2,2i +2) = 1 for all
0 <4 < (r—3)/2. This determines w uniquely. We have @ézg (b)) = @ér(g +y(wh). Hence,

after conjugating w to the right, integral (4.3) is not zero for some choice of data if and only
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if the integral

]7« A B (%) ]7"
/ 30;2%”) Iy A u C Iy Uy, (V) () du dv
Ir 'U; D C* Ir

U005 [V2]

is not zero for some choice of data. Here, the matrices A, B, C and D are suitable matrices
which are obtained in a similar way as in the proof of Proposition 3.3 in [J-L]. We omit the
details. Performing a root exchange as in [G-R-S4], Section 7.1, and using Proposition 2, we
deduce that the above integral is not zero for some choice of data if and only if integral (4.4)
is not zero for some choice of data. O

It follows from Proposition 4 that given an odd number r, to prove Conjecture 1 for all
symplectic groups S pg) it is enough to prove the result for the symplectic groups S pg) with
1<i<r—-1.

Note that when 2 < 2] < r, Conjecture 1 states that O(@é’;)) = {(20)}, that is, that the
theta representation is generic. When r < 2 < 2r — 1, the conjecture is that (’)(@g)) =
{((r = 1)(2l = r 4+ 1))}. The next Proposition gives a lower bound for some element of the

set O(@gy)) (or for the associated orbit if this set is, as expected, a singleton).

Proposition 5. Assume that1 <[ <r. Then the representation @g) has a non-zero Fourier
coefficient corresponding to the unipotent orbit (1%).

Proof. Let V; denote the unipotent radical of the parabolic subgroup of Spy; whose Levi part
is isomorphic to GLlQ/ 2 if 1 is even and to GLgH)/ % if 1 is odd. Let Yy, denote the character
of [Vi] given by vy, (v) = w(Zﬁ;i v;i+2). To prove the proposition we will assume that the

integral

(4.5) / o7 (vg) i (v) o

Vi)

is zero for all functions ™) in @g) and g € Spg) (A) and derive a contradiction. We may
take g = e. Let w € Spy(F') be the monomial matrix with non-zero entries +1 and such that
Wi i1 = 1 for all 1 <4 < 1. Since w € Spy(F), we have ¢ (v) = ¢ (wv). Conjugating w
across v, we deduce that the integral

(4.6) / ¢<r><(fl 2) (B B*) (g Il))wo(B)dAdBdC

is zero for all choices of data. Here A and C are integrated over [Mat?l] where Mat?l is the
subgroup of Mat! consisting of all matrices X = (X; ;) € Mat} such that X; ; = 0 for all i > j
(the group Mat{ was defined at the beginning of Section 2). The variable B is integrated over
[L;] where L; is the unipotent subgroup of GL; consisting of all upper triangular matrices,
and 1)y is the Whittaker character defined on ;.

Integral (4.6) is a special case of the situation dealt with in [J-L] Propositions 3.2 and 3.3.
Performing root exchange as in [J-L] (see also [G-R-S4], Section 7.1), and using the fact that

if an automorphic function is zero then all its Fourier coefficients are zero, we deduce that
18



the integral

Jo(( D )i

is zero for all choices of data. Here A is integrated over the quotient [Mat}], and B is
integrated as in (4.6). Applying [F-G2|, Proposition 2.1 (or, again, as in [O-S] p. 10), we
deduce that the Whittaker coefficient of the theta representation of the group GLI(T) (A) is
zero for all choices of data. However, since 1 < [ < r it follows from [K-P] that this theta

representation on GLI(T) (A) is generic. Thus we have derived a contradiction. U

Denote by e; ; the square matrix whose (4, j) entry is one and with zeros elsewhere. Given
[>1and 1 <14, <2l let e’ = €;; £ ey—jt1,21—i+1, With the sign determined so that the
matrix Iy + € ; is in Spy. Also let

Ei,2l+1—i = {loy +te;pr1-i}, B ={Iy+te,} (i+j#2+1)

be the associated one parameter unipotent subgroups, corresponding to the long (resp. short)
roots of Spoy;.

Proposition 6. Suppose that 1 <[ <r —1.

(1) If 1 is odd, then the set (’)(@g?) contains an orbit which is greater than or equal to
the unipotent orbit ((I4+1)(I —1)).

(2) Suppose 1 is even, | # 1 —1 and that O > (I2) for all © € O(OY)). Then O(OY)) is
a singleton and O(O5)) > ((1 +2)(1 — 2)).

Proof. Consider first the case that [ is odd. By Proposition 5, the Fourier coefficient (4.5) is
nonzero. However, the stabilizer of the unipotent orbit (I?) in Spy is SLy, which embeds in
the parabolic subgroup with Levi isomorphic to GLng)/ 2 by the diagonal embedding. Note
that since 1 <! <r—1and[is odd, in fact 1 <! <r —2. Thus the cover Spg) (A) restricts
via this embedding to a group isomorphic to SLg) (A). The integral (4.5) then gives an
automorphic function of g € S Lg) (A) which is genuine. Therefore, it can not be constant,
and so this function has a nontrivial Whittaker coefficient.

For y € A let z(y) € Spy(A) be given by z(y) = Iy + Z?jw Y€y 19 + yerir1. We
conclude that there a choice of data such that the integral

(4.7) [ [ wawoine) viay) dyao

Vil [Ga]

is not zero. Here o € F*. Then is not hard to check that, after root exchange, the integral
(4.7) has as inner integration a Fourier coefficient corresponding to the unipotent orbit
(I+1)(I —1)). We refer to [F-G1], following (9) there, for a similar computation. Hence
the first part is proved.

Next we consider the case when [ is even. The argument is different since we do not
have unipotent elements inside the stabilizer of this unipotent orbit. However, the stabi-
lizer contains the subgroup generated by the matrices t(a) = diag(a,a™,...,a,a™!) and

= diag(.Jy,...,Js), with J, defined in Section 2. Recall that the elements t(a) =
(t(a), 7 (t(a))) € SpS)(A) were introduced at the end of Section 2.
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Let a € A* be an r-th power, and define

(48) M) = [ ¢ (ofla)un) dri(v) do
Vil

Denote also by Ag(e) integral (4.5) with g = e. Since wy stabilizes the character vy, we have
Ale) = Ag(e).

Performing Fourier expansions and root exchanges similar to those in the proof of Propo-
sition 5, we obtain that A(a) is equal to

(4.9) / e ((Il }‘i) (B B*) (g Il) %(a)wwo) Wo(B) dAdB dC.

Here, A is integrated over [Mat}], B is integrated as in (4.6), and C is integrated over
Mat; (A) (defined after (4.6)). The Weyl element w was defined following (4.5), and h(a) =
wt(a)w™' = (h(a),n(t(a))™"), where h(a) = diag(al;,a='I;). We want to emphasize the
difference between the computation performed here, and the one performed in Proposition
5. In that Proposition we needed to show that a certain integral vanished for all choices of
data. In this Proposition we need a precise identity. This is why we made the assumption
that O > (I2) for all © € O(O))). Indeed, this assumption implies that the set O(OY)) is a
singleton, and that the representation @g) has no non-zero Fourier coefficient corresponding
to unipotent orbits which are not related to (I2), for example the orbit ((1+2)1=2). To prove
that A(a) is equal to integral (4.9), we need to make use of this.

Recall that a is an r-th power. In (4.9) conjugate the matrix h(a) to the left. First, we
get the factor |h|~"*/2 from the change in variables in C. The torus h(a) commutes with the
matrix diag(B, B*). We are left with the computation of the constant term consisting of all
matrices (! 4) where A € Mat). It follows from [F-G2] Proposition 2.1 that we obtain the

factor of Xs " 9(h(a)). By the formula in [F-G2], top of p. 93, this last term is equal to
| (AN r=1)/ 2T Putting this together, we have proved that

l(l+1)(r D_2 . L A B I
410 A =1 ¥ Lo (M) (P 5 (&) ww) wmasasac
l(l+1)(r 1) 12

z(z+1)(7~ 1) 12
Hence, A(a) = |al A(e) = |al 7 Ao(e).
Next we compute A(a) in a different way. Going back to the definition in (4.8), we first
conjugate wy to the left. We obtain

M) = [ ¢ olla™) vu(w) do
[Vi]
Repeating the same computations we performed in equations (4.9) and (4.10), we obtain

A(a) = |a|~ e Ao(e). By Proposition 5, there is a choice of data such that Ag(e) is
not zero. Hence, we must have % = g This is equivalent to [ = r — 1, so the second

part follows. O

The first part of Theorem 1 is in Proposition 2. We now give the proof of second part of

the Theorem.
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Proof. Consider first the case [ = 0. Then applying Proposition 4, it is enough to prove the
theorem for the group Spg;) (A). According to Conjecture 1, we need to prove that @g;) has
a non-zero Fourier coefficient corresponding to the unipotent orbit (r?). This was proved in
Proposition 5.

For all other cases stated in Theorem 1, part 2, using Proposition 4, it is enough to prove
the result for the group Spg) (A). The case [ = 1 is clear. Next consider [ = 2. If r = 3, it
follows from Proposition 2 that @f’) is not generic. From Proposition 4, @f) has a nonzero
Fourier coefﬁcient corresponding to the orbit (2%). If r > 5, it follows from Proposition 6
that O(0!") is greater than (22). Hence O is generic and we are done.

When | = r — 2, the Conjecture states that (’)(@2(7, 2) = {((r = 1)(r = 3))}. This follows

from Proposition 6. When [ = r — 1, the Conjecture states that 0(92(7« ) = {((r— 1)%)}.
This follows from Proposition 5. Thus the second part of the Theorem is proved. O

5. CUSPIDALITY OF THE LIFT

In this Section we discuss the cuspidality of the representation ol ,)C The main result is

that the first non-zero occurrence of the generalized theta lift is automatlcally cuspidal. This
generalizes Rallis’s tower property, and is found in Theorem 2 below. The proof requires
showing the vanishing of constant terms. We will establish this by considering various Fourier
expansions, using the process of root exchange (see [G-R-54, Section 7.1]), and making

use of two key ingredients: the smallness of the representation el established in

2n+k(r—1)
Proposition 2, and the cuspidality of the representation 7).

We begin with several Lemmas. Let U, be the unipotent subgroup U,, = UY Lk —m—1
and let ¢y, denote the character Yv,, = Yu, ..\, 4, ., Of this group (see (3.1)). The first

Lemma is closely related to Lemma 2.2 in [G-R-S3].
Lemma 3. Suppose that r < m <n+ kry — 1. Then the integral

(5.1) / egz)-i-k(r—l) (u) Y, (u) du
([Unm]

is zero for all choices of data.

Proof. Let x(p) = I + pemi12n+k(r—1)—m, With I the identity matrix of size 2n 4 k(r — 1).
Expand (5.1) along the abelian group {z(p)}. This is a sum of integrals against characters
¥(ap), a € F. The nontrivial terms contribute zero. Indeed, the Fourier coefficient we obtain
from a nontrivial term corresponds to the unipotent orbit ((2m -+ 2)12+*F—1=2m=2) " Gince
m > r, this last unipotent orbit is not comparable with the unipotent orbit O (@é; (- 1))
defined in Conjecture 1 above. By Proposition 2, these Fourier coefficients vanish.

We are left with the contribution from o = 0. That is, integral (5.1) is equal to

(5.2) [ ] s tuste)) v, (w dpd

[Un] [Gal

The quotient group {z(p)}U,,\Un+1 can be identified with a row vector of size 2(n — m —
1) + k(r — 1). Expand integral (5.2) along this quotient. There are two orbits under the

action of the group Spo(n—m—1)+kr—1)(£). The trivial orbit contributes zero to integral (5.2).
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Indeed, to prove this, we use Proposition 1 in [F-G2], which identifies the constant term of
a theta function with lower rank theta functions, with a there equal to m + 1. This implies
that as an inner integration we obtain the Whittaker coefficient of the theta function defined
on an r-fold cover of GL;,4+1(A). Since m + 1 > r, it follows from [K-P] that this Whittaker
coefficient is zero. We conclude that the integral (5.1) is a sum of integrals of the form

/ eé;)—l—k(r—l) (u) wUerl (U) du
[Um+1]

Applying induction, these integrals are all zero. Hence integral (5.1) is zero for all choices of
data. U

In the next Lemma we establish another vanishing result. Assume again that r < m <

n + kr; — 1. Let V,, denote the maximal unipotent subgroup of GL,,,; consisting of upper

triangular unipotent matrices. Let Mat" +1 denote the subgroup of Mat? 41 of all matrices

x € Mat), ., such that z;; = 0 for all i > j. Let U denote the subgroup of U, which
consists of all matrices

v T
t(v,x) = Dy(nskr—m—1) vEVn, T€ Matggﬂ.

*

v

By restriction, the character ¢y, is a character of UL

Lemma 4. Assume that r < m <n+ kr; — 1. Then the integral

(5.3) / Gé;)+k(r_1)(u) Yu,, (u) du

[U3

m }

1s zero for all choices of data.

Proof. We start by defining some unipotent subgroups of Spo, xr—1). Let a = 2(n + kry —
m — 1). Let b(m) = ¢(m) = m/2 if m is even, and b(m) = (m +1)/2, ¢(m) = (m —1)/2 if
m is odd. For 1 < j < b(m) let Y; be the upper triangular unipotent subgroup

a+j
}/j = {y](p1> s apa-i-j) = [2(n+k7‘1) + Zpi637m+i+1}>

i=1
and for 1 < j < ¢(m) let Y] be the upper triangular unipotent subgroup

a+c(m)—j+1
Yi={yi(p1s- - Parem—j+1, ) = Donrrr)+ Pi€hm)tjm-+i+1T4CHm) g akelm)+m—j-+3}-
i=1
We also define corresponding lower unipotent groups. For 1 < j < ¢(m) let

a+j+m—+1

Z; ={z(p1, - Pari) = Damerey T Y D€l )
i=m+2
22



and for 1 < j < b(m) let

Z], = {Z;(pb s >pa+b(m)—j+1) =
a+b(m)—j

= ]2(n+kr1) + Z pieé,c(m)+j+1 +pa+b(m)—j+1ea—l—b(m)—j—l—l,c(m)—l—j—l—l}-
=1

To prove the Lemma, we expand (5.3) along the quotient [Y;]. Doing so, we see that the
integral (5.3) is equal to

(54) Z / / 2n+k(r—1) yl (plv s 7pa+1) )wUm Z gzpz dyl du.
S m) g

Since the function 6" is automorphic, for {; € F' we have

2n+k(r—1)
ng;-i—k (r—1) ( 1(_517 ERRE) _£a+1>h’) = eé:L)—l—k(r—l)(h)
Using this in the integral (5.4) and then conjugating the matrix z;(—&;,..., —&,11) to the

right, we obtain (after a change of variables in u),

(55 Y. / /9é2+k(r_1)(yl(pla~->pa+1)uzl(_§1>--->_§a+1))¢Um(u)dyldu-

SEANeCY

Thus if we prove that the inner integration in (5.5) is zero for all choices of data, this will
imply that the integral (5.3) is zero for all choices of data.

Now we repeat this process with the inner integration of (5.5), this time using the groups
Y, and Zs. The process is visibly inductive, and we repeat it b(m) times. More precisely,
for all 1 < j < b(m), we expand the corresponding integral along the group Y;, and use the
group Z; as above unless j = b(m), m odd, in which case we use the group Zj. Let U
denote the unipotent group generated by U?, and by all ¥ for 1 < j < b(m). Then this
shows that if the integral

(5.6) [ 08y ), )

(U]

is zero for all choices of data, then the integral (5.3) is zero for all choices of data. Here v,
is a character of U% obtained from U°, by extending it trivially.
Next, expand the integral (5.6) along the unipotent abelian group

{I,(p) = I2(n+kr1) + peb(m)+1,a+c(m)+m+2}-

We claim that the contribution to the expansion from the non-constant terms is zero. Indeed,
for these terms we obtain a Fourier coefficient which corresponds to the unipotent orbit
((2b(m) 4 2)12(+kr=b(m)=1)) " Gince r < m, it follows that this unipotent orbit is not related
to the orbit O, (@;n) (- 1)) Hence by Proposition 2 these coefficients vanish. Thus the
Lemma will follow once we prove that the integral

(5.7) | [ 8o b, ()

Ga] UOO]
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is zero for all choices of data. To show this, observe that the group {z’(p)} is the center of the
group Y. Thus we can expand the integral (5.7) along the quotient Y] /{2'(p)}. Depending
on the parity of m, we use Z; or Z) as above. Once again the argument is inductive, and
after we carry it out with the groups Y; for 1 < j < ¢(m), we obtain the integral (5.1). By
Lemma 3, since r < m, this integral is zero for all choices of data. Lemma 4 follows. O

For the next Lemma, let o and [ be two positive integers which satisfy 2 < 2a < k, and
(r—1)/2 <1 <r—1. We work with the unipotent group U,;. with a = a,b = [ and
¢ =mn+ kr; — la. Consider the Fourier coeflicient

(5.8) flg) = / 952+k(r—1)(u9) Vet —1a (1) RS Spg;z)—‘rk(r—l)(A)'

0
[Ua,l,nJrkr'lfla]

For short we shall write ¢y for ¢y

R Because of the factorization in equation (2.3),

we may view (5.8) as a function of u/ (0, Z) where Z € Mat? (A). We have

a,n+kr;—la

Lemma 5. For « and [ in the range specified above, the Fourier coefficient (5.8) is invariant
under the adelic points of the group {u, ,\1,, 1,(0,Z)}. That is, for all Z € Mat? (A) we

have f( an-i—krl la(07Z) ) f(g>

Proof. Since the group of all matrices uy, ,, 1., 1,(0, Z) is an abelian subgroup of Span i r(r—1),
we can expand the function f(g) along it. We obtain

59) 0= S [ S0, 2)9) 6, (2)d2

y€Mat? (F) [Mat?]
where v — ), is an isomorphism of the abelian group Mat! (F) with its dual. We need to
prove that the nontrivial characters contribute zero to the expansion. The group GL,(F),
embedded in Spop4i—1)(F) by the map 0 — diag(é,d,...,6,1,0% ...,0%), acts on the set
{7}. Here 6 € GL,(F) appears [ times. It is enough to consider representatives under this
action. If v is not zero then there are two cases to consider. The first case is when 1, (z(p)) is
not zero for x(p) = Lo,ik(r—1)+pej, j» where j1 = (I=1)a+1 and j, = 2n+k(r—1)—(l—-1)a—1.
The second case is when 1, (z(p)) is not zero for x(p) = lanyipe—1) + pe, ;, where j; =
(l—Da+1and jo=2n+k(r—1) —la+ 1.

We start with the first case. Let wy be the Weyl group element wy = diag(w, otk —1a), W*)
in Sponyrr—1)(F). Here w in GL;o(F) is the matrix whose only nonzero entries are 1 in po-
sitions (j, (j — 1)a+ 1) for 1 < j <[ and positions (j1,j2) for j; =1+ (j —a+a—j+1
and jo=(j—l)a+a+1lwithl<a<a—-land1<j <L

Conjugating the integral in equation (5.9) by wy, we obtain the integral

(5.10) / / / 05 o1y (WU sy (0, 1)) oy (1) (Bm) dim du d

X116

as an inner integration to the integral (5.9). Here f € F*, and U] is the subgroup of
U141 mykr i1 defined as follows. An element u = (u; ;) € U] if u;; =0forall 1 <i<1-1
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and [ +1 < j <l+i(a—1). As for the group X, it consists of all matrices of the form

I
Yy lia-1
(5.11) x= I
Tia—1)
y* I

where y € Matyo—_1)x; satisfies the conditions y; ; = 0 for all (7, 7) such that 1 < j <1 and
(j—D(a—1)4+1<i<I(aw—1). Thus, to prove that the contribution from this case to
the sum in equation (5.9) is zero, it is enough to prove that the integral (5.10) is zero for all
choices of data.

We claim that, by means of root exchange, the vanishing of the integral (5.10) follows
from the vanishing of

(512) ] 08 0020 G ) ) o s

[U1] [Gal

for all choices of data. To prove this claim, for 1 < j <[ — 1 we consider the two families of
unipotent subgroups. Let V; denote the unipotent subgroup of U; defined by

Vi ={xi(pi) = Lnsrer—1) + pi€jpps 0 1 <0 < jla—1)},

and let X; denote the unipotent subgroup of X defined by matrices of the form (5.11) with
all entries of y equal to zero outside the (j + 1)-st column. We proceed inductively, starting
with j = 1. We expand the integral (5.5) along the group [V}], and then we perform root
exchange with the group X;. After the root exchange corresponding to j = — 1, we obtain
the integral (5.12) as an inner integration to integral (5.10).

However, the integral (5.12) corresponds to the unipotent orbit ((2/42)12(+kri=i=1) ) Since
(r —1)/2 < I, this unipotent orbit is not comparable with the unipotent orbit O (@2(n )
in Conjecture 1. Hence Proposition 2 implies that (5.12) is zero for all choices of data. This
completes the first case of representative in (5.9).

Next we consider the second case. For this case we use a different Weyl group element in
SPa(ntkr) (F), which we denote by w. To define w, we set w; (i—1)a4+1 = Witi 2n+k(r—1)—(I—i+1)a =
1 for 1 < i < [. Then we extend it in an arbitrary way to a Weyl group element of
SPo(ntkr)(F). Conjugating the corresponding integral in the expansion (5.9), we obtain
integral (5.3) with m = 2l — 2 as an inner integration. Applying Lemma 4, the result
follows. U

With this preparation, we now establish the tower property for this theta lift. Fix k& > 3.
Theorem 2. Suppose that the representation a,(:jin is zero (i.e. every function in this space is

identically zero) for allm, 1 < m <k, m =k mod 2. Then UX,)Q 15 a cuspidal representation.

Proof. To prove the cuspidality of the lift, we need to show that the constant terms of the

representation U,(:L along any unipotent radical of a standard maximal parabolic subgroup of

SOy, are zero for all choices of data. These are the subgroups N,, 1 < a < [k/2], consisting
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of all matrices in SO, of the form

I, * =*
Is x|, b=k —2a.
Iy

Thus, with f(h) given by (3.3), we need to prove that the integral

(5.13) / f(nah) dng

is zero for all choices of data.

We start by unfolding the theta series 9533,:”, which is expressed as a sum over £ € F™F,
We choose the polarization & = (&,&), where & € F?"@ and & € F™P. Write & =
(11,612, -+, &) Where & ; € F?*. The action of Spy, is given by multiplication on the
right on each & ;. Now the projection I(u) that appears in (3.3) depends only on the values
of [(uy,,, (Y, Z)) (for the notation, see (2.3)). Write

Yo 2o K%
(5.14) Y=1ys|, Z=\|=z zs x| €Mat).
Y Z9 Kk

Here y,, v/, € Mataxo, and yz € Matgya,. Also, z, € Mat,, 25 € Mat%, z1 € Matgy, and
z € Mat?. Using the formulas for the Weil representation w, (see for example [G-R-SI,
Section 1, part 3]), we obtain

(5.15) Osr’ (Wt (Y, Z2)) 12 (0, 9)) = D wip (€2, 0)1(uf o (Y, Z))ea (R 9)) (0, Ex)
&1,€2

Here ¢ is a Schwartz function of A™*.

From the definition of the homomorphism [, we have I(u}, ,,(Ye,,0)) = (§1,0) where Y, =
(& ). In the integral (5.13) the variables y/,, defined in (5.14), are integrated over the quotient
Mataxon(F)\Mataxz,(A). Hence, after conjugating the element uy, ,(Y,,0) to the right we
may combine summation with integration. It follows that to prove the vanishing of the
integral (5.13) for all choices of data, it suffices to prove the vanishing of the integral

(5.16) / / FIGNOZN 0 (ot (Y, Z))s (1, 9))

[Sp2n]

05, k1) (Y Z)12(n, 9)) W, (1) bl Z) dY dZ dudn, dg

for all choices of data, where the notation is as follows.

In the coordinates of (5.14), ly is defined by lo(u}, (Y, Z)) = (ys, tr(25Tk—2q)) € Hanp1
(where the rows of yz are listed with the bottom row first, similarly to the definition of the
map [ in Section 2). The variable Y is integrated over [Yp], where Y; is the subgroup of
Maty o, given by all matrices Y as in (5.14) with y/, = 0, and Z is integrated over [Mat,,].
Also, u is integrated over [UY, .|, and n, is integrated over [N,]. Using the coordinates of
equation (5.14), the character v, is defined as 1,(Z) = ¥(tr(z,)). Also, notice that (when
> 0) the theta series appearing in (5.16) is defined on the double cover of Spa,(k—2q)(A).

This follows since after the above collapsing of summation and integration we are left with
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the summation over & € F?"*=2%)  The rightmost argument of the theta series is ¢(1, g)
since wy(t1(na, 9))P(0,&2) = wy((11(1, 9))#(0,&). If kg = 5 = 0 and k = 2« then the theta

function Ggi)(’;f_m) in (5.16) is omitted.
The next step is to define a certain Weyl group element w € Spay,4p(r—1)(F), which we will
then use to conjugate the various groups. This Weyl element is of the form

w1 W2
(5.17) w = I
Ws Wy

where w; € Maty,,. To specify it, it is enough to specify the matrices w; and w,. These
matrices will be block matrices whose only nonzero entries are the identity matrices I, and
Is. To describe the location of each such identity block, it is enough to specify the location
in each wj, j = 1,2, of its first 1 on the diagonal. The matrix w; has an identity matrix
I, whose first 1 is at position (a(i — 1) + 1,k(i — 1) + 1) for 1 < i < r;. Since w has
only one non-zero entry in each row, note that this implies that the first ar; rows of wy
are all zeros. Next, the matrix ws has an identity matrix I, whose first 1 is at position
(ar; +a(i—1)+1,k(i — 1)+ 1) for 1 < i < ry. This then implies that the corresponding
rows in the matrix w; are all zero. Finally, in w; there is a block of I5 whose first 1 is at
position (a(r—1)+ (i —1)+ L k(i —1)+a+1) for 1 <i<ry.
For example, when r = 7, we have

I, 03 0, 04 O 0, 0On 0O 04 Op 0 0n O0n 0O 0n 0o 0O 04
004 ‘[OC
w1 = Oa , Wo = Oa Ia
0s I 05
05 Ig 05
05 Ig 05

where all the blank entries are zero.
Before conjugating by w, we perform a certain root exchange. To do that, let L, 3 denote
the unipotent subgroup of GLj consisting of all matrices of the form

I, a b
(5.18) l = Ig &
I,

and let Ly denote any unipotent subgroup of L, g such L, g = LyN,. For example, one may
choose the group of all matrices [ as above such that ¢ = 0 and such that b.J, is strictly
upper triangular. Consider the direct sum Lo g ® ... ® Lo g ® Ly where L, g appears r; — 1
times. We embed this group inside Spa,rr—1) as

(519) diag(ll, l2, ceey lm—la lo, Ign, S, :1_1, ey li)
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We will also need to consider the subgroup of Mat, which consists of all matrices of the form

Ou
IT=lo Og
by ¢ 04

We denote this group by L.

Now we carry out root exchange with the embedded copies of the groups L, g and L~. We
begin with L, 5 is embedded in the first component of L, g ®...® L, ® Lo and then inside
SPontk(r—1) as in (5.19). Since L, g is not abelian, this root exchange needs to be carried
out in stages, as follows. First, we exchange the unipotent elements which are in the center
of Lap, i.e. the (abelian) group of all matrices [ in (5.18) such that a = ¢ = 0, with the
group of all matrices uy, ,(I7) (see (2.1)) such that [~ € L™ with a; = ¢; = 0. After doing
this, we proceed with the abelian group consisting of all matrices [ € L, g with b = ¢ = 0,
and then with the abelian group of all matrices with a = b = 0. Next, we exchange L, g
embedded in the second component of L, 3 @ ... ® Ly @ Lo and then inside Spa,ippr—1) as
in (5.19). For this group we use the copy of L~ embedded in Sponqir—1) as [~ — ui,rm(l_).
We continue this process for all ¢ with 1 < ¢ < r; — 1, exchanging the i-th copy of L, g
inside Lo g@...® Ly g @ Lo with a subgroup of u};,rm(L_). Then, we perform root exchange
corresponding to I~ € L™, embedded in Uy  as all matrices I~ — . ,(I7) We exchange
this group with the group of all matrices w, (0, Z) where

(5.20) Z= |z
29 2

After performing these root exchanges, we conjugate by the Weyl element w defined in
(5.17). Thus, to prove that integral (5.16) is zero for all choice of data, we conclude that it
is enough to prove that the integral

6:21) [ FD Oy ow)s(1,9)) b, ) v, )

Ia(r—l) C D v Ia(r—l)
9§;)+k(r—1) I c* U A 1 Lg(l,g) d()
Ia(r—l) v* B A* Ia(r—l)

is zero for all choices of data. Here I denotes the identity matrix of size 2n+ (k —2a)(r —1).
The description of the variables in this integral and the domain of integration is elaborate,
and we give it now.

First, ¢ is integrated as in the integral (5.16). The variable u is integrated over the
quotient [Ug,, n), where Ug,, , C Spaniper—1) is embedded inside Sponik(r—1) by the map
u — diag(Iar—1), U, La(r—1y). Also, Vi, ,_; denotes the subgroup of U, y—1 44 generated by

all matrices of the form []/_7 Ul 1y (X)) With X; € Mato; Vo1 is isomorphic to a
unipotent subgroup of GLg(—1). The character ¢y, , is the restriction of ¥y, , , 4. 10

Var—1. The variable v is integrated over [V, ,_1].
Next we define the regions over which the variables A, B,C and D (each matrices of a
certain size) are integrated. These are given by considering them as block matrices and

imposing various conditions. We start with the variable D. Consider the subgroup Dy C
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Matg(r_l) consisting of block matrices with blocks of size v such that each (i, j) block with
j < i is the zero matrix 0,. Thus, for example if » — 1 = 4, then Dy consists of all matrices
of the form

X1 Xo Xs; Xy

0, X5 Xg Xz
D= O 0; ng sz X1, Xo, X3, X5 € Maty; Xy, X¢ € Matg.
00 0. 0, X:

With these notations D is integrated over [Dy]. Similarly, let By C Matg(r_l) consist of block
matrices with blocks of size a such that each (7, j) block with j < 74 1 is the zero matrix
0n. For example if »r — 1 =5, then B consists of all matrices of the form

0o 0 X1 Xo X
0n 0p 00 X4 X3
B=10, 0, 0, 0o X; X1, X, € Mat,; X3, X, € Mat?.
0o 0o 0 0On Og
0o 0o 0 0On Og

Then B is integrated over [By).
As for U, define a subgroup Cy C Matyr—1)x(2n+2sr,) as follows. Write

_ (G Gy G
c=(T T &)

with Cy € Mat,,, x2, and C1, C3, Cy € Maty,, xgr,- Then Cp is the subgroup of such matrices
such that C'; and C); may be written as block matrices, with blocks of size o x 3, such that
each (4,7) block with j < i is 0axp. For example, when 7 = 3, then both C) and Cj are
matrices of the form

X1 Xo X3
0 X4 X5 XZ E Mataxﬁ7
0 0 Xg

where the zeroes indicate the zero matrices of the corresponding sizes. The variable C' is
integrated over [Cj).

Finally, let Ay denote the subgroup of Mat(on45(r—1))xa(r—1) consisting of matrices of the
form

0 A A
0 0 A A

A=10 o Ai <A§) € Mat an+4r1)xa(ri-1)
0 0 O

where the first column has width 2a;, the last row has height 5, and A, Ay € Matg, —1)xa(r-1)
satisfy the following conditions. First viewing A; as a block matrix with blocks of size o x 3,
all (7, 7) blocks with j < i are zero matrices. Second, viewing A, similarly, all (i, j) blocks
with 7 <4 are the zero matrix. For example, for r; — 1 = 4 we have

X1 Xo X3 Xy 0T ¥5 V5

| 0 X5 X¢ Xy _ {0 0 Yy Y5 v
(522) Al = 0 0 Xe X, |° A4 =lo o 0 Y XZ, Y} c Matﬁm.
0 0 0 Xy 0O 0 0 O
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Then A is integrated over [Ag].

Our goal is to prove that the integral (5.21) is zero for all choices of data. To do that we
start with a sequence of root exchanges, and a repeated application of Lemma 5. Recall that
in terms of blocks of height o, the matrices C' and D each have r —1 rows. The integral runs
over the first row of blocks of each, while for the second row, we have variables of integration
everywhere except for the blocks in position (2, 1), a block which is 0,xg for C' and 0, for
D, and so on for the remaining rows.

We first perform the root exchange using (1, 3) block in B and then using the (1, 3) block
of A. Note that there is a compatibility in the block sizes with the (2,1) blocks of the
matrices D and C, resp. Indeed, the (1,3) block of B is of size a x o which is exactly the
size of the block in the (2,1) position of D. Similarly, the (1,3) block of A is of size § X «
which is exactly what is needed for root exchange with the block matrix at the (2, 1) position
of the C, which is of size a x 5. We continue this process with the third row of the block
matrices C' and D. For these two matrices the (3,1) and (3,2) blocks are each zero. We
integrate over the (1,4) and (2,4) block matrices in A and B, which allows us to perform root
exchange. Repeating this process with all rows up to and including the r;-th row, we obtain
the integral (5.8) with [ = (r + 1)/2 as inner integration. Applying Lemma 5, we get the
invariance of this integral along the adelic points of the unipotent subgroup uy, ,, 4, 14(0, 2)
with [ = (r+1)/2. Notice that this subgroup is realized as the block matrices of size o which
are in position ((r +1)/2,(r —1)/2) in D. With this invariance, we can then proceed with
root exchange of the blocks of C' and D with the corresponding blocks of A and B.

We conclude from this root exchange that the integral (5.21) is zero for all choices of data
if the integral

5:23) [ GGG o )i (1.9)) b, (0) s, (1)

Ia(r—l)
9572+k(r—1)(u:1,n+57’1 (Y., Z)un U 12(1,9)) duy dudYs,, dZ dg

[a(r—l)

is zero for all choices of data. Here u and ¢ are integrated as in (5.21), u; is integrated
over the quotient [Ua, 1n14m), and Z is integrated over [Mat?]. Also, Y3,, is integrated
over [Matqxs], where the notation Y3, is explained as follows. Recall that uj,, 4. (Y, Z)
was defined in (2.2). Here we have Y € Matqaxamigr). Write Y = (Y1 Y5 Yg,), where

Y1,Ys € Matoxpr, and Yy € Mat,yo,, and let
Y; = (Yg,l Yo ... Yg,m) Y3, € Matoyxg; 1<i<mn

Then in (5.23) instead of writing Y = (Oaxg(n+g(7«1_1)) ng) we write Y3, for short.
Next we expand the integrand in (5.23) along the group Y3 = (0 0 ... 0 Y3, 0)
where Y3 ,,_1 € [Mat,xs]. The nontrivial characters in this expansion correspond to matrices

of size B x « of fixed positive rank. We will prove that all nontrivial terms are zero. Consider
the group GL,(F) x GLg(F) embedded in Spay,k(r—1)(F) by

(hl,hg) — diag(hl, .. .,hl,hQ .. .,hg,]gn,h;, .. .,h;,hi, .. .,hi),

where h; € GL,(F) appears r — 1 times and hy € GLg(F) appears rq times. This group

may be used to collect terms of this expansion in the usual way. As representatives with
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respect to it, we choose the characters

wA(YES,m—l) = w(tr(yé,m—lA)) A= (Im 0) S Matgm.

The contribution to the integral (5.23) from a nontrivial orbit is

(5.24) / P (i(9)) O30y o (W) (1,9)) Yy (@) Yy, (1) (Vg 1)

[a(r—l)
(uil’nJrﬁT1 (Y31, Yar, Z)us U 121, g)) duy dudYs,, 1 dZ dg.
Ia(r—l)

(r)
92n+k (r—1)

To prove that this integral is zero, let w be a Weyl element of Spa,k(-—1)(F) which has
entry 1 at positions (i,a(i — 1)+ 1), 1 < i < r —1, and at positions (r, (o + 5)(r — 1) +
2(n—pP)+1)and (r+1,(a+B)(r—1)+2n— g+ 1). (We do not specify it in rows r + 2
to n + kry.) Using the automorphicity of 92n +r(r—1) We can conjugate the argument of this
function by w. After doing so, we obtain the integral (5.3) with m = r as inner integration,
and then from Lemma 4 it follows that (5.24) is zero for all choices of data. We conclude
that the only nonzero contribution to the integral (5.23) from the expansion along Y3, _; is
from the constant term.

Continuing this process, next with Y3,, o, we obtain by induction that (5.23) is equal to
the integral

(5.25) /w (i(9))05mt20 (o (W)r (1,9)) s (W) W, (1)

[a(r—l)
)(u:x,n—i-ﬁrl(}/é’ Z)uy u 12(1,9)) duy dudYsdZ dg,
Ia(r—l)

L")

2n+k(r—1

where Y3 is integrated over [Mat s, |-

Next, we expand (5.25) along Y, (as defined above, following (5.23)) over the quotient
[Matx2,]. We will show that all nontrivial characters contribute zero to this expansion.
Note that the group GL(F) X Spa,(F), embedded in Spay,tx-—1)(F) by the map

(h,g) — diag(h, ..., h,Ig., 9. Igr, B, ..., h") h € GLy(F); g€ Spa(F),

acts, so we may consider the characters modulo this action. There are two types of repre-
sentatives for the nontrivial orbits, as follows.
The first is given by characters of the form

1 0 *
Pa(Ya) = (tr(Y2A4)) A= | Om-1)x1 O2m—1)x1 * | € Matonxa(F).
0 1 *

These appear in the expansion only if & > 2. Let w denote a Weyl element of Spapi(r—1)(F)

with entry 1 in positions (i,«(i — 1) + 1) and (r + ¢, (e + B)(r — 1) + 2n + ia — 1) for

1 <i<r—1,and in position (r,a(r — 1) + fr; + 1). Then, arguing as above with (5.24),

by conjugating by this w, we obtain the integral (5.3) with m = 2r — 2 as inner integration.
31



Notice that since @ > 2, then k& > 4, and we do have r < 2r — 2 < n + kr; — 1. Applying
Lemma 4, we see that the contribution to the expansion from these representatives is zero.
The second type of representative is given by the characters

(5.26) va(Ye) = ¥(tr(YsA)) A= <Ia ) € Mato,wo(F); 1<a<n,a.

(If @ > n then the orbit is represented by a character already considered above.) The
stabilizer inside Sps, contains the unipotent radical of the maximal parabolic subgroup of
Span whose Levi part is GL, X Spain-a)- We denote this unipotent group by R,. It is
embedded inside Spa,4k(r—1) as all matrices of the form

Ikrl
I, B C
(5.27) L-ay B* B € Matyxom-a); C € Mat,,.
I,

]krl
The claim is that, as a function of g € Sps,(A), the integral

528 [0 sy Uol)r(1,9) Vo, 0, (00) 04T

Ia(r—l)
)(uanJrBT,l(Y Z)uy u 12(1,9)) duy dudY dZ
[a(r—l)

6)(7“)

2n+k(r—1

is left invariant under R,(A). Here Y runs over all matrices of the form (0 Y Yg) with Y5
integrated over [Mat,x2,] and Y3 integrated as in (5.25). The character ¢ 4(Y") is the trivial
extension of 14 (Y2) defined above.

To prove the claim we first unfold the theta series Qéi)(’;f_m), similarly to (5.15). After
collapsing summation and integration, we obtain

Ia(r—l)
)(uan+ﬁr1<y Z)uy u 12(1,9)) duy dudY dZ.
Ia(r—l)

(r)
92n+k(7’—1

Here m = 0 if k is even, and m = n — a if k is odd. The integration in u is over the quotient
Uy (F)\Ug 1y n(A) where Up . is a certain subgroup of Ug,,, ,, (whose definition we omit
as it plays no role in the sequel). It follows from the action of the Weil representation that the
function . pm wy(t1(1,9))9(0,€) is left invariant under R,(A). After moving the matrix
re € Ro(A) to the right and changing variables, it is enough to prove that the function of g

630 [0 Wi (V- 200102(0,9)) G, (00) 90(Y) iy Y 02

is left invariant under r, € R,(A). Here, the variables u;,Y and Z are integrated as in
(5.29).
32



To prove this invariance, we argue as in the proof of Lemma 5. First expand (5.30) along
the abelian group Mataxa, embedded in Spapyk(r—1) as the group of all matrices of the form
(5.27) with B = 0. Next observe that only the trivial character contributes. Indeed, arguing
similarly to the proof of Lemma 5, we obtain as inner integration either a Fourier coefficient
which corresponds to a unipotent orbit which is not related to O(@gl (-1
of the form of (5.3) with » < m. Then expand along the group Mat,xs(,—q) embedded inside
SPontk(r—1) as all matrices of the form (5.27) with C' = 0. Similar arguments imply that only
the constant term gives a non-zero contribution. From this it follows that integral (5.30),
and hence integral (5.28), is left invariant under r, € R,(A). Using this invariance property
in the expansion of (5.25) along Y5, when we consider the contribution from the characters
(5.26), we obtain (after measure factorization) the integral

/ SN (i(r)ilg)) dra

[Ra]

), or an integral

as inner integration. By cuspidality this integral is zero for all choices of data.
We deduce that the integral (5.25) is equal to

531) [ FDO sy loa(1,)) 11, (0) s, (1)

Ia(r—l)
9§;+,M 1)(uan+BT1(YQ,Y3,Z) u 12(1,9)) duy du dY, dY3 dZ dg.
[a(r—l)
The final expansion we need to consider is the expansion of (5.31) along the quotient Y, €
[Matax g, |- Here Y7 is embedded inside Spy,k(-—1) as the group of all matrices uy, ,, 4, (Y, 0)

with Y = (Y1 0 0) (with Y as described following (5.23)). Similarly to the expansion of
(5.23) along the subgroup Y3, we see that all nontrivial characters for Y; give zero. Thus
(5.31) is equal to

532 [ GG o0 (1.9) b, (0) G, (1)

Ia(r—l)
)(Ua g (Vs Z)u u 12(1,9)) duy dudY dZ dg
[a(r—l)

6)(7“)

2n+k(r—1

where Y is now integrated over [Matyx2n+sr,]-

To complete the proof of the Theorem we need to prove that (5.32) is zero for all choices
of data. Recall that u, is integrated over [UY,_; .. 5, ]. Combining this integration with the
integration over u, .. g, (Y, Z), we obtain as inner integration the constant term of the func-
tion 92n h(r—1) along the unipotent radical of the maximal parabolic subgroup of Spa,4i(r—1)
whose Levi part is G'La(r—1) X Spant+pr—1)- This means that we can use Proposition 1 in
[F-G2| to obtain as inner integration a function which is realized in the space of the repre-
sentation Ug)ﬁ = agi_za. Indeed, this follows since u in (5.32) is integrated over [Ugs,, »]. By
our assumption this representation is zero. This completes the proof of the Theorem. 0

In fact it follows from the above proof that we have the following Corollary.
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Corollary 1. Suppose that the representation agz is zero. Then, for all 1 <m < [k/2], the
’ELI)C 2m
Proof. Suppose that 07(:]1 is zero. Then for 1 < o < ky the constant term of this representation
along the unipotent subgroup N, of SOy is zero for all choices of data. (The group N, was
defined before (5.13).) In Theorem 2 we proved that if the representation Ug;c_m is zero,
then the constant term given by (5.13) is zero for all choices of data. In fact the converse
is also true. The key point is that the process of root exchange shows that one expression
vanishes for all choices of data if and only if another does (see [G-R-S4], Corollary 7.1).

Accordingly, the steps of the above proof may be reversed. We omit the detail. O

representation o 18 zero.

6. THE UNRAMIFIED CORRESPONDENCE

Our goal in this section is to establish that the theta correspondence developed here is
functorial on unramified principal series. In this section we let F' be a nonarchimedean local
field containing p,., and to simplify the notation we write a group or covering group for its F-
points (so we write Spa, instead of Spa,(F'), etc.). Recall that given an unramified character
of the torus of a symplectic or orthogonal group, one may define its associated principal series
by parabolic induction from the Borel subgroup. One may do this for covering groups as well,
but this requires a two-step process. Let G be the (F-points) of one of the groups considered
above and B = TU its standard Borel subgroup, with 7' be its maximal split torus. Let G
be one of the covering groups under consideration here, and if H is any subgroup of G let H
denote its inverse image in G. Then T is generally not abelian, but it is a two-step nilpotent
group. If x is a genuine character of the center Z (T) of T, then genuine principal series
representations are constructed by first extending x to a character of a maximal abelian
group A of T containing 7 (T), next inducing this extension from A to T then extending
trivially on N to obtain a representation of B, and finally taking the normalized induction
from B to G. By an analogue of the Stone-Von Neumann Theorem, this representation
is determined by its central character y, and we write the representation 7(x). For more
details see for example [McN] (analogously to the general linear group, in [K-P], Section I.1)
or [Gao2]. For characters in general position these induced representations are irreducible.

Let x be the unramified character of the maximal torus 7" of Sps, given by

n

X (diag(ts, ... to.ty ' t7h) = [,

i=1

where the y; are unramified quasicharacters of F'*. This character determines a genuine
character x of Z (T), and we form the unramified principal series ngz;)n (x) as outlined above.
If K = 2 then this requires a Weil factor, as in [B-F-H], equation (1.10). The functions in
this space are genuine with respect to the character ¢’ specified in Section 3. Similarly, let £

be an unramified character of the maximal torus of SOy,

3 (diag(tb s Uy [k—2k17 tl;la - atl_l)) = ng(t )
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where ky = [k/2], the &; are quasicharacters, and the maximal torus has a 1 in the middle
entry if k is odd, and form the unramified principal series Wg%k(f) (for more details see
[B-F-G1], Section 6). We consider the case that k; = n, so that each representation has
the same number of Satake parameters, and study the theta correspondence between these
representations. (One may describe matters slightly more generally using the notion of a
Brylinski-Deligne extension, as in Gao [Gaol]; see for example Leslie [L], Section 3. This
does not change the discussion below in any significant way.)

Let v be an additive character of F' which is trivial on the ring of integers of F' but on no
larger fractional ideal, and let (wy, Vi, ) be the Weil representation of S pgi)k with respect to 1.
Let (0, V) be the local theta representation of Spg@)—l—k(r—l)’ (We shall write @éQJrk(r_l)
when we want to indicate the size of the symplectic group.) Form the vector space V,,, @V .

This space admits a representation wy ® O of (Sp;i)k X Hogni1) X Spgn) Lk(r—1)- We restrict
this to a representation of S O,(f) X Spg:f) using the same embeddings ¢1, ¢ as in the global

integral. More precisely, the action of (h, g) € SO x Spi™ on a vector v; ® vy, vy € V,, "
vy € Ve 1s given by

(wy ® ©M)(h, ) - (11 @ va) = wy (11 (PP (R), p™ (9)))vr ® O (15 (h, ) (g)))va.

Note that the subgroup {((1,¢),(1,{™")) | ¢ € p} acts trivially. Let Jy, . .y, i T for
notational convenience, simply Jy, . .« be the twisted Jacquet functor with respect to the
character @DUWM of Ugryn © SPantr(r—1), acting on the first factor in the tensor product by
the map [ : Uy .n — Horns1 and acting on the second factor by the theta representation.
(This functor is defined near the end of Section 1 above.) This is the local analogue of the
integral (3.2). Similarly to the treatment of the global situation, the group SO,(J) X Spg:f)
with the above action stabilizes the group Uj,,, and character, so the Jacquet module

Uy Wy @ O) also affords a representation of S O,(;) X Spg:f). Let

Homg oo, g, 001 (o, s (Wi @ O0), 30, (6) @ ) (X))

denote the space of (SO x $pi™)-equivariant maps from Ty (W @O0 0 W(ST())k $®

(k)
7TSP27L

(x). Then we shall show

Theorem 3. Let k = 2n or 2n + 1 and suppose that the characters x and & are in general
position. If

(6.1) Homg 0, 6,00 (T, ot (w00 ® ), 150, (€) @ ) (X)) # 0
then after applying a Weyl group element, & = x; for each 1.

Here we recall that the Weyl group of Spsy, acts on y by permuting the indices and by
inverting each y;; the Weyl group of SOy acts on the ;, by a similar action (if k£ is odd) and
by permutations and by inversions of an even number of quasicharacters (if £ is even). Hence
the conclusion is equivalent to the assertion that the sets {x;"'} and {Sfl}, which are each of
cardinality 2n as the characters are in general position, are in bijection. Also, if k is even then

we recall that the principal series representations of SO,ET) attached to (&1,...,&,-1,&,) and
(&1, .., &1, &) are isomorphic under the outer automorphism of SO, that is conjugation

35



Tijo—1

— O
O =

Iija—1

The proof of Theorem 3 requires the local version of the smallness of the representation
Ol Recall that O,(0) is defined in Conjecture 1 above. As in Section 4, for a given
unipotent orbit O let Uy denote the upper unipotent subgroup attached to this orbit. Then
the proof of Proposition 2 gives the following result.

Proposition 7. Suppose that O is a unipotent orbit which is greater than (’)C(Gg)) or that
1s not related to Oc(@g)). Then for any character Vo attached to O, the twisted Jacquet
module Jyp.p (05)) = 0.

We turn to the proof of Theorem 3. We will follow, in a loose sense, the approaches of
Bump and the authors [B-F-G2|, Section 6, and Leslie [L]|, Section 10, in their proofs of
unramified correspondences for two other theta maps that use a single theta function as an
integral kernel. Below, we refer to these proofs for some details that are similar.

Proof of Theorem 3. We shall prove this by induction on n. More precisely, suppose that
the nonvanishing (6.1) holds for given n, k, x, and £ with & = 2n or k = 2n + 1 and the
characters y, £ in general position. Then we show that up to permutation of the indices,
we have y; = & or x; = &' We also show that a similar hypothesis holds true for
(n, k) replaced by (n — 1,k — 2) and (x,&) replaced by (x/,¢’) where X' = (x2,.--,Xn),
& =(&,...,&), that is, we show that

Homgoo g0 (Jt oy oo ® O0) 70, (€)@, (X)) #0

Then the result follows by reduction to the case n = 1, which is straightforward to confirm
by the same method used below.

Let P/, denote the unipotent radical of SO, with Levi factor M7, _, := G L1 x.SOj_5 and
unipotent radical U{72k_2. Let P 9,_2 denote the unipotent radical of Sp,, with Levi factor
M 25—2 := G Ly X Spa,—2 and unipotent radical Ui 2,—2. Denote the inverse images of these
groups in their respective covering groups by a tilde. First, by transitivity of induction, we

realize W(ST())k (€) as parabolically induced from &; ®7Tg())k(§, ) with & = (&, ...,&,). (Note that

the inverse images of GL; and SOj_» in the local covering group S O,(f) commute due to block

compatibility, so the tensor product construction is straightforward.) Similarly, Wg';;l(x) is

parabolically induced from the representation y; ® 7Tg;2172 (x') where X' = (x2,.- -, Xn). Sec-

ond, the Jacquet module Jyr (Wé%k (€)) is isomorphic to the direct sum of @il@w(s%kﬁ( i)

where fl’ + is obtained from £ by removing &; and 527_ is obtained from & by by removing &;
and inverting one of the remaining quasicharacters. (See, for example, Section 5.2 of [B-Z].)
Note that the action of the Weyl group of SOy on £ permutes these factors. Similarly the

Jacquet module Jy, ,, , (ﬁg'z;l (x)) is isomorphic to the direct sum of X;-tl ®7T(S : (x;) where

P2n—2
Xj is obtained from y by removing x;. It follows that the tensor product Wg';l(x) ® ngk(g )
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is a sum of the induced representations

S0, xspan) e (r) +1 (k7) 12 <1/2
Ind, : 2Xﬁ1(22272(£ ®n TS0 2(51{53) ®Xj ®7TSP27L72(X )5P1’k 251’1,27%2)’

(The weaker statement that this tensor product is glued from these representations (see
[B-Z]) would be sufficient below.) Since the Weyl groups permutes these factors for different
indices, we shall focus on the case &' = £, thl = x; without loss of generality, and in this
case we write {; , = &', x}; = X’ (as in the prior paragraph).

Applying Frobenius reciprocity, the nonvanishing hypothesis (6.1) in Theorem 3 implies
that, up to the action of the Weyl groups as just explained, there is a nonzero ]f\\J/Lk_Q X Ml,n—l'
equivariant map

Tt s (T, (0 ®OM)) 5 e @7l (€)@ xa @7 ,(X)05 08

Span—2 ko Plan—2’
To keep track of the characters that arise, let A, B denote the block matrices

a b
(6.2) A= q € Span B = h € SOy,
a~! b1

with a,b € GLy, g’ € Spaya, h € SOk 5. Then 8% (B) = [b*/*~" and 607, (A) = |a]".
Next we apply the argument in [G-R-S4], Prop081t10n 6.6 (see p. 129). This implies that
the Hom space of such maps is a quotient of the space
(63) Homgy i (W, w00 @00), G0m8, () 0xa@ml) ()04, ,0)
and hence this space is nonzero. Here Vj ;. , € Spopyi(r—1) is the upper unipotent subgroup
Viegin = 12(U] 4_g, Uran—2)U},, ,, where the group Uy . . is defined as follows. Let Matj,,,
denote the subgroup of Maty o, consisting of all matrices Y = (y;;) whose entries y; 1,
2 <j<kand y;, 1 <i < 2n are each zero. Then U,Z’T,hn is the subgroup of the group
Uk, n consisting of all matrices u whose factorization (2.3) (with a = k, b = ry, ¢ = n) has the
property that Y is in Maty, ,,. The character ¢ of V4 ,, » is the character Yuy ., » Testricted to
Uy .. 8nd then extended trivially to 1(U] 4y, Ur2n—2). Also, the map [ restricted to Vi, n
gives a homomorphism from Vj,, , (or Uz’rl,n) onto the Heisenberg group H(,—1)x—2) and
this defines the action of Vj,, ,, on wy. The character d factors through the projection from
]T/[J{,k_2 X ]T/[Jl,n_l to Mj ;o X My, 1, and evaluated on (6.2) has two factors, a contribution
of |a|¥/2=1b|™ due to the action of the Weil representation and a factor from the modular
function of the quotient Uy ,, /U, ,Ew .- This quotient may be identified with the group of all
matrices uj, ,(Y1,0) (sce (2.2)) such that Y7 is an element in Mat)',, which is the complement
to Maty, 5, in Maty, 2,, so this factor is [a[*7*[b|~?". Combining these, we see that the value of

the character 6 on (6.2) above is |a|*~*/2|b| ™, so 51/2 5]13422 § takes the value |ab™! [} =F/2+7,

We remark that this step is the local analogue of usmg the deﬁmtlon of the theta function
as a sum and unfolding part of the sum, a process that is used in the proof of Theorem 2;
see equation (5.15) and the discussion following, in the case « =1, § =k — 2.

Next, we make a series of root exchanges. We have already used root exchanges for global
integrals. For root exchange in the context of representations of local fields, see [G-R-S2],

Section 2.2. In the local case, they allow one to replace the Jacquet module in (6.3) by
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another isomorphic Jacquet module and to conclude that the corresponding Hom space is
nonzero. Globally or locally, the root exchanges require an additive character, and as in the
global case, we use the additive character ¢ of V., ,, obtained from ¢, , . (see (3.1)) and
also of the additive character that comes from the Weil representation wy.

The first set of exchanges are the same as the root exchanges used in the proof of Theorem 2
above, where we treated the groups L, s introduced in (5.18). We use these same exchanges
in the case & = 1, § = k — 2. The root exchanges described through (5.20) allow us to
conclude that the space

Homgp 57, (Jviy (W @ 0N, & @iy, () @x1 @715 (X))

is nonzero. Here V}’  is the unipotent subgroup of Span i(-—1) generated by the following
two types of matrices. First, the matrices with factorization (2.3) with the X;, 1 <i <r;—1,
Y, and Z of the form

* * * * * *

X, = O(k—2)><1 * x| € Maty, Y = 0(k—2)><1 * x| € Matyyon,
0 O1x(h—2) * 0 O1x@n-2) 0
* * *

Z = O(k 2) * * | € Mat

0 O1x(k—2) *

where the stars indicate arbitrary elements of F. Second, the block-diagonal matrices in the
Levi of Py, , whose entries in the first r; diagonal k x k blocks are of the form (5.18) with

a =1, 8 =k — 2. These root exchanges also change the character 51/ 2 5]134 22%25 above to

/2 512 5\b| —(r1-1)(2k—2) _ |ab—1‘1—k/2+n|b‘—k—(r1—1)(2k—2)
P1 2n—2 :

Next we conjugate by the Weyl group element w € Spa,4x(r—1) Which is the shortest Weyl
group element that conjugates the matrix

(6.4) diag(B,...,B,A,B*,...,B),

1 whose value on (6.2) is 0,

to the matrix
(6.5) diag(b,...,b,a, ... 0, g, (W) ....(K) a7t ... 7).

In (6.4) above, A and B are as given in (6.2), the notation B* is defined in Section 2, and
each of B, B* appears r; times; in (6.5), each of b,b~! is repeated r — 1 times and each of
R, (h')* is repeated r; times. After doing so, we conclude that the Hom space

Hom g (Jy o (wy ® ©7), e @755, (€)@ xa @ mhe ,(X') 61)

is nonzero, where M is isomorphic to m7k_2 X M1 n—1 and L2(M ') projects to the group of
matrices of the form (6.5). The group V' = wV}’, w™" is closely related to the unipotent
group that appeared in the integration in (5.21) above. More precisely, an element in V'
may be written as a product of the form

I, ¢ D\ [v I,
(6.6) I C* u R I
I, v ) \S R I,
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where I = Iy, qp(r—1)—2r, ¥ € Up—2pyn—1 and v € V9 which is defined as follows. Let V, be
the maximal upper unipotent subgroup of GL,. Then V? is the subgroup of V, consisting
of all matrices (v; ;) such that v,_1, = 0. The matrices C, D, R and S are defined similarly
to the corresponding matrices C';, D, A and B in integral (5.21). With these notations the
character 1)’ is described as follows. First

Y (diag(v, u,v")) = ¥ (0)dy, s, o0 (W)

where 1? is the Whittaker character of V, restricted to V,°. Then 1)’ is extended trivially to
the rest of V.

In view of this, the space we are studying is analogous to the integral (5.21), with the
unipotent integration in this local context being the process of taking the twisted Jacquet
module, except that in that integral one is integrating g over (a cover of) Spy, while here we

have the Hom space with respect to the parabolic subgroup M, ,_; which projects to Levi
factor GL; X Spa,_2. Note that in the proof of Theorem 2 we also conjugated by a Weyl
group element, but not quite the same one we are using now, due to the difference between
Spon, and GLy X Spa,_o. We next use many of the same steps in the proof of Theorem 2
with minor modifications.

First, we carry out a series of root exchanges that are the same as the ones given following
(5.22) with o = 1, 8 = k — 2, but with an adjustment on the size of the blocks, replacing
r — 1 by r. (For example, I,_1) in (5.21) is now replaced by I, as in (6.6).) These are
performed row by row. Specifically, we start with the second row of the matrix C' as given in
(6.6). Choosing the third column in the matrix R in (6.6), we perform root exchange; this is
the same as the first in the sequence of root exchanges that was carried out following (5.22),
and contributes the Jacobian |b|*. We continue to make root exchanges, again following the
procedure described following (5.22), until we have completed the first r — 2 rows. In the
local case, these root exchanges imply the nonvanishing of the Hom space
(6.7) Hom g7(Jygu4 (wy ® O0), &y @ 7w, (€)@ xa @ 7y (') bs).

Span—2

Here V/ is the subgroup of Spa,irr—1) of matrices which have a factorization (6.6) that
satisfies the following conditions: for C: C;; =0ifi=r—1,1<j<2n+(r—1)(k—2)—k
ori=r,1<j<r(k=2);for D, D, 11 =D, 15=D,5=0;for R, R;; =0if 1 <j <r—1
orif j=r,i> (r1—1)(k—2); and S = 0. Also, 7] is the character of V/ that is ' extended
trivially to V/. (Note that studying this nonvanishing is the local analogue of studying the
possible nonvanishing of (5.23) with & = 1 and r — 1 replaced by r, and this same group
and character, up to this modification, appear there.) The character d5 in (6.7) is computed
as follows. In carrying out these root exchanges, the character d;, evaluated on (6.2), is
multiplied by a power of |b| at each step of the root exchange process. For 1 < j < rq, to
fill in the j-th row by root exchange the adjustment on the character is [b|*U~) and for row
r+j, 1 <j<r —1, the adjustment is |p|"1F+2n=2+0U-D(k=4) " The character d, in (6.7) is
obtained by combining these adjustments with the prior character d;. (We will compute the
final character later in the proof.)

We next treat the (r—1)-st row. To do so, we perform a local version of Fourier expansion.
To describe the procedure, let L denote a unipotent abelian subgroup of Spa,i(-—1) such
that LV/ is also a unipotent group, and such that 1] is a well-defined character of LV when

extended trivially from V/ to LV/. Also suppose that the group M normalizes this unipotent
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group. Then it follows from the nonvanishing of the Hom space (6.7) that at least one of
the spaces

(6.8)  Homy (Jou,(Dyu(wy ®0M) &e@7g (€) ®xi @7, ,(X')6).

is non-zero, as ¥y, runs over a set of representatives of the characters of the group L under
the action of the group M. Here Mw . 1s the stabilizer of 91, in M. Indeed, this follows from
the gluing described in Bernstein and Zelevinsky [B-Z], Theorem 5.2, applied as in the work
of Bump and the authors [B-F-G2], pp. 392-3. As explained there, one obtains an exact
sequence from the Geometrical Lemma of [B-Z], p. 448, and then applies a Jacquet functor
which preserves the sequence (as it is an exact functor). One term involves a Jacquet functor
applied to a compactly-induced representation, and to study the Hom space from this piece,
one applies Mackey theory as extended in [B-Z].

We begin to make this expansion with the root supported on one-parameter subgroup
Er 1 9n+k(r—1)-r+2 (defined before Proposition 6). In fact, this is the same procedure used to
analyze (5.23) and described in detail following (5.23). The Jacquet module with the charac-
ter (the ‘non-constant term’ in the global computation) factors through the twisted Jacquet
module corresponding to the orbit ((r +1)127+kr=D=r+1) for (") However, this vanishes by
the smallness of the representation ©"), Proposition 7. Let Vy = Er_1ontk(r—1)—r42V7, and
let 1, denote the character of VJ which is the trivial extension of ¢j. Then we deduce that
the space (6.7) is isomorphic to

(6.9) Homg(Jyg s (wy © 00), & @750, (€)@ x1 @mhr) (X)),

hence nonzero.
We move to the next root, with root subgroup E/ ntk(r—1)—r+1- FOI convenience denote
this group L, and let

z(t) = Lopik(r—1) + te;—1,2n+k(r—1)—r+l €L

(e} ; is defined before Proposition 6). The group M consisting of all matrices of the form (6.5)
acts on L by conjugation with two orbits; indeed if m is given by (6.5), then mz(t)m™"! =
x(abt). Let My C M denote the stabilizer of this action; this is the subgroup consisting of
all matrices (6.5) with b= a~'. Let 17, denote a nontrivial character of L. Then, since (6.9)

is not zero, we deduce that at least one of the two spaces

(6.10) Homgy (g, (Jygp(wy © ©0)), 6, @780 (€)@ i @ men) (X') 82)
and
(6.11) Hom g ( vy g (wy ® ©7), & @ W(S’"())M(g’) Q1 ® wg;gﬁ(y) 55)

is also not zero. Here Vi = LV, and the character ¢4 is obtained by extending v trivially
to V3.

We start with the case that the space (6.10) is not zero. (We will deal with the space
(6.11) afterwards.) There the character ¢, which appears through the twisting, allows us
to do root exchanges (similar to the the treatment of (5.23) above), in order to fill in all the
remaining positive root subgroups E;_, ; in row r — 1, as follows. First, we use ¢1, to move
roots into row r — 1 from positive roots Ej ; with r +r(k —2) < j <2n+k(r—1) —r
and E, onyk(r—1)-r+1 that appear in V; in row . We then use root exchange to exchange
the (r; — 1)(k — 2) negative roots B, r < j <7+ (r; — 1)(k — 2) of V; (these appear in
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R and R* of (6.6)) into row r — 1. Note that this root exchange is possible because there
is an additive character appearing from the Weil representation w¢ Doing these exchanges
multiplies the character d, by a factor of |b|"1k+2n=2+(ri=Dk=4))4|(m=1(k=2) " Thyus we obtain
the nonvanishing of the Hom space

Homgy (Jpr,, (Jvp s (wp © 0), 6 @780 (€)@ xi@mdr) (') &).

Here L' is the (abelian) group generated by L and all the positive root subgroups of the
form B, ;, 7 <j < 2n+k(r —1) —r (note that this group includes E,_1 on4r(r—1)—rt2);
Y is ¥ extended trivially from L to L', Vi is the subgroup of Vj consisting of upper
unipotent matrices with 0 in position (r,j), r < j < 2n+ k(r —1) —r 4+ 1 and 03 =
52‘b|r1k+2n—2+(r1—1)(k—4)|a‘(r1—1)(k—2)'

At this point we conjugate by the shortest Weyl group element, call it w’, that interchanges
a and a~! in (6.5). We then fill in the remaining positive roots in row r. To do so we
repeat the same process as above. We start with the group E, 2nikr—1)—r+1. Expanding,
the twisted Jacquet module vanishes by the smallness of ©). Then we consider the group
L" | E, ontk(r—1)—r+1 Where L” is the group generated by E, onyk(r—1)-r4+1 and the E, ; with
r+1<j<2n+k(r—1)—r. The Hom spaces with nontrivial characters at these roots
each are zero, since nonvanishing for a nontrivial character in row r would imply that the
representation ©) supports a functional for a unipotent orbit that has at least r + 1 in its
partition, and this would contradict Proposition 7.

Putting all this together, the nonvanishing of the Hom space (6.10) implies that

Homﬁl (JUk72,'r1,n717w (wd}@JUGLT-ﬂ/}Wh (JUT,I,n+k'r17'r< ))) &1 ®7T50k 5 (£/> ®X1_1 ®7Tf92?n,2 (X/) 53)
is nonzero. Here ]\71 = w’AA/fO(w’)‘l. The projection of ]\71 to Spontk(r—1) 18
diag(a™,...,a 0, ... 0, ¢ (W), ....(h)",a,...,aq)

where ¢! and @ are each repeated r times and h', (h')* are each repeated r; times. The
Jacquet functor applied to ©) @2n E(r—1) is the untwisted Jacquet functor with respect
to Up1 n+kr—r, the unipotent radlcal of the parabolic with Levi factor GL, x Sp2n+k(r 1—2r-

By Proposition 1, this functor gives the module @g}# ® @gl F2k(r—1)—2 . Here @GL denotes

the local theta representation for GLfnr)(F ). The Jacquet functor JUGLW@Z’Wh is the twisted
Jacquet functor with respect to the Whittaker character of GL,, and is applied to the first
component of this tensor product.

However, the theta representation on the r-fold cover of GL, is generic by [K-P|, and its
central character is computed there. Thus the action of GL; (more precisely, the subgroup
of central elements in the metaplectic group) is as follows. If B is the Borel of Spasi(r—1)
then we obtain a total contribution from this step of

a I,

r—1
53% I2n+k(r—1)—2r

_ ‘CL| —r1(2n+(k—1)(r—1)) )
al,

The character d3 is given on (6.2) with b = a=! by |a|™! raised to the power obtained by

collecting all the terms arising from the unfolding and the root exchanges, each of which is
41



noted above. This power is

k’—l—(’f’l—1)(2]{3—2)+le_:]k‘+’f’1(’r’1k’+2n—2)+le_:](k‘—4)—(7’1—1)(/{5—2)

=r(2n+(k—1)(r —1)).
This power of |a|~! thus exactly matches the corresponding contribution from the Whittaker

coefficient of @g)Lr‘
We conclude that if the Hom space (6.10) is nonzero, then y; = & and moreover the space

(r) (r) (kr)
Homsoéﬂ2xsp;':fj2 (JUk72,'r1,n717w (w¢ ® ®2n—2+(k—2)(r—1)))7 TS0y _s (5,) ® T Spon—s (X,))

is nonzero. This is the same nonvanishing as in (6.1) but with (n, k) replaced by (n—1, k—2)
and (x, &) replaced by (x/,¢’). Thus in this case we are done by induction.

We must also analyze the situation that it is the Hom space (6.11) which is non-zero.
In this case, we continue to expand along the roots of row r — 1 using the gluing or local
Fourier expansion procedure. We already have the roots in this row that sit over the last
b’ and the final r entries of the matrix (6.5). We first expand along the root spaces E;_, ;
with r < j <2n+ k(r —1) —r — (k — 2), taking into account the groups SOj_s and Spy_o
which act on the characters in the Fourier expansion by conjugation (see following (6.8)).
Thus we expand using the abelian groups consisting of k — 2 root spaces E, ; at a time
for the roots whose root spaces include an entry in the r-th row above each h' and h and
2n — 2 at a time for the roots above the middle ¢’. It follows by using the smallness of
O or general position (when a copy of GL, restricted to r-th powers, acts on the module
under consideration by a fixed character) that the contributions coming from each nontrivial
character in this expansion vanish. We conclude that the space

Hom g (Jyy g (wy @ ©0), & @ 1) (€)@ x1 @ mae) (Y)8s)

Span—2
is non-zero, where V| is the group generated by Vy and the root subgroups E,_, ; with
r<j<2n+4k(r—1)—r+1, and the character ¢} is 1} extended trivially to V.
We now do the expansion along the root subgroup E]_, .. This is again glued from two
terms, but the situation here is different. First, there is a constant term at this root. In this
case, the Jacquet module arising from the expansion factors through Jy, (0.

)- However, here the

—1,1,2n+(k—2)(r—1)
By Proposition 1, this gives the representation (9(GT’)LT71 ® @g;z)-i-(k—2)(r—1
GL, in position b in (6.5) (restricted to r-th powers) acts by a fixed character. Since we are
assuming that y and & are in general position, the Hom space from this term is zero. We
conclude that it is the non-constant piece that must be non-zero.

To analyze the non-constant piece, i.e. the contribution from a nontrivial character ¥,_; ,
of the group £, _, ., we must restrict to the stabilizer in M of this character. If Tr_1,.(t) =
Ionik(r—1) + tel._,, and m is given by (6.5) then ma,_1 . (t)m™" = x._1,(ba~"'t). Thus this
character is stabilized by all matrices (6.5) with a = b. One argues similarly to the above to
see that this Hom space is nonzero only if y; = &' and if

(r) (r) (k1)
Homsogj2x5pg’;rjz(JUk72,r1,nf1,¢(w¢ ® ®2n—2+(k—2)(r—1))>7 TSO,_s (5,) ® T Spon—_s (X/)) 7£ (0)

Then we are done by induction.

This concludes the proof of Theorem 3. O
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