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1. Introduction. It is critically important that engineers be able to numerically20

simulate the scattering of electromagnetic radiation by bounded obstacles. Applica-21

tions abound, and solely in the field of plasmonics [38, 23] one find surface enhanced22

Raman scattering (SERS) biosensing [43], imaging [22], and cancer therapy [10]. For23

more details please see one of the many surveys on the topic, e.g., the volume [23]24

(Chapters 5, 9, and 10), the article [25], and the publications considering gold nanopar-25

ticles [26]. For many reasons, these simulations must be robust and highly accurate,26

e.g., due to the very strong plasmonic effect (the field enhancement can be several27

orders of magnitude) and its quite sensitive nature (the enhancement is only seen over28

a range of tens of nanometers in incident radiation for gold and silver particles).29

As in our previous contribution [37], we focus on Localized Surface Plasmon30

Resonances (LSPRs) which can be induced in metal (e.g., gold or silver) nanorods31

with radiation in the visible range. In particular how these change as the shape32

of the cross–section of the rod is varied from perfectly circular. More specifically,33

consider a rod with cross–section shaped by {r = ḡ}, composed of a noble metal34

with a wavelength–dependent permittivity, εm = εm(λ) ∈ C, mounted in a dielectric35

with constant permittivity, εd ∈ R. If ḡ is sufficiently small an LSPR is excited36

with incident radiation of wavelength, λF , that (nearly) satisfies the two–dimensional37

“Fröhlich condition” [23]38

(1.1) Re [εm(λ)] = −εd.39

It is clear, however, that if the cross–section of the rod is specified by r = ḡ + εf(θ),40

where ḡ is the mean radius, for some smooth function f , then the value λF = λF (ε)41

will change. The method we advocate here is well–suited to study the evolution in ε.42
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2 D. P. NICHOLLS AND X. TONG

Due to the importance of these models, it is not surprising that the full range of43

modern numerical methods have been brought to bear upon this problem, including44

Finite Difference Methods [21], Finite Element Methods [18], Discontinous Galerkin45

Methods [17], Spectral Element Methods [9], and Spectral Methods [13]. We have46

recently argued [37] that such volumetric approaches are greatly disadvantaged with47

an unnecessarily large number of unknowns for the piecewise homogeneous problems48

of relevance here. Interfacial methods based upon Integral Equations (IEs) [6] deliver49

a compelling class of algorithms (see, e.g., the recent work of [1, 16] in the context50

of plasmonics) but, as we have pointed out, these also face difficulties. Most of these51

have been addressed in recent years through the use of sophisticated quadrature rules52

to deliver High–Order Spectral accuracy, and the design of preconditioned iterative53

solvers with suitable acceleration [14]. Consequently, they specify a method which de-54

serves serious consideration (see, e.g., the recent work of [20]), however, two properties55

render them non–competitive for the parameterized problems we consider compared56

to the methods we outline here:57

1. We parameterize our geometry by the real value ε (the deviation of the58

nanorod cross–section from circular), and an IE solver will compute the scat-59

tering data only for one value of ε at a time. If this value is changed then the60

solver must be run again.61

2. The dense, non–symmetric positive definite systems of linear equations which62

must be inverted with each simulation.63

As we have previously shown [37], a “High–Order Perturbation of Surfaces”64

(HOPS) approach can mollify these concerns. In particular, we investigated an im-65

plementation of the method of Field Expansions (FE) originating in the low–order66

calculations of Rayleigh [39] and Rice [40]. The high–order implementation was de-67

veloped by Bruno & Reitich [4] and later enhanced and stabilized by the first author68

and Reitich [34], the first author and Nigam [29], and the first author and Shen [35],69

resulting in the Method of Transformed Field Expansions (TFE). We point out that70

with this latter approach these methods can be shown to be convergent for real ε71

of arbitrarily large size, up to topological obstruction [33, 34]. These algorithms re-72

tain the advantageous properties of classical IE methods (e.g., surface formulation73

and exact enforcement of far–field conditions) while avoiding the shortcomings listed74

above:75

1. Since HOPS algorithms are built upon expansions in the parameter, ε, once76

the Taylor coefficients are known for the scattering quantities, it is simply a77

matter of summing these (rather than beginning a new simulation) for any78

given choice of ε to recover the returns.79

2. At every Taylor order, the method need only invert a single, sparse operator80

corresponding to the cylindrical–interface, order–zero approximation of the81

problem.82

In this contribution we build upon the work of the authors in [37] by devising,83

implementing, and testing a HOPS scheme based not upon Dirichlet–Neumann Op-84

erators (DNOs), but rather upon Impedance–Impedance Operators (IIOs). We do85

this for several reasons, principally that our new approach does not suffer from the86

artificial “Dirichlet eigenvalues” which plague the relevant DNOs while requiring no87

increase in computational effort. In addition, we supply for the first time a rigor-88

ous analysis of the existence, uniqueness, and analyticity of solutions to the problem89

of scattering of linear waves by a penetrable object of bounded cross–section (see90

also the work of Bonnet–Ben Dhia, Carvalho, Chesnel, and Ciarlet [3] who investi-91

gated a related problem with a non–perturbative technique). While the technique92
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LSPRS VIA IIOS 3

of proof is well–established [31, 33, 34, 28] the technical details are rather involved,93

c.f. [15, 7, 30], and somewhat limited by the complication of rigorously establishing94

that physical configurations are “non–resonant.” Finally, with an implementation of95

this algorithm we display the efficiency, robustness, and high–order accuracy one can96

achieve.97

The paper is organized as follows: In § 2 we outline the governing equations98

for linear waves reflected and transmitted by a cylindrical obstacle, with transparent99

boundary conditions described in § 2.1. We give a boundary formulation of the re-100

sulting problem in § 3, together with a HOPS algorithm in § 3.1 and a study of the101

classical problem of scattering by a rod in § 3.2. For use with our rigorous analysis we102

define our function spaces in § 4, and we deliver our proof of analyticity of solutions103

in § 5. The fundamental results required in the proof are the analyticity of the IIOs104

proven in § 6. Finally, in § 7 we present numerical results followed by concluding105

remarks in § 8.106

2. Governing Equations. We consider a y–invariant obstacle of bounded cross–107

section as displayed in Figure 1. Materials of refractive index nu ∈ R and nw ∈ C108

fill the (unbounded) exterior and (bounded) interior, respectively. The interface be-109

tween the two domains is described in polar coordinates, {x = r cos(θ), z = r sin(θ)},110

by the graph r = ḡ + g(θ) so that the exterior and interior domains are specified111

by Su := {r > ḡ + g(θ)} , Sw := {r < ḡ + g(θ)} , respectively. The superscripts are112

chosen to conform to the notation of previous work by the authors [27, 37]. The113

cylindrical geometry demands that the interface be 2π–periodic, g(θ+2π) = g(θ). We

Fig. 1. Plot of the cross–section of a nanorod (occupying Sw) shaped by r = ḡ + ε cos(4θ)
(ε = ḡ/5) housed in a dielectric (occupying Su) under plane–wave illumination with wavenumber
(α,−γu).

114
consider monochromatic plane–wave illumination by incident radiation of frequency115

ω and wavenumber ku = nuω/c0 = ω/cu (c0 is the speed of light) aligned with the116

corrugations of the obstacle. We denote the reduced illuminating fields of incidence117

angle φ118

Einc = Aeiαx−iγ
uz, Hinc(x, z) = Beiαx−iγ

uz,119

α = ku sin(φ), γu = ku cos(φ), |A| = |B| = 1;120121

we have factored out time dependence of the form exp(−iωt), and we can write these122

as Einc = Aeik
ur sin(φ−θ), Hinc = Beik

ur sin(φ−θ). The geometry demands that the123
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4 D. P. NICHOLLS AND X. TONG

reduced electric and magnetic fields, {E,H}, be 2π–periodic in θ, and the scattered124

radiation is “outgoing” in Su and bounded in Sw.125

In this two–dimensional setting the time–harmonic Maxwell equations decouple126

into two scalar Helmholtz problems which govern the transverse electric (TE) and127

transverse magnetic (TM) polarizations [38]. The invariant (y) directions of the scat-128

tered (electric or magnetic) fields are denoted by {u(r, θ), w(r, θ)} in Su and Sw,129

respectively, and the incident radiation in the outer domain by uinc(r, θ).130

These developments lead us to seek outgoing/bounded, 2π–periodic solutions of131

∆u+ (ku)2u = 0, r > ḡ + g(θ),(2.1a)132

∆w + (kw)2w = 0, r < ḡ + g(θ),(2.1b)133

u− w = ξ, r = ḡ + g(θ),(2.1c)134

τu∂Nu− τw∂Nw = τuν, r = ḡ + g(θ),(2.1d)135136

where kw = nwω/c0, the Dirichlet data is137

(2.1e) ξ(θ) :=
[
−uinc

]
r=ḡ+g(θ)

= −eik
u(ḡ+g(θ)) sin(φ−θ),138

and the Neumann data is139
140

ν(θ) :=
[
−∂Nuinc

]
r=ḡ+g(θ)

141

=

{
(ḡ + g(θ))iku sin(φ− θ) +

(
g′(θ)

ḡ + g(θ)

)
cos(φ− θ)

}
ξ(θ).142

143

In these ∂N = r̂(ḡ + g)∂r − θ̂(g′/(ḡ + g))∂θ, for unit vectors in the radial (r̂) and144

angular (θ̂) directions, and145

τm =

{
1, TE,

1/ε(m), TM,
m ∈ {u,w},146

where γw = kw cos(φ). The case of TM polarization is of fundamental importance147

in the study of Localized Surface Plasmon Resonances (LSPRs) [38] and thus we148

concentrate our attention on the TM case from here.149

2.1. Transparent Boundary Conditions. Regarding the outgoing nature of150

u we demand the Sommerfeld Radiation Condition [6], and to enforce both this and151

the boundedness of w, we introduce the circles {r = R(u)} and {r = R(w)}, where152

R(u) > ḡ + |g|L∞ , 0 < R(w) < ḡ − |g|L∞ .153

We note that we can find periodic solutions of the relevant Helmholtz problems on154

the domains {r > R(u)} and {r < R(w)}, respectively, given generic Dirichlet data,155

say u(θ) and w(θ). These read [6]156

(2.2) u(r, θ) =

∞∑
p=−∞

ûp
Hp(k

ur)

Hp(kuR(u))
eipθ, w(r, θ) =

∞∑
p=−∞

ŵp
Jp(k

wr)

Jp(kwR(w))
eipθ,157

where Jp is the p–th Bessel function of the first kind, and Hp is the p–th Hankel158

function of the first kind. We note that159

u(R(u), θ) =

∞∑
p=−∞

ûpe
ipθ, w(R(w), θ) =

∞∑
p=−∞

ŵpe
ipθ.160
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LSPRS VIA IIOS 5

With these formulas we can compute the outward–pointing Neumann data at the161

artificial boundaries162

−∂ru(R(u), θ) =

∞∑
p=−∞

(
−ku

H ′p(k
uR(u))

Hp(kuR(u))

)
ûpe

ipθ =: T (u) [u(θ)] ,163

∂rw(R(w), θ) =

∞∑
p=−∞

(
kw

J ′p(k
wR(w))

Jp(kwR(w))

)
ŵpe

ipθ =: T (w) [w(θ)] .164

165

These define the order–one Fourier multipliers {T (u), T (w)}.166

With the operator T (u) it is not difficult to see that periodic, outward propagating167

solutions to the Helmholtz equation168

∆u+ (ku)
2
u = 0, r > ḡ + g(θ),169

equivalently solve170

∆u+ (ku)
2
u = 0, ḡ + g(θ) < r < R(u),(2.3a)171

∂ru+ T (u) [u] = 0, r = R(u).(2.3b)172173

Similarly, one can show that periodic, bounded solutions to the Helmholtz equation174

∆w + (kw)
2
w = 0, r < ḡ + g(θ),175

equivalently solve176

∆w + (kw)
2
w = 0, R(w) < r < ḡ + g(θ),177

∂rw − T (w) [w] = 0, r = R(w).178179

3. Boundary Formulation. At this point we follow the philosophy of [27, 28,180

37] and reduce our degrees of freedom to surface unknowns. However, rather than181

select the Dirichlet and Neumann traces utilized in these papers, we choose impedance182

traces. To motivate our particular choices we focus upon the boundary conditions183

(2.1c) and (2.1d) and operate upon this pair by the linear operator184

P =

(
Y −I
Z −I

)
,185

where I is the identity, and Y and Z are unequal operators to be specified. In the186

work of Despres [8] these were chosen to be ∓iη for a constant η ∈ R+, however,187

other choices are also possible. The resulting boundary conditions are188

[−τu∂Nu+ Y u] + [τw∂Nw − Y w] = [−τuν + Y ξ] ,189

[−τu∂Nu+ Zu] + [τw∂Nw − Zw] = [−τuν + Zξ] ,190191

which inspire the following definitions for impedances192

U := [−τu∂Nu+ Y u]r=ḡ+g , W := [τw∂Nw − Zw]r=ḡ+g ,193

their “conjugates”194

Ũ := [−τu∂Nu+ Zu]r=ḡ+g , W̃ := [τw∂Nw − Y w]r=ḡ+g ,195
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6 D. P. NICHOLLS AND X. TONG

and the interfacial data196

ζ := [−τuν + Y ξ] , ψ := [−τuν + Zξ] .197

Via an integral formula these quantities can deliver the scattered field at any point198

[11, 6], thus, the governing equations reduce to the boundary conditions199

(3.1) U + W̃ = ζ, Ũ +W = ψ.200

Now, we have two equations for four unknowns, however, the pairs {U, Ũ} and201

{W, W̃} are not independent and we make this explicit through the introduction of202

Impedance–Impedance operators (IIOs). However, care is required as a poor choice203

of the operators Y or Z may induce a lack of uniqueness in the governing Helmholtz204

equation, i.e., (ku)2 or (kw)2 may be an eigenvalue of the Laplacian (with the imped-205

ance boundary conditions) on the domain in question.206

As our analysis utilizes a change of variables which transforms the general inter-207

face shape, {r = ḡ + g(θ)}, to the separable one, {r = ḡ}, our developments focus208

on solving Helmholtz problems on the interior of the cylinder {r < ḡ} and its exte-209

rior {r > ḡ}. For this reason, in Appendix A we state and briefly prove two results210

on the existence, uniqueness, and regularity of solutions to the exterior and interior211

Helmholtz problems on these simple domains. For now we note that in order to have212

well–defined solutions (and thus IIOs) we demand the following two conditions213

(3.2) Im

{∫
Γ

((
Y

τu

)
u

)
u ds

}
≤ 0,214

and215

(3.3) Im

{∫
Γ

((
Z

τw

)
w

)
w ds

}
≥ 0,216

where Γ := {r = ḡ}. The first is required to invoke Rellich’s Lemma [6], while the217

sign on the second is necessary if the imaginary part of ε(w) is greater than or equal218

to zero.219

Remark 3.1. We point out that since τu ∈ R+ the choice of Despres [8], Y = −iη220

where η ∈ R+, satisfies (3.2). The situation with Z is more delicate as ε(w) can be221

complex. More specifically, if ε(w) = ε(w)′ + iε(w)′′ and Z = Z ′ + iZ ′′, since222

Im

{
Z

τw

}
=


Z ′′, TE,

ε(w)′Z ′′, dielectric in TM,

ε(w)′Z ′′ + ε(w)′′Z ′, metal in TM,

223

the choice of Despres [8], Z = iη where η ∈ R+, satisfies (3.3) provided that the224

interior is not a metal (ε(w)′ < 0 and ε(w)′′ > 0) in TM polarization. In this case225

our choice of Z must be made specific to the material on the interior, e.g., Z ′′/Z ′ >226

−ε(w)′/ε(w)′′ > 0, which, of course, can be accommodated.227

Definition 3.2. Given Y satisfying (3.2) and a sufficiently smooth and small228

deformation g(θ), the unique periodic solution of229

∆u+ (ku)
2
u = 0, ḡ + g(θ) < r < R(u),(3.4a)230

− τu∂Nu+ Y u = U, r = ḡ + g(θ),(3.4b)231

∂ru+ T (u) [u] = 0, r = R(u),(3.4c)232233
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defines the Impedance–Impedance Operator234

(3.5) Q [U ] := Ũ .235

Definition 3.3. Given Z satisfying (3.3) and a sufficiently smooth and small236

deformation g(θ), the unique periodic solution of237

∆w + (kw)
2
w = 0, R(w) < r < ḡ + g(θ),(3.6a)238

τw∂Nw − Zw = W, r = ḡ + g(θ),(3.6b)239

∂rw − T (w) [w] = 0, r = R(w),(3.6c)240241

defines the Impedance–Impedance Operator242

(3.7) S [W ] := W̃ .243

In terms of these operators the boundary conditions, (3.1), become244

U + S[W ] = ζ, Q[U ] +W = ψ,245

or246

(3.8)

(
I S
Q I

)(
U
W

)
=

(
ζ
ψ

)
.247

For later use, we write this more compactly as248

(3.9) AV = F,249

where250

(3.10) A =

(
I S
Q I

)
, V =

(
U
W

)
, F =

(
ζ
ψ

)
.251

3.1. A High–Order Perturbation of Surfaces Method. Our approach to252

simulating solutions to (3.9) is perturbative in nature and based upon the assumption253

that g(θ) = εf(θ) where ε is sufficiently small. However, this can be relaxed to include254

all ε ∈ R up to topological obstruction via the method outlined in [33]. As we shall255

show in Section 6, provided that f is sufficiently smooth (which we shall make more256

precise later), then the IIOs, Q and S, are analytic in the perturbation parameter ε257

so that the following expansions are strongly convergent in an appropriate Sobolev258

space259

(3.11) Q(εf) =

∞∑
n=0

Qn(f)εn, S(εf) =

∞∑
n=0

Sn(f)εn.260

Clearly, if this is the case then the operator A will also be analytic, as will F so that261

(3.12) {A(εf),F(εf)} =

∞∑
n=0

{An(f),Fn(f)}εn.262

We will shortly show that, under certain circumstances, there will be a unique solution,263

V, of (3.9) which is also analytic in ε264

(3.13) V(εf) =

∞∑
n=0

Vn(f)εn.265
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8 D. P. NICHOLLS AND X. TONG

Furthermore, it is clear that the Vn must satisfy266

(3.14) Vn = A−1
0

{
Fn −

n−1∑
`=0

An−`V`

}
,267

and one key in the analysis is the invertibility of the operator A0 which we now268

investigate.269

3.2. The Trivial Configuration: LSPR Condition. To investigate this in-270

vertibility question we show how our formulation delivers the classical solution for271

plane wave scattering by a cylindrical obstacle. For this we consider (3.8) in the case272

g ≡ 0,273

(3.15)

(
I S0

Q0 I

)(
U
W

)
=

(
ζ0
ψ0

)
.274

As we shall presently see, the operators Q0 and S0 are (order–one) Fourier multipliers.275

Recall that a Fourier multiplier m(D) is defined by276

m(D)[ξ(x)] :=

∞∑
p=−∞

m(p)ξ̂pe
ipθ,277

so that, e.g., ∂x = iD. In this trivial configuration, the solutions to (3.4) and (3.6)278

are, (c.f. (2.2)),279

u(r, θ) =

∞∑
p=−∞

Ûp

−τu(kuḡ)H ′p(k
uḡ) + ŶpHp(kuḡ)

Hp(k
ur)eipθ,280

w(r, θ) =

∞∑
p=−∞

Ŵp

τw(kwḡ)J ′p(k
uḡ)− ẐpJp(kwḡ)

Jp(k
wr)eipθ,281

282

respectively. From these we find for (3.5)283

Q0[U ] =

∞∑
p=−∞

(̂Q0)pÛpe
ipθ =

∞∑
p=−∞

(
−τu(kuḡ)H ′p(k

uḡ) + ẐpHp(k
uḡ)

−τu(kuḡ)H ′p(k
uḡ) + ŶpHp(kuḡ)

)
Ûpe

ipθ
284

=:

(
−τu(kuḡ)H ′D(kuḡ) + ZHD(kuḡ)

−τu(kuḡ)H ′D(kuḡ) + Y HD(kuḡ)

)
U,285

286

and for (3.7)287

S0[W ] =

∞∑
p=−∞

(̂S0)pŴpe
ipθ =

∞∑
p=−∞

(
τw(kwḡ)J ′p(k

wḡ)− ŶpJp(kwḡ)

τw(kwḡ)J ′p(k
wḡ)− ẐpJp(kwḡ)

)
Ŵpe

ipθ
288

=:

(
τw(kwḡ)J ′D(kwḡ)− Y JD(kwḡ)

τw(kwḡ)J ′D(kwḡ)− ZJD(kwḡ)

)
W,289

290

which define the order–one Fourier multipliers291

Q0 =

(
−τu(kuḡ)H ′D(kuḡ) + ZHD(kuḡ)

−τu(kuḡ)H ′D(kuḡ) + Y HD(kuḡ)

)
,(3.16a)292

S0 =

(
τw(kwḡ)J ′D(kwḡ)− Y JD(kwḡ)

τw(kwḡ)J ′D(kwḡ)− ZJD(kwḡ)

)
,(3.16b)293

294
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respectively.295

Returning to (3.15) we find the solution at each wavenumber is given by296

(3.17)

(
Ûp
Ŵp

)
=

1

1− (̂S0)p(̂Q0)p

(
1 −(̂S0)p

−(̂Q0)p 1

)(
(̂ζ0)p
(̂ψ0)p

)
,297

and it is clear that unique solvability of this system hinges on the determinant function298

(3.18) ∆p := 1− (̂S0)p(̂Q0)p.299

With the notation300

J = Jp(k
wḡ), J′ = τw(kwḡ)J ′p(k

wḡ), H = Hp(k
uḡ), H′ = −τu(kuḡ)H ′p(k

uḡ),301

we find302

∆p =
(Y − Z)(J′H− JH′)

(H′ + YH)(J′ − ZJ)
.303

The zeros of this function are the same as those we found in [37], and thus deliver the304

same result in the “small radius” (quasi–static) limit [23], kuḡ � 1 and kwḡ � 1,305

ε(u) = −Re
{
ε(w)

}
− iIm

{
ε(w)

}
.306

If the Fröhlich condition, c.f. (1.1), ε(u) = −Re
{
ε(w)

}
, is verified then it can “almost”307

be true. Again, this is different from the three dimensional Fröhlich condition for308

nanoparticles [23], ε(u) = −2Re
{
ε(w)

}
.309

Remark 3.4. At this point we might worry that the function ∆p could be zero.310

However, a good deal is known about the unique solvability of the scattering problem311

in this trivial configuration, (3.15). Moiola and Spence [24] provide an excellent312

summary of the state–of–the–art and a discussion of known results. Rather than313

reproduce their extensive exposition, we simply restrict ourselves to a configuration314

(3.19) (ku, kw, ḡ, Y, Z) such that (3.15) admits a unique solution.315

4. Interfacial Function Spaces. We begin with a careful mathematical analy-316

sis of (3.9) which will help justify the computational results we present in Section 7.317

Before describing these rigorous results we specify the interfacial function spaces we318

require. For any real s ≥ 0 we recall the classical, periodic, L2–based Sobolev norm319

[19]320

(4.1) ‖U‖2Hs :=

∞∑
p=−∞

〈p〉2s
∣∣∣Ûp∣∣∣2 , 〈p〉2 := 1 + |p|2 , Ûp :=

1

2π

∫ 2π

0

U(θ)eipx dθ,321

which gives rise to the periodic Sobolev space [19]322

Hs([0, 2π]) :=
{
U(x) ∈ L2([0, 2π]) | ‖U‖Hs <∞

}
.323

We also require the dual space of Hs([0, 2π]) which is characterized by Theorem 8.10324

of [19] and is typically denoted H−s([0, 2π]).325

With this definition it is a simple matter to prove the following Lemma.326
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10 D. P. NICHOLLS AND X. TONG

Lemma 4.1. For any s ∈ R there exist constants CQ, CS > 0 such that327

‖Q0U‖Hs ≤ CQ ‖U‖Hs , ‖S0W‖Hs ≤ CS ‖W‖Hs ,328

for any U,W ∈ Hs.329

We also recall, for any integer s ≥ 0, the space of s–times continuously differen-330

tiable functions with the Hölder norm |f |Cs = max0≤`≤s
∣∣∂`xf ∣∣L∞ . For later reference331

we recall the following classical result.332

Lemma 4.2. For any integer s ≥ 0, any β > 0, and any set U ⊂ Rm, if f, u, g, µ :333

U → C, f ∈ Cs(U), u ∈ Hs(U), g ∈ Cs+1/2+β(U), µ ∈ Hs+1/2(U), then334

‖fu‖Hs ≤ M̃(m, s, U) |f |Cs ‖u‖Hs , ‖gµ‖Hs+1/2 ≤ M̃(m, s, U) |g|Cs+1/2+β ‖µ‖Hs+1/2 ,335

for some constant M̃ .336

In addition, we require the analogous result valid for any real value of s [12, 30].337

Lemma 4.3. For any s ∈ R and any set U ⊂ Rm, if ϕ,ψ : U → C, ϕ ∈338

H |s|+m+2(U) and ψ ∈ Hs(U), then339

‖ϕψ‖Hs ≤M(m, s, U) ‖ϕ‖H|s|+m+2 ‖ψ‖Hs ,340

for some constant M .341

Remark 4.4. Presently we will be required to estimate terms of the form342

‖(∂θf)u‖L2(Ω) = ‖(∂θf)u‖H0(Ω) , ‖(∂θf)µ‖H−1/2([0,2π]) ,343

where Ω ⊂ R2, which feature Sobolev norms too weak for the standard algebra344

estimate, Lemma 4.2. For this reason we have introduced Lemma 4.3 which allows us345

to compute, for m = 2,346

‖(∂θf)u‖L2(Ω) = ‖(∂θf)u‖H0(Ω) ≤M ‖∂θf‖H|0|+2+2([0,2π]) ‖u‖H0(Ω)347

≤M ‖f‖H5([0,2π]) ‖u‖H0(Ω) ,348
349

while, for m = 1,350

‖(∂θf)µ‖H−1/2([0,2π]) ≤M ‖∂θf‖H|−1/2|+1+2([0,2π]) ‖µ‖H−1/2([0,2π])351

≤M ‖f‖H4+1/2([0,2π]) ‖µ‖H−1/2([0,2π]) .352
353

In this way, if we require f ∈ H5([0, 2π]) then we can use the algebra property of354

Lemma 4.3 throughout our developments. We note that, by Sobolev embedding, if355

f ∈ H5([0, 2π]) then f ∈ C4([0, 2π]), and if f ∈ C5([0, 2π]) then f ∈ H5([0, 2π]).356

5. Analyticity of Solutions. We can now take up the rigorous analysis of357

(3.13) for which we utilize the general theory of analyticity of solutions of linear358

systems of equations. To be more specific, we follow the developments found in [28]359

for the solution of (3.9). Given the expansions (3.12) we seek the solution of the form360

(3.13) which satisfy (3.14). We restate the main result here for completeness.361

Theorem 5.1 (Nicholls [28]). Given two Banach spaces X and Y, suppose that:362

(H1) Fn ∈ Y for all n ≥ 0, and there exist constants CF > 0, BF > 0 such that363

‖Fn‖Y ≤ CFBF
n, n ≥ 0.364
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(H2) An : X → Y for all n ≥ 0, and there exists constants CA > 0, BA > 0 such365

that366

‖An‖X→Y ≤ CAB
n
A, n ≥ 0.367

(H3) A−1
0 : Y → X , and there exists a constant Ce > 0 such that368 ∥∥A−1

0

∥∥
Y→X ≤ Ce.369

Then the equation (3.9) has a unique solution (3.13), and there exist constants CV > 0370

and BV > 0 such that371

‖Vn‖X ≤ CVB
n
V , n ≥ 0,372

for any CV ≥ 2CeCR, BV ≥ max {BF , 2BA, 4CeCABA} , which implies that, for any373

0 ≤ ρ < 1, (3.13) converges for all ε such that BV ε < ρ, i.e., ε < ρ/BV .374

All that remains is to find the forms (3.12), and establish Hypotheses (H1), (H2),375

and (H3). For the former it is quite clear from (3.9) that376

A0 =

(
I S0

Q0 I

)
, An =

(
0 Sn
Qn 0

)
, n ≥ 1,377

Vn =

(
Un
Wn

)
, Fn =

(
ζn
ψn

)
.378

379

For the spaces X and Y, the natural choices for the weak formulation we pursue here380

are X = Y = H−1/2([0, 2π])×H−1/2([0, 2π]), so that381 ∥∥∥∥(UW
)∥∥∥∥2

X
= ‖U‖2H−1/2 + ‖W‖2H−1/2 .382

Hypothesis (H1): We begin by noting that383

ζn = τuνn + Y ξn, ψn = −τuνn + Zξn,384

where385

ξn = −eik
uḡ sin(φ−θ) [(iku) sin(φ− θ)]n Fn, Fn :=

fn

n!
,386

νn = ḡ [(iku) sin(φ− θ)] ξn + (iku) [f sin(φ− θ) + (∂θf) cos(φ− θ)] ξn−1.387388

Now, if Y : H1/2 → H−1/2 and Z : H1/2 → H−1/2, then389

‖Rn‖2Y = ‖ζn‖2H−1/2 + ‖ψn‖2H−1/2 ≤ 2 |τu|2 ‖νn‖2H−1/2 + (CY + CZ) ‖ξn‖2H1/2 ,390

and, from the explanation given in Remark 4.4, this will be bounded provided that391

f ∈ H5([0, 2π]).392

Hypothesis (H2): The analyticity estimates for the IIOs Q, Theorem 6.4, and S,393

Theorem 6.1, show rather directly that Hypothesis (H2) is verified provided that Y394

and Z satisfy (3.2) and (3.3), respectively. Indeed, as we have395

‖Qn[U ]‖H−1/2 ≤ CQBnQ, ‖Sn[W ]‖H−1/2 ≤ CSBnS ,396

This manuscript is for review purposes only.



12 D. P. NICHOLLS AND X. TONG

it is a straightforward matter to show that ‖An‖X→Y ≤ CABnA, for CA = max{CQ, CS}397

and BA = max{BQ, BS}.398

Hypothesis (H3): We now address the existence and invertibility properties of the399

linearized operator A0 in the following Lemma.400

Lemma 5.2. If ζ, ψ ∈ H−1/2([0, 2π]), Y satsisfies (3.2), and Z satisfies (3.3),401

then there exists a unique solution of402 (
I S0

Q0 I

)(
U
W

)
=

(
ζ
ψ

)
,403

c.f. (3.15), satisfying404

‖U‖H−1/2 ≤ C̃e {‖ζ‖H−1/2 + ‖ψ‖H−1/2} ,405

‖W‖H−1/2 ≤ C̃e {‖ζ‖H−1/2 + ‖ψ‖H−1/2} ,406407

for some universal constant C̃e > 0.408

Proof. The bulk of the proof has already been worked out in Section 3.2. If we409

expand410

ζ(θ) =

∞∑
p=−∞

ζ̂pe
ipθ, ψ(θ) =

∞∑
p=−∞

ψ̂pe
ipθ,411

then we can find solutions of (3.15)412

U(θ) =

∞∑
p=−∞

Ûpe
ipθ, W (θ) =

∞∑
p=−∞

Ŵpe
ipθ,413

where414 (
Ûp
Ŵp

)
=

1

1− (̂S0)p(̂Q0)p

(
1 −(̂S0)p

−(̂Q0)p 1

)(
(̂ζ0)p
(̂ψ0)p

)
,415

c.f. (3.17). The key is the analysis of the operators (̂S0)p, (̂Q0)p, and the determinant416

function ∆p = 1 − (̂S0)p(̂Q0)p, c.f. (3.18). For these, given our hypothesis (3.19)417

and their asymptotic properties, it is not difficult to show that there exist constants418

K̃Q, K̃S , K̃∆ > 0 such that419 ∣∣∣(̂Q0)p

∣∣∣ < K̃Q,
∣∣∣(̂S0)p

∣∣∣ < K̃S ,
1

|∆p|
< K̃∆.420

With these we can estimate421

‖U‖2H−1/2 =

∞∑
p=−∞

〈p〉−1
∣∣∣Ûp∣∣∣2 < ∞∑

p=−∞
〈p〉−1K̃2

∆

(∣∣∣ζ̂p∣∣∣2 + K̃2
S

∣∣∣ψ̂p∣∣∣2)422

= K̃
(
‖ζ‖2H−1/2 + ‖ψ‖2H−1/2

)
,423

424

for some K̃ > 0. Proceeding similarly for W we complete the proof.425

Having established Hypotheses (H1), (H2), and (H3) we can invoke Theorem 5.1426

to discover our final result.427
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Theorem 5.3. If f ∈ H5([0, 2π]), Y satisfies (3.2), and Z satisfies (3.3), then428

there exists a unique solution pair, (3.13), of the problem, (3.9), satisfying429

‖Un‖H−1/2 ≤ CUDn, ‖Wn‖H−1/2 ≤ CWDn, n ≥ 0,430

for any D > ‖f‖H5 , where CU and CW are universal constants.431

6. Analyticity of the Impedance–Impedance Operators. At this point432

the only remaining task is to establish the analyticity of the IIOs, Q and S. In the433

exterior this has been accomplished for the DNO in [30] and the results are quite434

similar. However, the theory for the interior domain is quite different due to the435

Dirichlet eigenvalues on {r ≤ ḡ} which can render their DNOs non–existent. For this436

reason we focus on the interior domain.437

Theorem 6.1. If f ∈ H5([0, 2π]), Z satisfies (3.3), and W ∈ H−1/2([0, 2π]), then438

the series (3.11) converges strongly as an operator from H−1/2([0, 2π]) to H−1/2([0, 2π]).439

In other words there exist constants KS > 0 and BS > 0 such that440

(6.1) ‖Sn(f)[W ]‖H−1/2 ≤ KSB
n
S .441

We establish this result with the method of Transformed Field Expansions (TFE)442

[31, 32, 33] which has proven quite successful in establishing analyticity of DNOs443

in similar settings [29, 30, 36]. The TFE method proceeds by effecting a domain–444

flattening change of variables prior to perturbation expansion. On the interior domain445

the relevant change of variables is446

r′ =
{

(ḡ −R(w))r +R(w)g(θ)
}
/
{
ḡ + g(θ)−R(w)

}
, θ′ = θ,447

which maps the perturbed domain {R(w) < r < ḡ + g(θ)} to the separable one448

ΩR(w),ḡ = {R(w) < r′ < ḡ}. This transformation changes the field w to449

v(r′, θ′) := w({(ḡ + g(θ′)−R(w))r′ −R(w)g(θ′)}/{ḡ −R(w)}, θ′),450

and modifies (A.4) to451

∆v + (kw)
2
v = F (r, θ; g), R(w) < r < ḡ,(6.2a)452

τw∂Nv − Zv = W (θ) + l(θ; g), r = ḡ,(6.2b)453

∂rv − T (w) [v] = h(θ; g), r = R(w),(6.2c)454455

where we have dropped the primed notation for clarity. The forms for F , l, and h456

are not difficult to derive, and they can be deduced from their expansions which we457

present in (6.5).458

Upon setting g = εf and expanding459

(6.3) v(r, θ, ε) =

∞∑
n=0

vn(r, θ)εn,460

we can show that461

∆vn + (kw)
2
vn = Fn, R(w) < r < ḡ,(6.4a)462

∂rvn −
Z

τwḡ
vn = δn,0

W

τwḡ
+ ln, r = ḡ,(6.4b)463

∂rvn − T (w) [vn] = hn, r = R(w),(6.4c)464465
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14 D. P. NICHOLLS AND X. TONG

where, δn,m is the Kronecker delta, and466

Fn = − 1

(ḡ −R(w))2

[
F (0)
n + ∂rF

(r)
n + ∂θF

(θ)
n

]
,(6.5a)467

F (0)
n = −(ḡ −R(w))f(r −R(w))∂rvn−1 + . . . ,(6.5b)468

F (r)
n = 2(ḡ −R(w))fr(r −R(w))∂rvn−1 + . . . ,(6.5c)469

F (θ)
n = −ff ′(r −R(w))∂rvn−2 + . . . ,(6.5d)470

ln = −(1/ḡ2)(f ′)2∂rvn−2 + . . . ,(6.5e)471

hn =
f

ḡ −R(w)
T (w) [vn−1] ,(6.5f)472

473

are the n–th order terms in the Taylor series expansions of F , l, and h, respectively.474

Furthermore, F
(0)
n , F

(r)
n , and F

(θ)
n are, in order, the undifferentiated, radial derivative,475

and angular derivative portions of Fn.476

In addition, the IIO S, (3.7), can be stated in transformed coordinates. If we477

then expand S in ε, (3.11), the n–th term in the expansion can be expressed as478

(6.6) Sn[W ] = τw
{
− f(f ′)

ḡ(ḡ −R(w))
∂θvn−2

}
+ . . . ,479

so that, provided with estimates on the {vn}, we can control the terms, {Sn}.480

Our main result is the following analyticity theorem.481

Theorem 6.2. If f ∈ H5([0, 2π]), Z satisfies (3.3), and W ∈ H−1/2([0, 2π]),482

then the series (6.3) converges strongly. In other words there exist constants Kv > 0483

and BS > 0 such that484

(6.7) ‖vn‖H1 ≤ KvB
n
S .485

The proof of Theorem 6.2 proceeds by applying an elliptic estimate, Theorem A.1,486

to (6.4) followed by a recursive result, Lemma 6.3. To control the right hand side of487

(6.4) we prove the following.488

Lemma 6.3. Suppose that f ∈ H5([0, 2π]) and Z satisfies (3.3). Assume that489

‖vn‖H1(Ω
R(w),ḡ

) ≤ KvB
n
S , ∀n < N,490

for constants Kv > 0 and BS > 0, then there exists a constant Cv > 0 such that491

492

max
{
‖FN‖(H1(Ω

R(w),ḡ
))′ , ‖hN‖H−1/2([0,2π]) , ‖lN‖H−1/2([0,2π])

}
493

≤ CvKv

(
‖f‖H5 B

N−1
S + ‖f‖2H5 B

N−2
S

)
.494

495

Proof. Note that from (6.5) and the definition of (H1)′ [11]496

‖FN‖(H1)′ ≤
∥∥∥F (0)

N

∥∥∥
L2

+
∥∥∥F (r)

N

∥∥∥
L2

+
∥∥∥F (θ)

N

∥∥∥
L2
,497

498

and, for conciseness, we consider only one term from F
(θ)
N ,499

F (θ)
N := −ff ′(r −R(w))∂rvN−2;500
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the rest can be treated in a similar fashion. For this we estimate, using Lemma 4.3,501 ∥∥∥F (θ)
N

∥∥∥
L2
≤
∥∥∥−ff ′(r −R(w))∂rvN−2

∥∥∥
L2
≤M ‖f‖H4 M ‖f‖H5 R‖vN−2‖H1502

≤M2 ‖f‖2H5 RKvB
N−2
S ,503504

where R is defined by
∥∥(r −R(w))v

∥∥
L2 ≤ R‖v‖L2 , and we are done if Cv is chosen505

appropriately.506

For hN we conduct the following sequence of steps507

‖hN‖H−1/2 ≤
∥∥∥∥ f

ḡ −R(w)
T (w) [vN−1]

∥∥∥∥
H−1/2

≤ M

ḡ −R(w)
‖f‖H3+1/2

∥∥∥T (w) [vN−1]
∥∥∥
H−1/2

508

≤ M

ḡ −R(w)
‖f‖H5 CT (w) ‖vN−1‖H1/2 ≤

MCT (w)

ḡ −R(w)
‖f‖H5 Ct ‖vN−1‖H1509

≤ MCT (w)

ḡ −R(w)
‖f‖H5 CtKvB

N−1
S ,510

511

where CT (w) is the bounding constant for the operator T (w), and Ct is the bounding512

constant for the trace operator ‖v‖H1/2([0,2π]) ≤ Ct ‖v‖H1(Ω
R(w),ḡ

) . We are done if we513

select Cv large enough.514

Regarding the terms lN , we once again focus on a single term515

LN := −(1/ḡ2)(f ′)2∂rvN−2,516

and make the estimates517

‖LN‖H−1/2 =

∥∥∥∥− 1

ḡ2
(f ′)2∂rvN−2

∥∥∥∥
H−1/2

≤ M2

ḡ2
‖f‖2H4+1/2 ‖∂rvN−2‖H−1/2518

≤ M2

ḡ2
‖f‖2H4+1/2 Ct ‖vN−2‖H1 ≤

M2Ct
ḡ2

‖f‖2H5 KvB
N−2
S ,519

520

and we are done if Cv is chosen well.521

We can now present the proof of Theorem 6.2.522

Proof. (Theorem 6.2). We work by induction and begin with n = 0. The estimate523

on v0 follows directly from Theorem A.2 with F and L identically zero. We now524

assume that (6.7) holds for all n < N and apply Theorem A.2 which implies that525

‖vN‖H1 ≤ Ce
{
‖FN‖(H1)′ + ‖lN‖H−1/2 + ‖hN‖H−1/2

}
.526

Using Lemma 6.3 we have527

‖vN‖H1 ≤ Ce3CvKv

{
‖f‖H5 B

N−1
S + ‖f‖2H5 B

N−2
S

}
≤ KvB

N
S ,528

provided that we choose 3CeCv ‖f‖H5 < BS/2, 3CeCv ‖f‖2H5 < B2
S/2, which can be529

ensured by demanding BS > max
{

6CeCv,
√

6CeCv
}
‖f‖H5 .530

Finally, we are in a position to establish Theorem 6.1.531

Proof. (Theorem 6.1). From (6.6) and applying Theorem 6.2, it is straightforward532

to see that533

‖S0(f)[W ]‖H−1/2 ≤ ‖τwḡ∂rv0 − Y v0‖H−1/2 ≤ ‖τwḡ∂rv0‖H−1/2 + ‖Y v0‖H−1/2534

≤ |τw| ḡ ‖v0‖H1/2 + CY ‖v0‖H1/2 ≤ (|τw| ḡ + CY )Ct ‖v0‖H1535

≤ (|τw| ḡ + CY )CtKv ≤ KS ,536537
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if KS > 0 is chosen appropriately.538

Assuming that (6.1) holds for all n < N we now investigate an estimate of SN .539

For simplicity we consider the single term540

SN := τw
(

−ff ′

ḡ(ḡ −R(w))

)
∂θvN−2541

and we measure542

‖SN‖H−1/2 ≤
∥∥∥∥τw ( −ff ′

ḡ(ḡ −R(w))

)
∂θvN−2

∥∥∥∥
H−1/2

543

≤ |τw| M2

ḡ(ḡ −R(w))
‖f‖2H4+1/2 ‖∂θvN−2‖H−1/2544

≤ |τw| M2

ḡ(ḡ −R(w))
‖f‖2H5 Ct ‖vN−2‖H1545

≤ |τw| M2

ḡ(ḡ −R(w))
‖f‖2H5 CtKvB

N−2
S .546

547

We are done provided that we choose KS > |τw|M2/(ḡ(ḡ − R(w)))CtKv, and BS >548

‖f‖H5 .549

In an analgous manner, the analyticity of Q can be established. The only signifi-550

cant change is the requirement that Theorem A.1 is required rather than Theorem A.2.551

552

Theorem 6.4. If f ∈ H5([0, 2π]), Y satisfies (3.2), and U ∈ H−1/2([0, 2π]) then553

the series (3.11) converges strongly as an operator from H−1/2([0, 2π]) to H−1/2([0, 2π]).554

In other words there exist constants KQ > 0 and BQ > 0 such that555

‖Qn(f)[U ]‖H−1/2 ≤ KQB
n
Q.556

7. Numerical Results. We now present results of simulations of our imple-557

mentations of the algorithms outlined above. The schemes are essentially High–Order558

Spectral (HOS) [13, 9] with nonlinearities approximated by convolutions implemented559

with the Fast Fourier Transform algorithm.560

7.1. Implementation Details. The numerical approaches we describe in this561

section utilize either the Dirichlet–Neumann operator (DNO) formulation of the prob-562

lem [37] or its IIO alternative specified in (3.8). The relevant operators (DNO and563

IIO, respectively) are simulated using the TFE methodology [31, 33, 34]. The TFE564

method is a Fourier collocation/Taylor method [32, 34] enhanced by Padé summation565

[2]. In more detail, for the IIO S we approximate W by566

WNθ,N (θ) :=

N∑
n=0

Nθ/2−1∑
p=−Nθ/2

Ŵn,pe
ipθεn,567

and insert this into (3.14) for 0 ≤ n ≤ N to determine approximation vNθ,Nr,Nn (r, θ)568

which are used in (6.6) to simulate the IIO. As has been pointed out in [32, 29, 37],569

the TFE approach requires an additional discretization in the radial direction which570

we achieve by a Chebyshev collocation approach. We recall that the cost of this571

approach will be O(Nθ log(Nθ)Nr log(Nr)N
2) where the final factor is due to the cost572
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of the formation of the right–hand–sides, e.g. Fn, which is O(N2) at order n = N .573

An important consideration is how the Taylor series in ε are summed. The classical574

numerical analytic continuation technique of Padé approximation [2] has been used575

very successsfully for HOPS methods (see, e.g., [4, 33]), and we will use it here.576

7.2. The Method of Manufactured Solutions. Before proceeding to our577

simulation of LSPRs, we begin by demonstrating the validity of our algorithm by578

conducting experiments using the Method of Manufactured Solutions (MMS) [5] To579

be more specific we consider the 2π–periodic, outgoing solutions of the Helmholtz580

equation, (2.1a),581

uq(r, θ) = AquHq(k
ur)eiqθ, q ∈ Z, Aqu ∈ C,582

and their bounded counterparts for (2.1b)583

wq(r, θ) = AqwJq(k
wr)eiqθ, q ∈ Z, Aqw ∈ C.584

We select an analytic profile585

(7.1) g(θ) = εf(θ) = εecos(θ),586

and define, for any choice of the radius of the interface ḡ, the Dirichlet and Neumann587

traces588

uex(θ) := u(ḡ + g(θ), θ), ũex(θ) := (−∂Nuex)(ḡ + g(θ), θ),589

and590

wex(θ) := w(ḡ + g(θ), θ), w̃ex(θ) := (∂Nw
ex)(ḡ + g(θ), θ).591

From these we define, for any real η > 0, the impedances592

U ex(θ) := τuũex + iηuex, Ũ ex(θ) := τuũex − iηuex,593

and594

W ex(θ) := τww̃ex + iηwex, W̃ ex(θ) := τww̃ex − iηwex.595

In this case Y = iη and Z = −iη. We point out that a rather unscientific sampling of596

various choices for Y and Z did not yield a clearly superior result. We were somewhat597

surprised by this and will investigate further in future work. Consequently we left598

Y and Z as these Despres values for all subsequent computations. We select the599

following physical parameters600

(7.2) q = 2, Aqu = 2, Aqw = 1, η = 3.4, λ = 0.45, ku = 13.96, kw = 5.136,601

and numerical parameters602

(7.3) Nθ = 64, N = 16, Nr = 32.603

To demonstrate the behavior of our scheme we studied four choices of ε =604

0.005, 0.01, 0.05, 0.1. For this we supplied {uex, wex} to our HOPS algorithm to sim-605

ulate DNOs producing, {ũapprox, w̃approx}, and computed the relative error606

ErrorDNO
rel =

{∣∣∣w̃ex − w̃approx
Nθ,N

∣∣∣
L∞

}
/ {|w̃ex|L∞} .607
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In a similar way, we passed {U ex,W ex} to our HOPS algorithm to approximate IIOs608

giving, {Ũapprox, W̃ approx}, and computed the relative error609

ErrorIIO
rel =

{∣∣∣W̃ ex − W̃ approx
Nθ,N

∣∣∣
L∞

}
/
{∣∣∣W̃ ex

∣∣∣
L∞

}
.610

7.3. Robust Computation: DNOs versus IIOs. To begin we chose611

ḡ = 0.5, R(w) = 0.3, R(u) = 0.8,612

carried out the MMS simulations with our IIO method, (3.8), and report our results in613

Figures 2(a) and 2(b). We repeated this with our DNO approach [37] and display the614

outcomes in Figures 3(a) and 3(b). We see in this generic, non–resonant, configuration615

that both algorithms display a spectral rate of convergence as N is refined (up to the616

conditioning of the algorithm) which improves as ε is decreased.
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Fig. 2. Plot of relative error with five choices of N = 0, 4, 8, 12, 16 for a non–resonant config-
uration using the IIO formulation.
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Fig. 3. Plot of relative error with five choices of N = 0, 4, 8, 12, 16 for a non–resonant config-
uration using the DNO formulation.

617
Before proceeding, we note that the choice of radius ḡ = 1, will induce a singularity618

in the interior DNO resulting in a lack of uniqueness. To test performance of our619
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methods near this scenario we selected620

(7.4) ḡ = 1− τ, R(w) = 0.6, R(u) = 1.6,621

for two choices of τ . With the same choices of geometrical, (7.1), physical, (7.2),622

and numerical, (7.3), parameters as before, we selected τ = 10−12 resulting in ḡ =623

1 − 10−12. Once again, we conducted simulations with the IIO method, (3.8), and624

display our results in Figures 4(a) and 4(b). We revisited these computations with625

our DNO approach [37] and show our results in Figures 5(a) and 5(b). We see in this626

nearly resonant configuration, that while the IIO methodology continues to display a627

spectral rate of convergence as N is refined (improving as ε is decreased), the DNO628

approach does not provide results of the same quality.
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Fig. 4. Plot of relative error with five choices of N = 0, 4, 8, 12, 16 for a nearly resonant
configuration using the IIO formulation.
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Fig. 5. Plot of relative error with five choices of N = 0, 4, 8, 12, 16 for a nearly resonant
configuration using the DNO formulation.

629

To close, we chose τ = 10−16 in (7.4) resulting in ḡ = 1 − 10−16. After running630

simulations with the IIO method, (3.8), we display our results in Figures 6(a) and 6(b).631

We revisited these computations with our DNO approach [37] and show our results in632

Figures 7(a) and 7(b). We see in this resonant (to machine precision) configuration,633
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the IIO again displays a spectral rate of convergence as N is refined (improving as ε634

is decreased), while the DNO approach delivers completely unacceptable results.
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Fig. 6. Plot of relative error with five choices of N = 0, 4, 8, 12, 16 for a resonant configuration
using the IIO formulation.
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Fig. 7. Plot of relative error with five choices of N = 0, 4, 8, 12, 16 for a resonant configuration
using the DNO formulation.

635

7.4. Simulation of Nanorods. We close by returning to the problem of scatter-636

ing of plane–wave incident radiation uinc = exp(iαx− iγuz) by a nanorod (which de-637

mands the Dirichlet and Neumann conditions, (2.1c) and (2.1d), respectively). More638

specifically, we considered metallic nanorods housed in a dielectric with outer inter-639

face shaped by r = ḡ+g(θ) = ḡ+εf(θ). We illuminated this structure over a range of640

incident wavelengths λmin ≤ λ ≤ λmax and perturbation sizes εmin ≤ ε ≤ εmax, and641

computed the magnitudes of the reflected and transmitted surface currents, ũ and642

w̃. These we term the “Reflection Map” and “Transmission Map” in analogy with643

similar quantities of interest in the study of metallic gratings [38, 23] Our study of644

the Fröhlich condition, (1.1), indicates that there should be a sizable enhancement in645

each at an LSPR. In the case of a nanorod with a perfectly circular cross–section we646

computed the value as the λF satisfying (1.1), and in subsequent plots this is depicted647

by a dashed red line.648
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Using the TFE approach to compute the IIOs, we studied the periodic sinusoidal649

profile650

(7.5) f(θ) = cos(4θ),651

see Figure 8. With this we considered the following physical configuration

Fig. 8. Plot of the cross–section of a metallic nanorod (occupying Sw) shaped by r =
ḡ + ε cos(4θ) (ε = ḡ/5) housed in a dielectric (occupying Su) under plane–wave illumination with
wavenumber (α,−γu). The dash–dot blue line depicts the unperturbed geometry, the circle r = ḡ.

652

ḡ = 0.025, R(w) = ḡ/10, R(u) = 10ḡ, nu = nVacuum, nw = nAg,653

λmin = 0.300, λmax = 0.800, εmin = 0, εmax = ḡ/5,654655

so that a silver (Ag) nanorod sits in vacuum, with numerical parameters656

Nλ = 201, Nε = 201, Nθ = 32, Nr = 16, N = 8.657

Plots of the Reflection Map and Transmission Map are displayed in Figure 9. In658

Figure 10 we show the final slice (ε = εmax) of each of these, together with the659

Fröhlich value of the LSPR, (1.1), as a dashed red line. Here we see how even a

Fig. 9. Reflection Map and Transmission Map for a silver nanorod shaped by the sinusoidal
profile, (7.5), in vacuum. Here εmax = ḡ/5, ḡ = 0.025, λmin = 0.300, and λmax = 0.800.
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Fig. 10. Final Slice of Reflection and Transmission Maps at ε = εmax for a silver nanorod
shaped by the analytic profile, (7.5), in vacuum.

660
relatively moderate value of the deformation parameter (one fifth of the rod radius)661

can produce a sizable shift (about 40 nm from roughly 340 nm to 380 nm) in the662

LSPR location which our novel approach can accurately capture.663

8. Conclusion. In this paper we have investigated a High–Order Perturbation664

of Surfaces (HOPS) algorithm for the numerical simulation of a novel formulation665

of the problem of scattering of linear waves by a nanorod in terms of Impedance–666

Impedance Operators (IIOs). Not only does our new methodology enjoy the same667

advantages of our previous implementation in terms of Dirichlet–Neumann Opera-668

tors (e.g., surface formulation, exact enforcement of Sommerfeld radiation conditions,669

High–Order Spectral accuracy), but it is also immune to the Dirichlet eigenvalues670

which cause artificial singularities in our previous approach. In addition, our new671

formulation enables us to establish the existence, uniqueness, and analyticity of solu-672

tions to this problem, which we have taken pains to deliver. Finally, we have given a673

detailed description of our algorithm, and not only validated it but also demonstrated674

its efficiency, fidelity, and high–order accuracy.675

The authors would like to thank P. Monk for an extensive correspondence on the676

conditions (3.2) and (3.3) which was very useful to the authors.677

Appendix A. Existence, Uniqueness, and Regularity Theory.678

In this appendix we state, and briefly prove, two existence, uniqueness, and reg-679

ularity results for solutions of Helmholtz problems on simple interior and exterior680

domains.681

A.1. The Exterior Problem. We begin by considering the Helmholtz problem682

posed on the exterior of a cylinder. For this we define683

Ω(u) := {ḡ < r < R(u)}, Γ := {r = ḡ}, Σ := {r = R(u)},684

where Σ is an artificial boundary. With these we can state our result.685

Theorem A.1. Given an integer s ≥ 0, if F ∈ Hs−1(Ω(u)), U ∈ Hs−1/2(Γ),686

K ∈ Hs−1/2(Σ), and Y is at most an order–one Fourier multiplier, there exists a687
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unique solution of688

∆u+ ε(u)k2
0u = F, in Ω(u),(A.1a)689

− τu∂ru+ Y u = U, at Γ,(A.1b)690

∂ru+ T (u) [u] = K, at Σ.(A.1c)691692

where ε(u) ∈ R+, satisfying693

(A.2) ‖u‖Hs+1 ≤ C(u)
e {‖F‖Hs−1 + ‖U‖Hs−1/2 + ‖K‖Hs−1/2} ,694

where C
(u)
e > 0 is a universal constant, provided that695

(A.3) Im

{∫
Γ

((
Y

τu

)
u

)
u ds

}
≤ 0.696

Proof. Following [15, 7, 30] we consider the weak formulation697

A(u)(u, φ) +D(u)(u, φ) + E(u)(u, φ) = L(u)(φ),698

where699

A(u)(u, φ) :=

∫
Ω(u)

∇u · ∇φ+ uφ dV700

− Re

{∫
Σ

(∂ru)φ ds

}
+ Re

{∫
Γ

((
Y

τu

)
u

)
φ ds

}
,701

D(u)(u, φ) := −
(
ε(u)k2

0 + 1
)∫

Ω(u)

uφ dV,702

E(u)(u, φ) := −Im

{∫
Σ

(∂ru)φ ds

}
+ Im

{∫
Γ

((
Y

τu

)
u

)
φ ds

}
,703

L(u)(φ) := −
∫

Ω(u)

Fφ dV +

∫
Σ

Kφ ds−
∫

Γ

(
U

τu

)
φ ds.704

705

In order to resolve the uniqueness of solutions, we study this formulation when F ≡706

U ≡ K ≡ 0 and prove that u ≡ 0. For this we choose φ = u and recall that ε(u) ∈ R,707

so that it is clear that the imaginary part of the weak formulation is simply E(u).708

Enforcing that this be zero demands709

Im

{∫
Σ

(∂ru)u ds

}
= Im

{∫
Γ

((
Y

τu

)
u

)
u ds

}
.710

Rellich’s Lemma [6] tells us that u ≡ 0 provided that711 ∫
Σ

(∂ru)u ds ≤ 0, R(u) →∞,712

so that a condition for uniqueness of solutions is (A.3).713

Regarding existence of solutions and the estimate (A.2), we follow [15, 7, 30] and714

note that, for V = H1(Ω(u)), A(u) is a continuous, sesquilinear form from V × V to715

C which induces a bounded operator A : V → V ′ (see Lemma 2.1.38 of [41]). While716

the first two terms are standard the fourth requires that Y be at most a bounded,717

order–one Fourier multiplier. The third can be addressed by noting that718 ∫
Σ

(∂ru)φ ds =

∫
Σ

(
−T (u)u

)
φ̄ ds,719
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c.f., (2.3b), and using the fact that T (u) is an order–one Fourier multiplier [15, 7, 30].720

Furthermore, A is V –elliptic [41], i.e., there is a γ > 0 such that721

Re {A(v, v)} ≤ γ ‖v‖2V .722

The first two terms are the V –norm causing no problem. The second two terms723

require724

Re

{∫
Γ

((
Y

τ

)
u

)
ū ds

}
≥ 0, Re

{∫
Σ

(
−T (u)u

)
ū ds

}
≤ 0.725

However, as T (u) = −H ′p(kuR(u))/Hp(k
uR(u)) and Shen and Wang [42] have shown726

that727

Re
{
−T (u)

}
≤ 0,728

we have the V –ellipticity of A. By the Lax–Milgram Lemma (see Lemma 2.1.51 of729

[41]) the operator A satisfies730

∥∥A−1
∥∥
V←V ′ ≤

1

γ
.731

It is not difficult to show that D and E induce bounded operators D and E from732

L2(Ω(u)) to L2(Ω(u)) which are compact as V embeds compactly into L2(Ω(u)) [41].733

Fredholm’s theory [15, 7, 30] delivers a solution with the appropriate estimates pro-734

vided that the solution is unique (which we have just established).735

A.2. The Interior Problem. The other Helmholtz problem which arises in our736

developments is stated on the interior of a cylinder. Here we denote737

Ω(w) := {r < ḡ}, Γ := {r = ḡ},738

and we can now state our result.739

Theorem A.2. Given an integer s ≥ 0, if F ∈ Hs−1(Ω(w)) W ∈ Hs−1/2(Γ), Z740

is at most an order–one Fourier multiplier, there exists a unique bounded solution of741

∆w + ε(w)k2
0w = F, in Ω(w),(A.4a)742

τw∂rw − Zw = W, at Γ.(A.4b)743744

where Im
{
ε(w)

}
≥ 0, satisfying745

(A.5) ‖w‖Hs+1 ≤ C(w)
e {‖F‖Hs−1 + ‖W‖Hs−1/2} ,746

where C
(w)
e > 0 is a universal constant, provided that747

(A.6) Im

{∫
Γ

((
Z

τw

)
w

)
w ds

}
≥ 0.748

Proof. As before, we imitate [15, 7, 30] and study the following weak formulation749

A(w)(w, φ) +D(w)
1 (w, φ) +D(w)

2 (w, φ) + E(w)(w, φ) = L(w)(φ),750
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where,751

A(w)(w, φ) :=

∫
Ω(w)

∇w · ∇φ+ wφ dV − Re

{∫
Γg

((
Z

τ

)
w

)
φ ds

}
,752

D(w)
1 (w, φ) := −

(
Re
{
ε(w)

}
k2

0 + 1
)∫

Ω(w)

wφ dV,753

D(w)
2 (w, φ) := −

(
Im
{
ε(w)

}
k2

0

)∫
Ω(w)

wφ dV,754

E(w)(w, φ) := −Im

{∫
Γg

((
Z

τw

)
w

)
φ ds

}
,755

L(w)(φ) :=

∫
Ω(w)

Gφ dV +

∫
Γ

W

τw
φ ds.756

757

As before, to study uniqueness we consider G ≡ W ≡ 0 and establish that w ≡ 0. If758

we choose φ = w then it is clear that the imaginary part of the weak formulation is759

simply portions of D(w)
2 + E(w) and enforcing that this be zero demands760 (

Im
{
ε(w)

}
k2

0

)∫
Ω(w)

|w|2 dV = −
∫

Γ

((
Im

{
1

τw

}
Z

)
w

)
w ds.761

If we consider Im
{
ε(w)

}
≥ 0, then

∫
Ω(w) |w|2 dV ≤ 0, implies w ≡ 0 if (A.6) is762

verified.763

The existence of solutions and the estimate (A.5) are proven in analogous fashion764

to Theorem A.1 and we leave the details to the motivated reader.765
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