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High-resolution separated local field (SLF) experiments are employed in oriented-sample solid state NMR
to measure angular-dependent heteronuclear dipolar couplings for structure determination. While tradi-
tionally these experiments have been designed analytically by determining cycles of pulses with specific
phases and durations to achieve cancellation of the homonuclear dipolar terms in the average
Hamiltonian, recent work has introduced a computational approach to optimizing linewidths of the
TH-'>N dipolar resonances. Accelerated by GPU processors, a computer algorithm searches for the optimal
parameters by simulating numerous 'H-'>N NMR spectra. This approach, termed ROULETTE, showed
promising results by developing a new pulse sequence (ROULETTE-1.0) exhibiting 18% sharper mean
linewidths than SAMPI4 for an N-acetyl Leucine (NAL) crystal. Herein, we expand on this previous work
to improve the performance of the H-'>N SLF experiment and extend the work beyond the original
approach to new SLF experiments. The new algorithm, in addition to finding pulse durations and phases,
now searches for the optimal on/off application scheme of radio frequency irradiation on each channel.
This constitutes true de novo optimization, effectively optimizing every aspect of a pulse sequence
instead of just phases and durations. With an improved ROULETTE algorithm, we have found a new
TH-'>N pulse sequence, termed ROULETTE-2.0, yielding 32% sharper mean linewidths than SAMPI4 for
NAL crystal at 500 MHz 'H frequency. Whereas both SAMPI4 and ROULETTE-1.0 have a window where
the rf power on the I-channel is turned off, the new pulse sequence is entirely windowless.
Furthermore, the reliability of the algorithm has been greatly improved in terms of avoiding false posi-
tives, i.e. well-performing pulse sequences in silica that fail to render narrow resonances in experiment.
The program has been extended to the '>C,-"H,, SLF experiments, using a 6 subdwell architecture similar
to the "H-'°N optimization. Compared to the PISEMA pulse sequence, the mean '>C,-'H,, linewidth is 17%
sharper for the new pulse sequence, termed ROULETTE-CAHA. In addition to superior performance, the
work demonstrates the broad applicability of the algorithm and its adaptability to different NMR exper-
iments and spin systems.

© 2020 Elsevier Inc. All rights reserved.

1. Introduction

resolution separated local field (SLF) experiments have long been
utilized in oriented sample NMR [14-16]. These experiments typ-

Structure determination of uniaxially aligned membrane pro-
teins [1-9] and liquid-crystalline materials [10,11] by solid-state
NMR is based on the measurement of multiple heteronuclear dipo-
lar couplings (DC’s). Recent work has demonstrated that spectral
measurements of 'H-'>N and '3C,-'H,, DCs, complemented with
15N chemical shift anisotropy (CSA), can yield low RMSD backbone
folds in oriented protein samples [12,13]. The promise of this
method for structure determination depends on the ability to
obtain high-resolution NMR spectra that permit unambiguous
assignments and subsequent structure calculations. High-
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ically consist of a series of short rf pulses (<20 ps) on both the
low/dilute and high/abundant spins, e.g. ">N and 'H nuclei. The
main goal of the pulses is to cancel all homonuclear interactions
in the time-average Hamiltonian, allowing for the measurement
of just the heteronuclear couplings. Traditionally the above prob-
lem was treated analytically by using the average Hamiltonian the-
ory (AHT), but this method becomes increasingly difficult while
attempting to design better-performing pulse sequences involving
larger numbers of pulses (subdwells) and non-quadrature phases.

Computer modeling has long proved useful for simulating NMR
spectra [17-19] and producing new NMR pulse sequences [20]. A
recently proposed method determines pulse sequences (PS) in a
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fully automated fashion [21]. This method, termed ROULETTE
(Random Optimization Using the Liouville Equation Tailored to
the Experiment), is based on optimizing a scoring function for
the calculated spectra using a Monte Carlo simulated annealing
(MCSA) protocol. In optimizing the scoring function, ROULETTE
determines the optimal pulse phases and durations that selectively
evolve the desired DCs while yielding the narrowest possible line-
widths. The calculation can in principle include numerous pulses
or sub-dwells, non-quadrature phases, and a discrete application
of rf irradiation. Exhaustive MCSA sampling ultimately allows for
the determination of optimal PS parameters, i.e. pulse phases,
durations, and an rf irradiation scheme. Moreover, such a strategy
does not rely on AHT, but considers realistic many-spin density-
matrix simulations in order to predict PSs capable of yielding best
experimental outcomes. Ultimately ROULETTE produced over a
dozen of new PS’s with superior linewidths to the SAMPI4 PS when
run on an NAL crystal. The best of these PS’s can be easily refined to
further improve the score, or to adapt the parameters to different rf
field amplitudes. ROULETTE is also applicable to lossy biological
samples, which was previously demonstrated for selectively
Leucine-labeled Pf1 coat protein [21].

In spite of the demonstrated performance of ROULETTE, the
results have also showed that false positive sequences, i.e.
sequences having sharp linewidths in silica but failing experimen-
tally, were also rather common. Therefore, the generated pulse
sequences should be screened experimentally in order to find a
reliable PS that can be used for structure determination. While
for single-crystals such as NAL this can be achieved by running
short experiments, the screening of PSs may not be feasible for bio-
logical samples, which naturally take longer times to run (by
orders of magnitude). Furthermore, previous work was applied
only to a single type of SLF experiment, i.e. for '"H->N DC’s. It
would be of interest to apply this strategy of PS optimization to
other types of NMR experiments. Naturally, optimizing for differ-
ent NMR observables necessitates alterations to the simulated spin
system, interaction parameters, and model Hamiltonians.

The present work is aimed at accomplishing the following
goals: (1) improving on the optimization 'H-'°N DCs, (2) increasing
the reliability of NMR experiment simulations to predict experi-
mental results, and (3) generalizing this method to computer opti-
mizations of other NMR experiments, namely for '*C,-'H, DC's.
Specifically, we present updates to the fit function, which selects
far more reliable and superior PSs when run experimentally. This
has allowed us to generate a new PS that provides an even greater
improvement over the SAMPI4 sequence. Furthermore, the
approach was extended to design a novel sequence for measuring
13¢,-'Hy, DCs, which improves upon the PISEMA sequence. Taken
together, the results demonstrate generality of the ROULETTE
approach to optimizing various types of NMR experiments.

2. Methods
2.1. Software and hardware

All calculations were carried out on an Alienware Aurora RB
desktop computer with an Intel® Core™ 17-9700 K processor oper-
ating at 3.60 GHz. The computer was custom equipped with two
NVIDIA GeForce GTX 1080 Ti GPUs, on which the spectral simula-
tions were carried out. A Python simulation code was written
specifically to optimally distribute computations over two GPUs.

The code (provided upon request to the authors) has been
developed so that administering the main program is done by
external input scripts. The most important simulation parameters
such as spin coordinates, and experiment specifications are input
via text files, which are then read in by the program. The motiva-

tion for this setup was to make the program user-accessible
regardless of proficiency in the Python programming language.
The code was run primarily in the Anaconda © data science plat-
form, but can be implemented from any appropriate Python sup-
ported platform (Unix shell, Jupyter Notebook) as long as all
libraries and dependencies are met.

3. Spin system

Since the density matrix scales exponentially with the number
of spins, generally only fewer than a dozen of spins is practical in
terms of the simulation time and memory constraints. The selec-
tion of the spins is critical to retaining accuracy. Generally the clos-
est spins to the coupling of interest will have the greatest effect on
the system and thus should be included up to a certain cutoff dis-
tance. The same coordinates were used for the 'H-'°N system as in
the previous work [22]. The coordinates are generated from a
polyalanine alpha helix, and include the seven closest 'H spins to
a backbone >N (all within 3 A), yielding 8 spins total (cf. Fig. 1a).
The coordinates used for simulating '>C,-'H,, experiments include
the three closest 13C atoms and five closest 'H atoms (all within 2.5
A) to the 3C, of interest, totaling 9 spins (cf. Fig. 1b).

Whereas '°N is a more dilute spin, the '3C,, spin is interacting
with other carbons in uniformly labeled samples, and thus
13c-13C DC’s will need to be canceled out simultaneously with
the 'H-'H homonuclear interactions, which represents an addi-
tional challenge for PS design. Naturally with an additional spin,
13¢,-'H,, optimizations took longer to run than the 8 spin 'H-'°N
system (density matrix dimension of 512 vs 256, respectively).

Another improvement over the previous simulation method
was to implement a more accurate method for generating the
desired dipolar couplings. In the previous work the value of the
coupling for the DC of interest was manually changed prior to cal-
culating the Hamiltonian. Instead of directly setting the desired
coupling value, the entire spin system is now rotated until the cou-
pling value is as close to the intended frequency as possible. The
implementation uses a simplex solver to find an axis orientation
and rotation angle about that axis from 0 to 180°. All DC'’s change
as the bonds in the system rotate, and ultimately the coordinates
that yield the closest heteronuclear DC to the intended frequency
are used throughout the simulation. For example, if 4 different cou-
pling values are being probed in a simulation, there will be 4 differ-
ent sets of spin coordinates used to generate their respective
Hamiltonians. This contrasts with the previous work in which
the coordinates for all spins stayed the same, and only the value
of one coupling was changed.

4. The scoring algorithm

The previous ROULETTE algorithm defined a scoring function
that was solely focused on optimizing two main aspects; (1) mea-
surement of the relative frequency positions of peaks, prior to the
application of a scaling factor, that should appear in the correct
ratios given their desired target couplings, and (2) optimization
of the collective amplitudes for the probed couplings. The first cri-
terion remains paramount for predicting PSs that successfully
decouple homonuclear and heteronuclear interactions. The second
goal is to optimize peak sharpness, i.e. the full width of an NMR
resonance at a specified peak height (usually at half height). How-
ever, directly using the peak width as an objective measure suffers
from ambiguity in the absolute position of the peak itself (since the
scaling factor for a PS is not known a priori); thus, peak intensity
was chosen as a suitable proxy for peak width in the initial concept
of the ROULETTE algorithm. Indeed, a well performing PS should
yield narrow line widths and, thus, high amplitudes. However,
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Fig. 1. a) Spin system used for NH optimizations; b) Spin system used for '>C,-'H,, optimizations, both taken from the coordinates of a polyalanine helix. In a), the spins
included are all H atoms that are within 3 A of the '*N for the 'H-">N of interest, and in b) all C and H atoms are located within 2.5 A of the '3C,, for the 'C,-'H,, DC of interest.

while intuitively one would expect the peak amplitudes to increase
with the narrowing of the peaks, in practice arbitrary dwell times
belonging to different PSs can cause these two attributes to
become more independent from each other. This is due to the fact
that the absolute amplitudes of Fourier-transformed time-domain
signals depend on the interval between two successive samples.
Therefore, the frequency-domain spectrum needs to be multiplied
by the apparent dwell time for a fair comparison of intensities
between different PS’s. For instance, optimization of unnormalized
intensity (as given from direct application of fft transform) could
favor abnormally low scaling factors (<0.5) over scaling factors that
are closer to those seen in SAMPI4 or PISEMA (0.6-0.8). Taking
these considerations into account, the fit function was modified
to directly incorporate the in silica measurement of peak widths
together with peak intensities. It is important to note, however,
that prior to the application of a scaling factor, the frequency scale
is arbitrary, and thus the measured linewidths w between two
different spectra are not directly comparable. Determination of
the average scaling factor requires a linear regression for several
dipolar couplings, and in the interest of computational efficiency
it is preferable to postpone its evaluation until the optimization
is finished. Therefore, the peak width is approximated by the ratio
of the expected and calculated frequencies for each peak, namely:

w; Wcalc fexp> (1 )

Falc
1
Due to small variability in the scaling factor, this approximation

tended to slightly overestimate peak widths for the highest cou-
plings, and likewise produced underestimates for the lowest cou-
plings. In spite of this imperfection, such an approximation was
found to be sufficient given the performance of predicted PSs in
experiment. Similarly to the previous work, n dipolar couplings
having various peak intensities and widths have been first consol-
idated into their respective geometric means, viz:

(height) = (Hl) )

(width) = (Hw) 3)

where [; and w; are the peak amplitudes (intensities) and widths,
respectively, for the generated peak i. The geometric mean ensures
that all simulations produce a collectively good result by avoiding a
situation where the score could be biased toward one dipolar cou-
pling at the expense of others. In addition, the ratio of the measured
couplings between different simulations should be consistent with

the ratio of the true couplings measured between the S and I spins
(which in turn depend on the rotated atomic coordinates). This is
most easily accomplished by comparing the calculated ratio of fre-
quencies for a pair of peaks with their expected ratio. Ultimately,
this work makes two major updates to the scoring function [21],
namely: (1) concomitantly optimizing for peak widths and ampli-
tudes; (2) while the previous work used the absolute difference
between the expected and calculated frequency ratios, the present
work now utilizes a Gaussian shaped function to penalize for this
difference. The choice for using a Gaussian function was motivated
by its smoother shape, which should facilitate the searching of
parameter space as opposed to just taking absolute values [21].
The final form of the fit score function (or pseudoenergy, E) used
in the present work is given by:

E = (wty (width) —

n— calc ; pcalc ex] exp\ 2
X l—Il Q- (Q-1)exp _<fl+]/fl—W>

wty (height))

z

(4)

The exponential function in the second term of (Eq. (4)) evalu-
ates the difference between the frequency ratios of the calculated
couplings between two successive simulations fi.1/f; and the ratios
of the true (or expected) couplings. In (Eq. (4)), the deviation
parameter z ultimately determines precision for the expected fre-
quency ratios between successive simulations. The parameter Q
sets the maximum penalty for incorrectly evolved DC’s. In this
work, Q was tuned to effectively penalize violations of peak ratios,
and largely depended on the PS architecture. In practice the Q val-
ues ranged from 3 to 100. An increase of Q had to be comple-
mented with a congruous increase of z, which in turn ranged
from 0.4 to 10 to maintain an appropriate shape near the nadir
of the function. The nature of the quantities (width) and (height)
necessitates additional consideration of their respective weighting
factors, wt,, and wty, . These weights need to be determined for the
spin system of interest in order to tune the relative contributions of
(width) and (height) to the fit function. To keep (Eq. (4)) positive,
the inequality wt,, (width) > wt, (height) must hold. This condition
is ultimately upheld by an appropriate choice for wt,. The peak
intensity should generally increase in magnitude as the spectrum
gets sharper. In the original ROULETTE, optimizing peak intensity
meant that the objective function was minimized to the most neg-
ative (<0) quantity possible. By contrast, (Eq. (4)) is a positive
quantity decreasing in magnitude as the spectrum gets sharper.
This changed the original problem from being a minimization to
the most negative value, to a minimization to the least positive
value possible. The determination of appropriate values for wt,,
and wt, was based on the relative magnitudes of (width) and
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(height), to ensure that the quantities were jointly optimized. The
minus sign in (Eq. (4)) conceptually renders (height) as a “discount”
to (width). Thus, (width) is intended to primarily drive the opti-
mization. To maintain the scoring function as a positive quantity,
the upper bound of wt;, must satisfy the following condition:

upper _ Wy (width) ..
WS Theight), ®)

In this work the weight for peak width, wt,,, was always set to 1.
Naturally, in fully optimized sequences, (width) will reach its min-
imum and (height) its maximum. Due to the different interaction
parameters, coordinates, and spin systems, these respective values
were different between 'H-'°N and '3C,-'H,, simulations. After the
additional multiplication of the total dwell by a factor of 10%, the
maximum (height) was around 15 for the generated 'H-'°N
sequences while the minimum (width) was typically between
200 and 300 (Hz). For '3C,-'H,, sequences the maximum (height)
varied between 3 and 5 and the minimum (width) was between
400 and 500. The wt;, values ultimately chosen for optimizing the
two experiments were 15 and 100, respectively.

The Python function tasked with identifying and quantifying
the peaks in a 1D spectrum is find_peaks from the scipy.signal
library. A direct approach to this problem would be to measure
all peaks in the spectrum without any conditions. This risks consid-
ering small artifacts in a spectrum which, by virtue of their unsub-
stantial shape and intensity, would have smaller peak widths than
any real, intense peak. Conversely, setting strenuous conditions for
defining peaks risks not measuring any, which is uninformative to
the algorithm as it seeks to optimize the fit function. A compromise
was found between these two extremes by imposing rather loose
conditions for what constitutes a peak, and then penalizing for
the presence of unsubstantial artifacts. Since artifacts tended to
cluster near the middle and edges of the spectra, the program
defined a specific range in which to look for the peak, often
1 kHz from both the negative edge and the center of the spectrum.
Amongst all identified peaks, only the most prominent was consid-
ered since only one heteronuclear DC resonance is expected for the
spin system of interest. There were three main quality control
measures implemented in the event that an identified peak had
an erroneously low linewidth, perhaps because it was a small arti-
fact rather than a true resonance, or had a serrated shape. First, the
minimum target peak width was set to 80 Hz for 'H-!°N DC’s, and
150 Hz for '3C4-'H,, DC’s. These values were determined by trial
and error. Second, while peak width is often measured at half
height, it was more effective to measure width closer towards
the base (for simulation purposes only). In this work measuring
the full peak width at a height fraction of 0.85 from the top was
sufficient (instead of the more conventional 0.5). Third, in spite
of their linewidth, peaks too unsubstantial to be considered as true
resonances tend to have low intensity. While the minimum peak
intensity threshold can be passed as an argument to the find_peaks
function, such an option often led to no identification of any peaks
in the spectrum when the algorithm was in a suboptimal parame-
ter space. To account for such a scenario, a penalty for the mea-
sured linewidth using a pre-defined intensity threshold is
imposed:

€

W?O” = W'(neas (Iti) lf Imeas < Ithr (6)
Imeus

Here the correction penalty applies only if the measured inten-

sity is less than Iy, which prevents (Eq. (6)) from further affecting

the score above the threshold. The parameter ¢ allows the effect of

the ratio to be amplified or attenuated, and was often set to 1.2,

while I, was always set to 1.0. If I, is not surpassed then the
equation will increase the apparent registered peak width, which
is then used in (Egs. (3) and (4)).

Previous work used a simulated annealing protocol with the
Metropolis criterion [23] in order to search and optimize the PS
parameter space. Simulated annealing is implemented by lowering
the temperature slowly, defined in (Eq. (7)) by an inverse temper-
ature parameter, W, in order to maintain an equilibrium sampling
of the Boltzmann distribution of states as the algorithm descends
in pseudoenergy, E. Namely, the Metropolis criterion reads:

Accept move if exp(—WAE) > rand(0 — 1) (7)

In general, this process works for a relatively smooth and well-
behaved fit function. Equation (4) does not meet this criterion,
since small changes in some parameters can radically change the
shape of the spectrum, and thus the score. Simply running a simu-
lated annealing protocol, i.e. slowly increasing W throughout the
simulation, risks locking the search into high-score traps, and pre-
venting the broad search of parameter space. For the optimization
presented in this paper, the temperature schedule was augmented
with an adaptive thermostat. Adaptive temperature in this context
means either increasing or decreasing the temperature at regular
intervals in order to maintain a certain proportion of uphill moves.
This allows the algorithm enough flexibility to jump out of high
score traps, as well as driving it downhill to the best score possible.
The inverse temperature was adjusted according to the previous
sampling history by using the following approximation:

Wi =W, exp (—Wi_1AQ)

if E < Egyy,else W) (8)

That is, the current inverse temperature W; is determined based
on whether a score threshold E, is crossed, above which a linear
simulated annealing schedule is used, and below which adaptive
temperature is used. The linear schedule W* for every increment
step is predetermined at the beginning of the program. The adap-
tive temperature protocol utilizes the past history of the pseudoen-
ergy jumps, AE. Parameter AQ is a list of AE values for the past q
number of uphill steps. The purpose of AQ is to give a sense of
the score landscape in the current parameter space, so that the
next temperature can be determined to achieve a p proportion of
uphill steps. The previous temperature W;_; is then rescaled by
the ratio of the average value of the Metropolis criteria imple-
mented for all members of 4Q, and the desired proportion of uphill
steps p. The main idea of (Eq. (8)) is to allow the simulated anneal-
ing protocol to broadly search the parameters at high temperature/
low W, and when the score (pseudoenergy) becomes sufficiently
low, i.e. a good candidate for a decoupled sequence is found, the
algorithm would then sharply pursue the minimum using the
adaptive temperature schedule. This combined temperature proto-
col delivered reliable and consistent results for almost all simula-
tions, which eases the requirement for running numerous trials
in anticipation of failed optimizations. For this work g was set to
200, which was sufficient to accurately predict the next tempera-
ture. The parameter p was typically chosen as to maintain 5% uphill
steps per temperature level. The score threshold E,;, was set to
4,000. The linear simulated annealing schedule incremented the
inverse temperature from W= 10> to W=5 x 1073,

To ensure the algorithm works for a variety of orientations and
DCs, four target splittings were run per evaluation of pseudoen-
ergy, (Eq. (4)). For 'H-'°N sequences, the full dipolar splittings
were 5, 10, 15, and 20 kHz; whereas for 1>C,-'H,, PS’s, which have
a DC constant more than twice as large as 'H-'°N, the splittings
were 10, 20, 30, and 40 kHz. Experimentation with various PS
architectures revealed that some schemes are more conducive to
optimization than others. The preferred PS architecture for opti-
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mization consisted of 6 subdwells (cf. Fig. 2a), which tended to
minimize the fit function most effectively, although up to 9 sub-
wells have been considered (results not shown). Mirror antisym-
metry was imposed for phases, meaning mirrored subdwell pairs,
i.e. first and last, second and fifth, etc, always differed by 180°,

ie.d;j = dpin_j.q1 (for N subdwells). Imposing such antisymmetry
reduces the number of optimization parameters and conforms to
many existing pulse schemes that are typically based on canonical
matrix transformations involving average Hamiltonians [14-16].
Mirror symmetry (first equal to last, second equal to next to last. ..
etc) was imposed for pulse durations and ®,s amplitudes. Pulse
phases naturally ranged from 0 to 360°. Durations were random-
ized within a range of 0.5-4, in the units of the 90-degree pulse,
too. The rf amplitudes were specified as Boolean variables, i.e.
either on or off. The 'H-'>N simulations (and experiments) had
an o, amplitude of 58.14 kHz, while *C,-'H,, PS’s were optimized
at 63 kHz. Each simulation had 100 temperature increments, with
200 random steps per temperature. The FID in each simulation was
sampled at 256 t; points. Longer refinements were often needed,
especially if the score was still decreasing upon reaching the max-
imum number of pre-defined iterations.

5. Results
5.1. Simulations

To illustrate the in-silica performance of 'H-'>N SLF experi-
ments, shown in Fig. 2b is the simulated result for the new top
experimental PS, ROULETTE-2.0, which is compared to our previ-
ous top sequence, ROULETTE-1.0, and SAMPI4.

One important aspect of Fig. 2b is the retroactive scoring of the
previously developed ROULETTE 1.0 and SAMPI4 by (Eq. (4)). Their
scores in the low 200's are still rather good considering that nei-
ther was optimized with the score fit function used in this work.
ROULETTE-2.0 had both the sharpest parameter (width) and high-
est (height) (as given by Eqgs. (2) and (3)), while ROULETTE-1.0 was
previously optimized for the (height) alone. It is also clearly evident
from the spectra that the individual resonances line up almost
exactly with their expected dipolar couplings. We hypothesize that
this result is due to an improved optimization by using the new
adaptive temperature protocol, which attains global minima more
efficiently.

ROULETTE-1.0, having a relatively large scaling factor of 0.589,
represents a rather exceptional example for the previous

a
Odd dwells Even dwells
X q)ll ¢12 ¢13 q)14 q)15 ¢16 wll wlZ wlf& w14 wlS w16
H q)21 ¢22 ¢23 q)24 ¢25 q)26 w21 wzz w23 w24 lll)25 w26
[1 t2 t3 [3 t2 tl [1 t2 t3 t3 ZL2 tl
b c
125 A 67
100 1
4
75
[ 27
50 1 <
%
25 Eo
0.0 L WL ‘d- -HLJ‘L 5
723 1 — ROULETTE-20
| — ROULETTE-1.0 —4 1 —— ROULETTE-CAHA
=50 1 — sampi4 —— PISEMA
10000 7500 -5000 -2500 0 2500 5000 7500 10000 20000 ~15000 ~10000 5000 0 5000 10000 15000 20000
"H-"*N Dipolar Coupling (Hz) 'H_-"*C_ Dipolar Coupling (Hz)
Pulse sequence Score  <width>  <height> scf Pulse sequence score  <width> <height> scf
(Hz) (Hz)
ROULETTE-2.0 99 242 10.02 0.725 ROULETTE-CAHA 161 623 4.77 0.58
ROULETTE-1.0 226 359 9.35 0.589 PISEMA 438 680 296 0.82
SAMPI4 | 220 308 7.57 0716

Fig. 2. A. Generic ROULETTE pulse sequence architecture showing six (6) odd and 6 even subdwells. All pulses are applied on resonance. B. The simulation results for 'H-'>N
ROULETTE-2.0, ROULETTE-1.0, and SAMPI4. For each PS, four (4) simulations were run at the full target dipolar splittings of 20, 15, 10, and 5 kHz. C. The '*C,-'H,, simulation
results for ROULETTE-2.0 as compared to PISEMA. The four target dipolar splittings for the simulations were 40, 30, 20, and 10 kHz. Shown below the spectra are the tabulated
results of the PSs, including the unitless average (height) (Eq. (2)), (width) in Hz, (Eq. (3)), unitless score (Eq. (4)), and the theoretical scaling factor, scf. All spectra are plotted

with scf applied to their respective frequency domains.
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algorithm. Many of the previous solutions had scaling factors<0.5,
well below that of SAMPI4 (0.72). While optimizing scf is imprac-
tical, the unusually low values of scf could be an indicator for false
positives. It is also likely that scoring the intensity alone can lead
the optimization astray. Almost all optimized sequences under
the new method had scf between ca. 0.6-0.8. Since these sequences
tend to have longer dwells, and thus smaller frequency domains,
their scaled peak widths tend to be narrower than for pulse
sequences with short dwells. This justifies optimizing the collec-
tive line widths together with other spectral attributes.

Since SAMPI4 can only probe maximum DC’s of up to ca. + 14 k
Hz at a typical rf amplitude of ca. 60 kHz, *C,-'H, optimizations
were compared to PISEMA which is capable of covering the
required range of the dipolar couplings (+23 kHz) at this rf field.
Fig. 2c displays PISEMA overlayed with the simulation of the best
experimentally performing optimization, titled ROULETTE-CAHA.
While both sequences exhibit good theoretical widths,
ROULETTE-CAHA has a 61% higher (height) score. Once again,
the comparison shows that the optimization algorithm
effectively accomplishes its goal of minimizing the desired fit
function.

ROULETTE-2.0 was optimized at w;s = 58.14 kHz; ROULETTE-
CAHA was optimized at o,s = 63 kHz; The phases for the X (i = 1)
and H channels (i = 2) corresponding to odd-dwells (¢;) and even
dwells () are given for the subdwells j = 1, 2, 3 only, with the
phases for j = 4, 5, 6 being mirrored and additionally shifted by
180° (cf. the text). All rf pulses are applied on resonance.

Both pulse sequences have a 6-subdwell architecture to evolve
the t; dipolar dimension, cf. Table 1. Table 1 also summarizes the
relevant pulse parameters for the two new SLF sequences, one
optimized for the subsequent 'H-'>N experiments and the other
for '3C4-'H, experiments referred to as ROULETTE-2.0 and
ROULETTE-CAHA, respectively (Bruker Topspin 2.0 pulse programs
are provided in Supplementary material). These PSs, among others
optimized in this work, displayed better linewidths than their
respective counterparts, SAMPI4 and PISEMA. Unlike the pulse
sequences optimized in the previous work [21], which essentially
followed SAMPI4 power application scheme, the present pulse
sequences are “windowless”, i.e. the rf power on both channels is
always on. As a consequence, these sequences have additional
phases ¢,3 and \s,3, whereas for ROULETTE-1.0 these values were
not applicable since the power was off on subdwells 3 and 4 for
the I-channel. It is interesting to note that the majority of the sim-
ulations indeed converged to rf power being all on, suggesting that
this may be an optimal pulse application scheme for SLF experi-
ments. PS’s with windows and relatively low scores have also been
tested experimentally; however, the resulting linewidths were
inferior to those observed in the windowless sequences (results
not shown).

6. Experimental results on NAL at 500 MHz 'H frequency

All NMR experiments were run on a 500 MHz 'H spectrometer
using an NAL single crystal (18 mg). The majority of the generated
TH-15N pulse sequences rendered sharp spectra. The RF amplitudes
were experimentally calibrated at o, = 58.14 kHz, for 'H-'°N
experiments and at m,s = 61.4 kHz for 'H, -'3C,, experiments, i.e.

the same or nearly the same as the ones used in the optimizations.
Fig. 3 shows the spectrum of ROULETTE-2.0 overlaid with SAMPI4
for comparison. A marked improvement in the dipolar linewidths
over SAMPI4 can be seen for all four peaks in the spectrum.

It should be noted that implementing the newly optimized
pulse sequences on a 500 MHz spectrometer having three dedi-
cated rf amplifiers for the three channels (1H, '3C, '°N) has greatly
improved the linewidths for the computationally optimized pulse
sequence vs. SAMPI4. This suggests that the false positives previ-
ously reported for the 300 MHz spectrometer may in fact have
been false negatives, i.e. potentially viable PSs that yielded broad
resonances in experiment. ROULETTE-2.0 now exhibits 32% shar-
per average linewidths over SAMPI4 (measured conventionally as
full peak widths at half peak heights), as compared to just 18%
sharper average linewidths for ROULETTE-1.0, previously obtained
on the 300 MHz spectrometer [21]. The latter was equipped with a
dual amplifier for both channels, for which slower rise time and
more visible pulse distortions have been observed. We also note
that the gains are reported here as the percentage difference, i.e.
the difference between the two linewidths divided by the average
between the two values. Furthermore, whereas there was previ-
ously a notable disparity [21] in the frequencies of higher dipolar
couplings between the ROULETTE pulse sequences and SAMPI4,
now the measured spectra overlap nearly perfectly.

The '3C-detected spectrum, acquired using the ROULETTE-
CAHA sequence (Table 1), is shown in Fig. 4 for comparison with
PISEMA [14]. Similarly to 'H-'>N DC’s, the 3C,-!H,, SLF spectrum
of NAL contains 4 intense resonances for '*C, carbons, but there
are also additional resonances from other !3C sites of the molecule,
such as carbonyl, beta, gamma, and methyl carbons (up to 32
total). The 'C,-'H,, resonances of interest can be readily assigned
by the presence or absence of additional '>C,-!°N splittings when
measured with and without >N decoupling. The PISEMA spectrum
of Fig. 4a (blue contours) identifies the C4H,, peaks ranging from 10
to 20 kHz, as evident by the presence of doublets when compared
to the '>N-decoupled ROULETTE-CAHA (red contours), which exhi-
bits *C,, NMR resonances in between. The fourth peak, around
(32 ppm, 9 kHz), does not completely split for un-decoupled
PISEMA, but still can be identified by its broader intensity distribu-
tion. Fig. 4b allows for a more direct comparison of linewidths
when '°N decoupling is applied in both experiments. The
ROULETTE-CAHA PS has a 17% sharper mean linewidth (also
reported here as a percent difference) when compared to the
PISEMA values.

An important aspect of computer-generated pulse sequences is
their robustness and scalability of the subdwell timings with
respect to arbitrary rf amplitudes. We have refined ROULETTE-
CAHA at a relatively modest rf frequency amplitude of 50 kHz,
which resulted in a slight re-optimization of the phases and tim-
ings originally obtained at 63 kHz rf amplitude (cf. Table 1). It
should be noted that neither PISEMA nor SAMPI4 would be able
to properly evolve the largest observable C,H, coupling of ca.
19.5 kHz at this rf amplitude since the corresponding Nyquist fre-
quencies in the dipolar dimension would be smaller than this
value. Fig. 5 shows the full ROULETTE-CAHA spectrum exhibiting
additional '3C resonances present in NAL including the carbonyl,
beta, gamma, and methyl carbons. The latter can be easily identi-

Table 1

Parameters for ROULETTE-2.0 and ROULETTE-CAHA pulse sequences.
Sequence P11 P12 P13 21 (2% 23 V12 V13 Va1 V2 Va3 ti(ps)  t(ps)  ts(ps)
ROULETTE-2.0 201.5 189.6 141.3 247.5 288.1 181.9 1519 2725 153.8 165.3 72.7 10.99 3.19 6.46
ROULETTE-CAHA  234.7 1594 2579  228.1 155.3 197.8 54 287.5 285.5 7.4 185.8 6.48 5.15 2.16

ROULETTE-2.0 was optimized at o,f = 58.14 kHz; ROULETTE-CAHA was optimized at m,s = 63 kHz; The phases for the X (i = 1) and H channels (i = 2) corresponding to odd-
dwells (¢ij) and even dwells (yij) are given for the subdwells j = 1, 2, 3 only, with the phases for j = 4, 5, 6 being mirrored and additionally shifted by 180° (cf. the text). All rf
pulses are applied on resonance.
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Fig. 3. Overlay of SLF spectra of NAL crystal obtained using pulse sequences SAMPI4 vs. ROULETTE-2.0 (from Table 1) correlating the dipolar 'H-'>N dimension with >N CSA.
Individual linewidths in the 'H-'>N dimension measured at half peak heights are indicated in Hz. The mean linewidth amongst the 4 peaks is 201.75 and 146.5 Hz for SAMPI4

and ROULETTE-2.0, respectively (yielding a 32% average gain in resolution).
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Fig. 4. Overlays of PISEMA and ROULETTE-CAHA (cf. Table 1) spectra of NAL crystal at 500 MHz 'H frequency. The 3C,-'H,, DC dimension, along the y-axis, is correlated with
13C CSA, along the x-axis. In a), the PISEMA experiment (blue) was run without '>N decoupling, allowing one to easily identify '>C, resonances; by contrast, ROULETTE-CAHA
(red) was run with "N decoupling. In b), both PISEMA and ROULETTE-CAHA, were run with >N decoupling. All four relevant resonances are marked with their corresponding
linewidths (in Hz) in the DC dimension. The mean linewidths in b) are 319 Hz and 270 Hz for PISEMA and ROULETTE-CAHA, respectively. The unmarked peaks correspond to

the aliphatic carbons, presumably arising from 13CB sites.

fied by the dipolar quadruplets produced by CHs spin systems in
the doubly tilted rotating frame under the spin-lock conditions
[24]. As can be seen, all dipolar couplings are evolved at 50 kHz
if field strength with linewidths comparable to those obtained at
the higher rf field. We would like to note that well resolved reso-
nances could be obtained even without any optimization by simply
rescaling all subdwell timings by the ratio 63/50 while keeping the
same phases.

7. Discussion

The original ROULETTE implementation [21] has left several
outstanding issues pertaining to the feasibility of the method.
The presence of frequent false positives between the simulations
and experiment suggested a shortcoming of the optimization
method used in the previous version of ROULETTE. Furthermore,
despite promising results for 'H-'>N DC’s, only phases and dura-
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tions were optimized while using the existing power application
scheme of SAMPI4. The present work has addressed those out-
standing questions and improved on the strategy for automated
de novo PS design.

Several critical modifications of the algorithm appear to have
improved the efficacy of the optimization protocol. It is likely that
the adaptive temperature protocol has significantly improved the
algorithm’s ability to minimize the score, irrespective of the choice
for the fit function. Simulated annealing, while effective for
smoother energy surfaces, often struggles to find stable minima
on complex energy surfaces that have many barriers and local min-
ima. This may be the case in evaluating PSs with many fitting
parameters and a complicated fit scoring function, cf. (Eq. (4)).
The adaptive temperature protocol strategically increases or
decreases the temperature to ensure a reasonable amount of uphill
moves so that the parameter space is adequately searched. Fur-
thermore, the program has been developed to easily extend or
refine any previously optimized sequence. This expands on the
simulation tools at the disposal of the user for pulse sequence sim-
ulations and optimizations.

A further important modification was the addition of rf ampli-
tudes as optimization parameters. The first version of ROULETTE
only optimized for pulse phases and durations. Adding the rf
amplitudes as fitting parameters transforms ROULETTE into a true
de novo pulse sequence design method. Despite greatly increasing
the parameter space for the fit function, the algorithm was able to
handle more variables without getting stuck in local minima.

The simulation results also suggest that the new fit scoring
function (Eq. (4)) has greatly benefitted the algorithm in selecting
viable PSs. With the inclusion of the mean spectral widths to the fit
function, now the scaling factors of all optimized sequences fall
within a narrow range (0.6-0.8). Previously, using only the mean
heights together with the DC frequency ratios generally produced
two families of solutions: one with small s¢f's and one with larger

scf’s closer to that of SAMPI4 or PISEMA. The consistency in the
scaling factors between different optimizations suggests that the
fit function now converges to a consistent pulse sequence architec-
ture, and is less prone to random local optimizations than the pre-
vious fit function.

Experimental results on the 500 MHz spectrometer have
allayed several concerns that emerged from the previous work
with ROULETTE. The false positive outcomes, i.e. well-scoring
sequences in the simulation but ineffective in the experiment, have
largely been absent on the 500 MHz spectrometer. More impor-
tantly, amongst the computationally optimized pulse sequences,
there was no longer any pronounced disparity among the experi-
mental frequencies for 'H-'>N DCs for all 4 peaks of NAL as mea-
sured by ROULETTE vs. SAMPI4. Moreover, instead of the
previous improvement of 18% for the mean linewidths over
SAMPI4, ROULETTE-2.0 has now demonstrated a 32% improvement
on the 500 MHz spectrometer. All the above improvements over
the earlier results strongly indicate that the previous false positives
were in reality false negatives, and that the more basic hardware of
the 300 MHz spectrometer was not suitable for properly imple-
menting the complex pulse sequences.

Optimizing pulse sequences for evolving '>C4-'H, DC’s pre-
sented new challenges for both the algorithm and the experimen-
tal testing of computationally designed PSs. With a change in the
spin system and dipolar couplings of interest, the temperature
and scoring parameters needed to be re-tuned for optimal perfor-
mance. Furthermore, while the choice of 6 subdwells was proven
to be sufficient for evolving '"H-'°N DC’s, there was no prior assur-
ance that it would be appropriate for 13C,-'H,, DC’s. However, sim-
ulations have indicated that 6 subdwells with continuously applied
rf power constitutes a viable choice for a generic SLF architecture,
since it produces sharper and more intense dipolar peaks than
PISEMA and SAMPI4 both in silica and experiment. It is also note-
worthy that several ROULETTE sequences having different phases
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and durations (and even power application schemes) produced
NMR spectra of similar quality, which may indicate that there
may be no single universal PS for such type of experiments.

8. Conclusions

We have demonstrated an improved automated design for the
heteronuclear SLF sequences for measuring 'H-'°N and 3C,-'H,
DCs, which has greatly advanced the ROULETTE method. The new
scoring fit function has yielded pulse sequences with consistent
scaling factors and produced sharp dipolar peaks when tested
experimentally. The windowless nature of the new pulse sequence
makes it less susceptible to rf amplifier rise times while not requir-
ing any 'H frequency switches as in PISEMA. Moreover, the rela-
tively small scaling factors and short dwell times allow for
measuring the much larger '3C,-'H, dipolar couplings even at
moderate rf powers of 50 kHz. The presented sequences should
be fully applicable at higher By fields, thus benefitting from addi-
tional sensitivity and resolution.

Success in extending ROULETTE to '3C,-'H, experiments sug-
gests that the method can be further extended for designing other
oriented-sample NMR experiments involving '°N, '3C, and 'H
nuclei. With the availability of pulse sequences involving '3C
dimensions, a once elusive goal for oriented-sample NMR - deter-
mination of side-chain conformations for membrane proteins -
could become attainable at last.
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