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Abstract

Scoliosis, an abnormal curvature of the human spinal column, is characterized by a lateral deviation of the spine,
accompanied by axial rotation of the vertebrae. Adolescent Idiopathic Scoliosis (AIS) is the most common type, affecting
children between ages 8 to 18 when bone growth is at its maximum rate. We propose a mechanistic machine learning algorithm
in order to study patient-specific AIS curve progression, which is associated with the bone growth and other genetic and
environmental factors. Two different frameworks are used to analyse and predict curve progression, one with implementing
clinical data extracted from 2D X-ray images and the other one with incorporating both clinical data and physical equations
governing the non-uniform bone growth. The physical equations governing bone growth are affiliated with calculating all stress
components at each region. The stress values are evaluated through a surrogate finite element simulation and a bone growth
model on a detailed patient-specific geometry of the human spine. We also propose a patient-specific framework to generate
the volumetric model of human spine which is partitioned into different tissues for both vertebra and intervertebral disc. It is
shown that implementing physical equations governing bone growth into the prediction framework will notably improve the
prediction results as compared to only using clinical data for prediction. In addition, we can predict curve progression at ages
outside the range of training samples.

(© 2020 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

Scoliosis, a 3D deformation of the human spinal column, is characterized by a lateral curvature of the spine,
accompanied by axial rotation of the vertebrae. Adolescent Idiopathic Scoliosis (AIS) is the most common type,
comprising of about 80% of paediatric scoliosis and affecting about 3% of adolescents under the age of 16. The
treatment of scoliosis is highly dependent on the shape and degree of spinal curvature, and while guidelines
have been established for best practices in management, individual treatment options are based on surgeon
experience. Therefore, the development of a clinically-validated, patient-specific model of the spine to aid surgeons
in understanding AIS in its early stages and inform optimal surgical and non-surgical treatment could provide
substantial clinical value.

Curve progression in AIS is generally thought to result from multifactorial interplay of genetic and biomechanical
factors. An initial curvature of unknown etiology develops, leading to varying perpendicular loads on each aspect of
the vertebral bodies. Because growing bone reacts to loads applied to the growth plates, this disparity of forces causes
different rates of longitudinal endochondral growth, leading to exacerbation of lateral curvature and subsequent axial
rotation (the Heuter—Volkmann effect) [1].

Previous biomechanical investigations of AIS pathogenesis describe common features that could allow patient-
specific predictive modelling. Curve progression was replicated in [2] using models of several pathogenesis
hypotheses, and identified initial frontal plane eccentricity, with or without sagittal offset, as the prime lesion
driving curve progression. In [3], geometric representations of muscle efforts were used to predict progression
of lumbar scoliosis, supporting the idea that curve progression is perpetuated by asymmetries in the forces exerted
by musculature. In [4], the effect of gravity, anterior spinal growth, and intervertebral disc stiffness on 3D models
derived from X-ray images of normal and scoliosis patients was explored, finding that increased anterior growth
produced torsion and decreased disc stiffness produced larger scoliotic deformities. A validated finite element model
proposed by [5] was able to replicate the initiation of scoliosis with asymmetric stiffness of the intertransverse
ligament and ligamentum flavum, suggesting that unilateral postponement of ligamentous growth may play a role
in the induction of scoliosis. A physiologically-accurate finite element model of the L3-L4 vertebrae and disc of
a healthy patient proposed in [6], accounting for varying densities of cortical and cancellous bone, cartilaginous
endplate, annulus fibrosis, and nucleus pulposus, demonstrated vertebral wedging and asymmetric growth over three
years characteristic of scoliosis.

The advent of data-driven science and artificial intelligence has driven the clinical research to unprecedented
heights. The high accessibility of large processors and memory that can handle large amounts of data have made
machine learning in medical applications a very promising research area of late [7,8]. Machine learning has been
extensively used in the field of computer vision [9], developing prognostic models [10], and providing clinical
diagnosis [11]. One such application is using deep learning (a subset of machine learning) in the prediction of AIS
severity in patients. Deep learning methods have been used in automated scoliosis screening from images [12].
Machine learning has also been used to predict spinal curve progression in patients from clinical data [13-15].

Challenges in solving the AIS through modelling are (a) lack of consistent medical data for a specific person
over the time, and (b) need for very fast predictive method suitable to be used by the medical practitioners. The
lack of data can be compensated with detail mechanistic modelling. Here, mechanistic refers to the predictive
physical or mathematical theories to explain a phenomenon. However, detail modelling comes at a price of and
deep learning method to model the progression of spinal curvature in AIS patients. The framework presented here
is a specific application of Hierarchical Deep Learning Neural Network (HiDeNN). There is a companion paper by
Saha et al. [16] in the same issue which addresses the overall HIDeNN framework. Interested readers are referred to
the other article for more details on the overarching vision on how high computational cost. On the other hand, deep
learning models are faster but lack mechanistic interpretation and require a large amount of data. Hence, in this work
the authors have tried to merge mechanistic knowledge mechanistic knowledge and data science can be combined.
This article will only discuss how to implement it in the context of AIS patients’ spinal curve progression.

In this paper, we propose three steps towards predictive modelling of patient-specific geometry from images:

1. Generating a patient-specific geometry of the spine from X-ray images;

2. Developing a patient-specific 3D surrogate finite element model together with a bone growth model of the
spine including all different tissues of vertebra and intervertebral disc; and

3. Predicting AIS progression using mechanistic machine learning.
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Fig. 1. The pipeline describing the framework for generating patient-specific models from X-ray images and an atlas model.

The prediction framework is designed to incorporate both clinical data obtained by the 2D X-ray images and
governing physical equations of non-uniform bone growth. The proposed mechanistic machine learning framework
is able to predict spine curvature outside of the range of the input trained data of the system. Access to a predictive,
patient-specific model at an initial scoliosis evaluation will enable the physicians to better understand and predict
curve progression, affording them better opportunities to educate families, choose among appropriate treatment
options, and assess for surgical intervention.

The organization of the paper is as follows: In Section 2, we describe the framework to create the patient-
specific geometry from X-ray images in detail. In Section 3, we describe the simulation of the spine model in detail,
particularly the spine geometry, governing equations, material property and boundary conditions. In Section 4, the
prediction of the spine curvature using mechanistic neural network is described in detail. Finally, we provide the
conclusion and details on the future work in Section 5.

2. Framework for generating patient-specific spine geometry

In this section, we provide detailed explanation on the generation of patient-specific geometry [17] from X-ray
images. In Fig. I, we can see the steps carried out in the framework. Details on each step are explained. As described
in the pipeline, the input to the framework are anteroposterior (AP) and lateral (LAT) 2D X-ray images and an atlas
model geometry of individual vertebra. From the AP and LAT 2D X-ray images, the 2D landmarks are identified
which are the corner points of each vertebra. The 2D points are then reconstructed to 3D and in the next step,
we perform shape registration of the landmark points and the atlas model to generate patient-specific geometry of
individual vertebra. The surface models of each vertebra are converted to volumetric mesh which is partitioned into
growth plate, cortical bone and cancellous bone regions. In the last step, the final spine model is assembled from
individual vertebrae.

To collect the imaging data for this project, we selected patients with AP thoracolumbar XR imaging from
the radiology records of a large urban tertiary paediatric hospital (Lurie Children’s in Chicago, Illinois) between
September 2011 and July 2019. Demographic data was collected, along with radiographic diagnoses. Scoliotic
curvature was defined as Cobb Angle > 10° [18]. Those patients with neuromuscular etiologies and structural
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Table 1
Demographic information for the XR imaging data.
Features Scoliosis Control
Number of patients 190 163
Sex 103 Female 83 Female
Age range 2-18 years 7 months-21 years
Spinal fusion 55 0

deformities (e.g. spina bifida) were excluded. Patients were between 7 months to 21 years of age. Of those patients
with radiographically diagnosed scoliosis, 190 were included with age at study ranging from 2 to 18 years. 130 of
these patients were female. 55 of these patients had at least one level of operative vertebral fusion. 163 patients
without radiographically diagnosed scoliosis met the inclusion criteria, ranging in age from 7 months to 21 years.
Of these, 83 patients were female. None underwent spinal fusion. Demographic data is shown in Table 1.

The data-set for atlas geometry is extracted from [19], which includes a total of 86 models of lumbar vertebrae.
We use a part of the dataset as the atlas geometry of the lumbar vertebrae. We have used the dataset from [20] to
obtain the atlas geometry for thoracic vertebrae. As the quality of surface meshes affects volumetric meshing, all
the surface meshes are re-meshed to 8000 vertices [21], resulting in uniform triangle surface meshes.

2.1. Landmark detection for 2D x-ray images

In this section, we provide a detailed explanation of the process of extracting landmarks from X-ray images in
order to generate patient specific geometry (Section 2.1.1) and to study non-uniform bone growth in finite element
simulation (Section 2.1.2).

2.1.1. Geometry generation landmark

In the first step, landmarks at each corner point of individual vertebra in 2D anteroposterior (AP) and lateral
(LAT) X-ray images are identified. The detection of landmarks has been extensively studied in [22,23]. Here we use
a semi-automatic method based on [23] to detect the corner points in the images. We first carry out image denoising
using anisotropic filtering [24]. This enables noise removal in the images while at the same time highlighting the
edges of the vertebra. In the next step, the centres of each vertebra are marked manually. The initial contour is created
around each centre and active contour model based on gradient vector flow (GVF) snakes [25,26] is introduced,
where the active contours evolve around each vertebra. Here, each contour is initialized as a rectangle with 16
landmark points for each vertebra in the AP and LAT X-ray images. We choose these landmarks to ensure that we
can get accurate 3D reconstruction of the overall shape of each vertebra. Image segmentation of each vertebra is
carried out, providing the final positions of the 2D landmark points as can be seen in Fig. 2. 3D reconstruction of
the 2D landmark points from AP and LAT X-ray images is carried out based on [27]. The final landmark points in
3D are obtained for each vertebra and in the next step surface registration is carried out to generate patient-specific
spine geometry.

2.1.2. Bone growth landmarks

In order to track non-uniform bone growth, we extract landmarks from X-ray images. Ideally, the landmarks
should be on the top and bottom surface of each vertebra corresponding to growth plate to track the non-uniform
bone growth of the non-planar surface. Here, the 4 corners of each vertebra from a AP and LAT X-ray images are
used to model bone growth. As seen in Fig. 3(a), the 4 corners of each vertebra are extracted from X-ray images.
These corner points are reconstructed in 3D to correspond to top (Fig. 3(b)) and bottom (Fig. 3(c)) regions of the
growth plates of each vertebra and are chosen so that we can get a good representation of the bone growth region.
By performing finite element simulation, these landmarks are tracked by the finite element mesh to account for the
non-uniform bone growth.
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Fig. 2. Identification of landmarks (yellow dots) for the lumbar and thoracic vertebrae from AP (left) and LAT (right) X-ray images. The
close-up views of the landmark points for the L3 vertebra are shown for both images. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)

(2) (b) ©

Fig. 3. Identification of landmarks (blue dots) for L5 from AP and LAT X-ray images (a). The close-up views of the registered landmark
points for the L3 vertebra are shown for both top (b) and bottom (c) surfaces. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)

2.2. Generating patient-specific geometry using surface registration

In Section 2.1, the 3D landmark points obtained through reconstruction are defined as the target geometry in
surface registration. The atlas models are used as the source geometry during registration. Our objective is to find
a transformation function that aligns the source geometry to match with the target geometry.

We first carry out rigid alignment to align the source and target geometry. Next, to perform non-rigid surface
registration, we use an incremental free form deformation based framework with iterative closest point algorithm
based on the approach given in [28]. At each iteration, we define an implicit representation using signed distance
function as given in [29]. The resulting smooth and continuous deformation field based on B-splines, controls the
evolving shape of the source geometry. We also use coarse-to-fine strategy given in [28] to increase the accuracy
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and efficiency of the registration framework. The deformation field y(x) is defined as
Np
YX®) =Y CpBu(x), (1)
m=1
where C,, are the set of control points associated with the trivariate B-spline basis functions B,,(x). N, represents
the total number of basis functions with n1, n, and n; as the number of basis functions in each parametric direction.
B, (x) is the tensor product of pth order univariate B-spline basis functions N; ,(u), N; ,(v) and Ny ,(w) defined
on the open knot vectors U = {uy, ..., up,4ps1}, V ={v1, ..., Unyqpt1} and W = {wy, ..., Wyy4 541} spanning the
3D space in u, v and w directions, respectively. We calculate y(x) based on the variational formulation proposed
in [30] where in each iteration we minimize the mean squared error (MSE) between the implicit representation of
the evolving source and fixed target geometry. The energy functional is defined as

EGK) = /Q (6, (y() — ¢,(x) 412

41 /Q 1y« @13 + 1703 + Ily.uX]3) d2

)
+2a /Q (1Y« 31y, ®13 — (¥.0(X), ¥,(X)))?)

+(ly, v ® 311y, ®13 = (30X, ¥, X))
+Uyu @317, = (¥,u(X), ¥, L2,

where A; and A, are two regularization parameters for the first and second order regularization [30,31]. We set A;
and X, to 0.0001 during the entire registration process. y ,(x), ¥ ,(X) and y ,,(x) are the first derivatives of y(x) with
respect to u, v and w, respectively. The minimization of the energy functional with respect to the control points is
carried out as given in [30].

The detailed algorithm for the 3D landmark based surface registration is given in Algorithm 1. The iterative
loop is terminated only when MSE reaches below a certain pre-defined threshold value (57) or when the maximum
iteration number is reached. The L3 vertebra model before and after registration is shown in Fig. 4. Surface
registration is carried out for all the vertebrae and the final surface geometry of the spine is assembled.

Algorithm 1: Description of the 3D landmark based surface registration

Input : Source (atlas) geometry with vertices Py and target geometry with vertices P;. (Y are the initialized B-spline
control points for the deformation field such that y(x) = Zn]\;”: 1 C%Bm(x) = X. Initial number of control points
is set to Np and P’y = Py.

Output: Registered atlas geometry with vertices P’s such that P’y ~ P;.

1 while MSE > A OR i < MAXITER do

1. Np =Np+ 1.

2. Initialize the B-spline control point lattice (CO) of size Np.

3. For each point in the source geometry P’ the closest point is chosen in the target geometry P;.

4. Define the implicit representation of the evolving source geometry P’ and target geometry P; as ¢(x) and
¢¢(x) using distance function.

5. Evaluate the deformation field y(x) using updated control points C through minimization of the energy
functional.

6. Based on y(x), the new vertex positions of the source geometry P’s are computed.

2 end

2.3. Generating volumetric meshes for finite element simulation

We generate 3D finite element mesh of the spine from the patient-specific surface meshes which are obtained by
using surface registration. The finite element model of the spine consists of three components: intervertebral discs,
lumbar vertebrae and thoracic vertebrae. The volumetric mesh of each vertebra is then segmented into growth plate,

6



M. Tajdari, A. Pawar, H. Li et al. Computer Methods in Applied Mechanics and Engineering 374 (2021) 113590

(@ (b)

Fig. 4. Generation of patient-specific geometry using landmark-based surface registration: The L3 vertebra model of the atlas geometry
(a) before and (b) after registration along with the landmark points (yellow) is shown. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)

cortical bone and cancellous bone regions. Similarly, the volumetric mesh of each intervertebral disc is partitioned
into Annulus Fibrosus and Nucleus Pulposus regions.

The volumetric meshes of lumbar vertebrae, thoracic vertebrae and intervertebral discs are generated as follows.
We first generate the surface mesh of the intervertebral disc. The intervertebral disc fills the gap between two adjacent
vertebrae. The contact points of disc with each vertebra are automatically generated by registering a source surface
mesh with manually defined the contact points. L3 and T8 vertebrae are selected as the source meshes for lumbar
and thoracic vertebrae, respectively. The contact points of each vertebra with bottom disc (green), and top disc
(red) are shown in Fig. 5. Then, a mesh consisting of the bottom surface of each vertebra and the top surface of
the adjacent vertebra (for e.g., T1 bottom surface with T2 top surface) is extracted and uniformly re-meshed [21].
The uniform mesh size is extracted by numerically minimizing a cost function [32] including a mesh size term, the
number of meshes, and differences between each mesh size field of a simulation mesh model and the initial mesh
size field as discussed in Appendix A. The results of solving the optimal problem for each vertebrae are summarized
in Table 13 in terms of number of elements and size of mesh. Then, the contact points of the intervertebral disc are
replaced with the extracted mesh. The generated lumbar intervertebral disc between L1 and L2 vertebrae is shown
in Fig. 6.

In order to segment each component, a second surface is generated by moving along the normal vector on each
vertex of the surface. Then, the intersecting faces (and vertices) are detected and deleted. In the last step, the original
surface is registered to the new surface and the inner region is extracted. An external 3D mesh generator [33] is
used to create tetrahedral meshes from the closed surface meshes. It implements a fast mesh-based Monte Carlo
(MC) photon migration algorithm for static and time-resolved imaging in 3D complex media.

3. Surrogate finite element spine model

In this section, a surrogate spine model is developed to approximate the selected properties based on the results
of the physical model. A surrogate model is the one that approximates a more complex, higher fidelity model and
can be used in place of the said complex model [34]. Surrogate modelling is a well-known approach to study
various industrial engineering problems and is a great tool to assist the computationally expensive analysis and
optimization [35]. In this research, a surrogate spine model is introduced in which the modelling parameters are fitted
to get the best result. Previous efforts on building spine models are found in [36], where the models are validated
for single distinct spinal geometry with one set of material properties. This fact raises the question regarding the
validity of the results and compatibility with the in vitro and in vivo results. As presented in Appendix C, the
surrogate model is validated based on the reported range of data in the literature. It should be noted that indirect
validation is used as described in [37] since the in vivo stress distribution on each distinct geometry is not available.
The results obtained by the surrogate model will be used in the Mechanistic NN (Section 4) and will provide the
“trend” of the output prediction data. As explained in Section 2, the 3D finite element meshes of the vertebrae
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28 &0
Al P&

Fig. 5. Contact points of a vertebra to a disc. (a) L3 (used as reference surface for lumbar vertebra); (b) L5, (c) T8 (used as reference
surface for thoracic vertebra) and (d) T1. The red dots are the contact points on the top surface and the green dots are the contact points
on the bottom surface of each vertebra. (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)

Lumbar Disc 1_2

Annulus Fibrosus Nucleus Pulposus |

L3 Vertebra

Cortical Bone _ Cancellous Bone _ Growth Plate

Fig. 6. The 3D finite element mesh of the spine consisting of the lumbar vertebrae, thoracic vertebrae and intervertebral discs. The close-up
views are of the partitioning of a single vertebra into the growth plate at the level of the cortical bone and cancellous bone and the
intervertebral disc into the Annulus Fibrosus and Nucleus Pulposus regions are shown in.

and intervertebral discs are generated using X-ray images. Each vertebra is partitioned into cortical and cancellous

bone and growth plate regions and each intervertebral disc (IVD) is partitioned into annulus fibrosus and nucleus

pulposus regions as shown in Fig. 6. Linear elastic material property is considered for each tissue [38] as given in

Table 2 (for 39 months) and tetrahedral elements are used for the entire spine. Since AIS targets patients in early
8
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Fig. 7. Schematic representation showing the applied gravitational and muscular load on each vertebra, applied load on the intervertebral
disc and the boundary conditions for the finite element simulation.

ages, published literature proposed using a constant elastic modulus before 15 years old [39]. However to be more
precise, the mechanical properties of cortical bone can be updated (see Table 14 in Appendix C) for a given year
before 13 years old. In this simulation, the material properties are updated accordingly for each year.

The total number of elements and vertices of the spine geometry is 595,573 and 128,205, respectively. The
boundary conditions are defined such that the bottom surface of the L5 vertebra is fixed in all directions (X, ¥ and
Z) and the top surface of the T1 vertebra is fixed to allow no motion in X and Y directions. In order to connect
each intervertebral disc to the adjacent vertebrae, the nodes located on the top surface of the disc are linked to the
nodes on the bottom surface of the top-adjacent vertebra. Similarly, the nodes at the bottom surface of the disc are
linked to all the nodes on the top surface of the bottom-adjacent vertebra.

There are two forces applied on the spinal column. The first one is the gravitational force and the second one is
the vertical stabilizing force due to the surrounding muscles of the vertebrae as it is shown in Fig. 7. The dominant
direction of the resultant loads on the spinal column is presumed to be close to the direction of the gravitational force.
Gravitational load is applied at the centre of mass of each vertebra and it is applied to each vertebral level unevenly
based on the work proposed in [40]. In order to consider the effect of the surrounding muscles on the vertebral body
in the standing position, the gravitational load increases as given by the equation F' = (15 + 2.1 M;) [41], where
F' is the total force applied on each vertebra v’ (i = 1,...,17) and M; is the percentage of the total mass of each
vertebra as described in Table 3 for a subject with the weight of the spine given as 16.5 kg (at 39 months). The
applied load on each intervertebral disc is calculated as F{"'=D = F' — FU=D_where F{'~1 is the applied load
on the intervertebral disc located between the vertebrae v and v“~!. Based on the combination of gravitational
and muscular forces that are calculated from the intervertebral disc pressure, this framework of calculating applied
force on the spinal column is chosen such that it expresses the activity of the vertebral growth plates. The load
applied to the spine can be dynamically updated based on the age and the weight can be estimated using [42] as
described in Table 4 (see Fig. 7).

Bone Growth: Spinal column overgrowth in AIS patients is observed during puberty where bone growth is at its
maximum rate [43,44]. It has been reported that AIS patients have longer spinal columns as compared to the control
patients, especially within the thoracic region [45,46]. Relative anterior spinal overgrowth (RASO) during puberty
is associated with the spinal curve progression observed in AIS. [47]. Different growth rates have been observed
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Table 2
Material properties used in human spine simulation.
Tissue Young’s modulus (MPa) Poisson’s ratio
Cortical bone 768 0.3
Cancellous bone 400 0.3
Annulus fibrosus 8 0.45
Nucleus pulposus 2 0.49
Growth plate 50 0.4
Table 3
Numerical description of the applied load (F' = 15+ 2.1 M;) on each vertebra for the patient at
39 months (16.5 kg). Force applied to each intervertebral disc is Fy";l) =F — Fi=D =091 kg.
Vertebral level Vertebral name Percentage of total mass Mass (M;) (kg) F' (kg)
1 T1 14.0 2.31 19.85
2 T2 16.6 2.73 20.75
3 T3 19.2 3.16 21.65
4 T4 21.8 3.59 22.53
5 TS 24.4 4.02 23.44
6 T6 27.0 4.45 24.34
7 T7 29.6 4.88 25.24
8 T8 322 5.31 26.15
9 T9 34.8 5.74 27.05
10 T10 374 6.17 27.95
11 T11 40.0 6.60 28.86
12 T12 42.6 7.02 29.74
13 L1 452 7.45 30.64
14 L2 47.8 7.88 31.54
15 L3 50.4 8.31 32.45
16 L4 53.0 8.74 33.35
17 L5 55.6 9.17 34.25
Table 4
Calculating weight based on age [42].
Age range Weight calculation (kg)
<1 (age in months + 9)/2
(1, 5] 2 x (age in years + 5)
(5, 14] 4 x (age in years)

between AIS and normal patients as well as among male and female patients [45,46,48]. The underlying etiology of
AIS and pathomechanism of curve progression are not fully understood, in spite of the extensive research. However,
some studies correlate AIS to a genetics, foot shape and family history [49,50]. So far, biomechanical modelling of
bone tissue and growth has not been fully understood and has not been implemented in depth to examine the effect
of abnormal growth of AIS spine [38]. A number of studies relate AIS to vertebral growth rate and it is assumed
as the function of stress on the growth plates, which are located at the top and bottom surfaces of each vertebra.
Stokes’ model is a simplified mathematical formulation of the Heuter—Volkmann principle [51,52]. It was
developed based on the experimental work focusing on the relationship between mechanical modulation and bone
growth rates in response to compressive or tensile stresses. Shi et al. [38] implemented Stoke’s approach to simulate
bone growth using the equation G = G (1 — 8;0), where G is the actual growth rate along the normal direction of
each element defined locally and G| and B; are the patient specific constants. It is believed that the growth occurs
along the normal direction of growth plates, governed by the local normal stress at each location. Same values of
B1 and G, were used for all the patients and at all the ages. However, it is not realistic to use the same constants
for all ages and for all patients. In this work, von Mises stress is used to incorporate all the components of stress

10



M. Tajdari, A. Pawar, H. Li et al. Computer Methods in Applied Mechanics and Engineering 374 (2021) 113590

Table 5
Growth parameters used to train FFNN,.
Growth parameters (G™) (mm/year) Growth parameters (f) (MPa™1)
G 0.1 Bi 0.2
G, 0.1 B 0.2
G3 0.8 B 0.5

and patient specific constants are introduced in three directions. We have
G =GV (1 - o),
G> = G5 (1 — pr0), (3)
G; = G5 (1 — B30).

G =[G}, G,, G3] are the actual growth rates along the three normal directions (in the global coordinate system) at
each surface of the element accounting for non-uniform growth. Normal growth parameters G™ = [G]', G5, G}]
(growth rate for non-scoliotic spine) and patient specific parameters § = [Bi, B2, B3] are the growth model
parameters. In this paper, G™ is set to = [0.1,0.1,0.8] mm/year and B is set to [0.2,0.2, 0.5] MPa~! [38] as
described in Table 5. The stress o is the applied von Mises stress calculated at each landmark using the finite
element model. For a long span of time, for example five years, there are both longitudinal and lateral growth in
vertebra.

As seen in Fig. 8, vertebral bone has both longitudinal and lateral growth. To study the non-uniform local growth
of each element, a local coordinate system is defined at each face of the tetrahedral element in which the local
coordinates for one face are defined as shown in Fig. 9. The local x and y directions are the principal axes attached
to each face of the elements and the local z direction is along the normal vector of the face. The origin of the local
coordinate system is located at the centroid of each face. It should be noted that the corresponding elements of the
surface meshes are comparable, as we are registering the volumetric mesh shown in Fig. 6 with any new surface
meshes of the vertebrae extracted from the method given in Section 2.2. Thus, the number of elements and their ID
numbers are the same for all the spine models. The z direction is calculated for the same element at three different
time frames (68, 84 and 100 months). As shown in Fig. 9, the z direction changes at every time frame. Thus, it
can be concluded that the local z direction of the surface is changing at each time frame and the bone tissue grows
non-uniformly. Since bone growth is a complex problem and is not the only factor controlling AIS, in Section 4 a
neural network will be designed which uses both clinical and synthetic (finite element simulation) data.

4. Prediction of the spine shape using a mechanistic neural network

In this section, we extend the study to develop predictive models for spine growth. Many approaches in the
study of spine growth have been proposed that either use empirical equations or the direct application of data
science. Empirical equations focus on generalizing the physical relationship between growth stress and strain. They
predict growth stress and strain using underlying hypothesis that the spine growth is related to the stress applied
to the growth plates. Although these equations are easy to implement, they do not consider variability of growth
from patient to patient. Direct data science methods are aimed to predict the spine shape with regression methods.
However, due to the presence of noise in big-data, pure data science approaches can sometimes fail to provide
accurate predictions. In this section, we will introduce two neural networks. Clinical NN is described in Section 4.1,
which implements pure data science for the prediction of curve progression from clinical image data using a feed
forward neural network.

Later, in Section 4.2, we will propose a mechanistic deep learning framework (Mechanistic NN) considering the
combination of mechanistic model, empirical equations and clinical image data to make real-time predictions of
spine curvatures of AIS patients. This framework can provide real-time growth prediction for a specific patient’s
spine, or even predict outside the database range, which will be useful for calibration and treatment planning. The
predictive capability of the mechanistic machine learning model comes from the combination of three important
concepts: the kinematics and kinetics information of the landmarks from the surrogate finite element model of the
spine; the bone growth model that accounts for the nonuniform bone growth; and the calibration of the clinical
landmarks data from the X-ray images. In AIS research there is always a challenge of the limitation of data since
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Fig. 8. Longitudinal (@) and lateral (b) vertebral growth at 68, 84 and 100 months. The top and bottom rows show the side and front views
of the volumetric meshes of vertebra, respectively.
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Fig. 9. Three directions of growth are shown for one element of the volumetric mesh of a vertebra. Changes in the surface normal direction
are observed between 68 and 84 months and between 84 and 100 months.
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Lumbar and Thoracic Spine

Patient 1 Patient 2

(b) (c)

Fig. 10. The anteroposterior view of the initial geometry of (a) patient with normal curvature [54]. (b) Patient 1 with single curvature in
the thoracic part and (c) Patient 2 with double curvature in thoracic and lumbar regions.

as it is explained in [53] the patient cannot be exposed to X-ray frequently. The surrogate finite element model is
used to extract the kinematics and kinetics governing the motion of the landmarks in the model. Implementing the
surrogate finite element model can provide the trend of the output data and circumvent the need to provide more
clinical data. Moreover, it can predict outside of the range of the trained data as opposed to the traditional machine
learning algorithm.

4.1. Prediction using clinical data

Data collection: The database is built from clinical X-ray images. For a patient, we consider an X-ray image at an
initial stage (age fo months) as a reference and X-ray images at different subsequent stages of scoliosis. In our study,
we use data of two patients, including nine and eight X-ray images for the first and second patient, respectively.
As shown in Fig. 10(a), the normal spine does not have any curvature in the Y Z plane. The lumbar and thoracic
regions of the spine for these two patients used in this study are shown in Fig. 10(b) and (c), respectively. Patient
1 has a single curvature in the thoracic region and Patient 2 has double curvature, one in the thoracic region and
one in the lumbar region.

For Patient 1, the initial X-ray image of the patient is taken at fp = 39 months. The subsequent six X-ray
images are taken at r = {66, 100, 115, 118, 120, 123} months, which are used for training the neural network. The
remaining three X-ray images taken at t = {68, 84, 127} months are used for comparing with the results obtained
from the neural network. Each X-ray image shows the shape of spine at a certain age of the patient. This can be
seen in Table 6. The same NN is used for all the 204 landmarks.

Feature selection: In order to describe the position of the vertebra, we define 12 landmark points on each vertebra,
as shown in Fig. 11. A single spine has 17 vertebrae. Thus, there will be 204 landmark points for each spine. We
also define 5 global angles to describe the global curvature of the spine (see Appendix B for details). Therefore, for
one X-ray image at age ¢, we have a set of data S(z) = [P’, a'], where P’ are the coordinates of 204 landmarks
and o' are five global angles. We define a nonlinear mapping .% (¢) that can predict the set of data describing spine
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Table 6
Data collection for the clinical neural network for Patient 1.
Identification of X-ray images Age (months)
Initial X-ray image 39
Training X-ray images {66, 100, 115, 118, 120, 123}
X-ray images for comparing with results from NN {68, 84, 127}
Landmark3 Landmark 4 Input |ayel’
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Fig. 11. Developing growth model using a feed forward neural network (FFNN). The inputs are positions of landmarks, global
angles and age. The outputs are positions of landmarks and global angles on predicted models. The total number of landmarks is:
12 (landmarks) x 17 (vertebrae) x 6 (ages) = 1224.

shape at age t: .Z(t) = [P', a']. Since the output of this function is a very high dimensional vector, we change
the coordinates of all the 204 landmarks P’ to the coordinates of one landmark X’. We add the landmarks’ initial
coordinates (at 1 = fy) into the input. The nonlinear mapping becomes [X', &'] = Z(¢, X'="0). The initial values
of five global angles also affect the training results. They are added in the input: .Z (¢, X'=°, @'=0) = [ X', a']. We
put 7o into the input and define X’ = X*, &’ = a*, X’ = X. The mapping becomes .Z (¢, tp, X, a) = [X*, a*].

There are ten input features: three initial positions of a landmark X = [X, X5, X3], five global angles
a = [og, oz, a3, a4, as], initial age of the patient 7y and current age of the patient ¢. There are eight output
features: three predicted positions of a landmark X*, five predicted global angles o*

Clinical neural network: A neural network is built to train the relationship between the input and output
variables. We use data from six X-ray images to train the neural network. In order to avoid overfitting, 15%
of landmarks are used for validation and 15% of landmarks are used for testing. Therefore, the total number of
landmark points used for training, testing and validation is 856, 184, and 184, respectively. The overall structure of

the feed forward neural network (FFNN(,) can also be described as a mapping, i.e.:
= [X7], X5, X3, of, a3, o3, ay, a5] =Fppnn, (D),
where I = [X1, X5, X3, ay,00, a3, ag, as, 1o, t].

“)

In order to explain the training procedure more clearly, notations are presented in Table 7. The neural network setup
for the following two neural networks is shown in Table 8.

In each layer of a general FFNN, each neuron takes the output value from each of the neurons in the preceding
layer as inputs and gives a single output. This is repeated for each layer. The value of the jth neuron in the layer
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Table 7
Notation table of variables used in the feed forward neural network.

I* Vector of input, s =1,..., Ny

0° Vector of output, s =1,..., Np

K Counting index for number of samples (training or validation, depending on context)

1 Counting index for number of layers

i Counting index for neurons in a given layer

Jj Counting index for neurons in another layer

Nr Number of training samples

Np Number of layers in the neural network

Ny() Number of neurons in layer /

Wi’,. Weight connecting the ith neuron in layer / — 1 to the jth neuron in layer /

b’j' Bias of the jth neuron in layer /

aé.‘s Neuron numerical value for jth neuron in /th layer and for sth sample

o Activation function

FFFNN Feedforward neural network function

Table 8
Neural network setup for neural networks.
NN components Clinical NN (FFNN() Calibrating NN (FFNN¢,) Mechanistic NN
(FFNN¢, + FFNN¢,)

Number of training samples 856 700 856
Number of test samples 184 150 184
Validation samples 184 150 184
Hidden layers 3 1 4
Neurons in hidden layers 10 10 10
Activation function Sigmoid function f(x) = H%

[ for the sth sample can be expressed as:

I;, if [ =1 (input layer)
i’ = (N Wha! T+ bh), if 1€ (2,... Ny — 1} (hidden layers) (5)
yome=D Wla""* + bl if I = N; (output layer)
where o/ is an activation function, and the final layer gives the estimated coordinates:
0p =a*". 6)
During training, we use the sigmoid function [55] as the activation function. Wi’j is the weight connecting the ith
neuron in layer / — 1 to the jth neuron in layer /. ajﬁs is neuron value for the jth neuron in the /th layer and for the
sth sample. Ny is the number of layers in the neural network. Ny(l) is the number of neurons in each layer of the
neural network. The training procedure for an FFNN can be reformulated as an optimization problem. We define
the loss function (or the cost function) as the Mean Square Error (MSE). In this problem, we use three hidden
layers. In order to explain the training stage, we assume one hidden layer, and the ground truth value of output is
a; 1=35 Thus, the optimization formulation is given as:

find Wl-lj, sz to minimize

LA
MSE:N—TXZI:<05—O) , -

s _ * * * * * * * 1 _ ogr s 1 !
where 0° = 15X2’X3a051»052aa350l4a0‘5]—JFFNNCI(I ,W,-j»bj)»

0’ is from clinical dataset.

By finding the optimal values for Wl] blj, MSE will be reduced. Note that only training data is used in this

1
process, hence s = 1,2,..., Ny, where Ny is the number of training data samples. As shown in Fig. 16, the
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Fig. 12. FFNN,, trained by data generated from physics equations. The inputs are stress components on each landmark. The outputs
are growth strain components. The 1000 samples are generated by the uniform distribution within the range of possible stress values
obtained from the finite element models. The stress values are evenly generated by a defined range: o171, 022,033 : [—10,10] MPa.
012, 021, 023, 032, 031, 013 : [—5, 5] MPa.

prediction of pure data science is very scattered and with low fidelity. This is due to the noisy initial data. In
addition, the data also has errors in measurement or detection while evaluating the landmarks from X-ray images.
Pure data science methods fail to capture the physical characteristics of spine growth. A combined clinical and
mechanistic study is thus needed to investigate the scheme pertaining to bone growth.

4.2. Mechanistic neural network

As it is shown in Fig. 13, our proposed mechanistic neural network (FFNNy,) is a composite neural network
comprising of a calibrating neural network (FFNN(,) that tries to find a trend of growth strain from applied stress
using a physics based model, and a second correcting neural network (FFNN,,) that uses the “pre-trained” growth
strains as well as the previous ten features from Section 4.1 as inputs to predict the final output co-ordinates of
spine landmarks. The distinct feature of this composite network is that it can consider the mechanistic contribution
in spine growth along with pure data.

Calibrating neural network (FFNN(,): The governing physical equation of bone growth described in Section 3
is implemented in the calibrating part.

The framework of the calibrating part is shown in Fig. 12. The inputs are the stress values at each landmark
o = [o11, 012, 013, 022, 023, 033]. The nodes corresponding to each landmark are identified in the finite element
model explained in Section 2 using surface registration. For each landmark, the surrounding nodes which have the
shared surface with the corresponding node are identified as well. These nodes along with the landmark points are
used to calculate the average stress which is the input of the neural network as shown in Fig. 13. The outputs are
the growth rates G = [G, G», G3]. In order to learn the trend of growth strain from stress, 1000 stress vectors
of(s = 1, 2...1000) are generated by the uniform distribution within the range of possible stress values obtained from
the finite element model. The range of each stress component is shown in Fig. 12. The corresponding growth strains
of 1000 training samples G are generated by Eq. (3). The patient specific parameters G™ and B are pre-defined
with an initial value using [38]. The calibrating neural network has ten neurons and one hidden layer. For training
the neural network, the equations used during optimization are:

find W,

sz to minimize
1 & RV
MSE=—3"(6¢'-G'@)
N ®)
where G* = ﬁpFNNca(o, Wilj, bi)’
G'(0)is from physics dataset generated by Eq. (3).
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Fig. 13. Mechanistic Neural Network (FFNN,,) combining physics data and clinical data. The calibrating FFNN, is trained by empirical
equations and the correcting FFNN, is the neural network similar to pure data science approach.

After training the calibrating part, we get the “pre-trained” values of growth strain from the applied stress. Eq. (3)
maps the stress on the growth plate to the growth rate. However, this is a linear equation which requires patient
specific constants. With the aid of the calibrating NN, we may be able to capture the non-linear relationship between
the growth rate and the stress. In addition, patient-specific constants will be calibrated in the convergence loop of
the NN. Eq. (3) is just implemented to learn and carry out the first estimation of the growth rates.

Correcting neural network (FFNN,,): As shown in Fig. 13, the correcting neural network has a similar structure
as the clinical neural network. The inputs of correcting part are the strain rate G and I = [X, «, 1, t]. The outputs
are 0 = [X7, X3, X3, af, of, of, o), al]. The correcting neural network has 3 hidden layers and 10 neurons in
each hidden layer.

Mechanistic neural network (FFNN,,): For this neural network, the input features are o and I’ = [X, «, 19, 1],
similar to the input features for the pure data science training, as shown in Fig. 13. The outputs are the predicted
positions for the landmarks defined as X*, «*. This neural network consists of FFNN., and FFNN,.

FFNN,, is the physics neural network and trained by the physics dataset. After training, FFNN,, is combined
with FFNN,, to become the mechanistic neural network FFNN,,. The training equations of the whole mechanistic
neural network are:

find Wll/, bi- to minimize
1 & 2
MSE = —Z(OS—OS) :
NT s=1 (9)

where 0° = [X], X5, X3, of, o, af, af, 03] = Fpenn,, (I°, 0, Wllj, bl)
-5 . . .
O is from clinical dataset.

The aforementioned neural network structure can be explained as a specific application of Hierarchical Deep
Learning Neural Network (HiDeNN) discussed in the companion paper by Saha et al. [16] and in [56]. HiDeNN
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Fig. 14. Detailed construction of the proposed HiDeNN framework. The input layer takes in space, time, and mechanistic parameter variables
of a system. The input layer is connected to the pre-processing function, Hierarchical DNNs, and finally the solution layer. Governing equations
can be obtained from solution layers through the loss function.

was proposed to solve general class of challenging computational science and engineering problems. In [16], the
challenging problems are classified based on available mechanistic knowledge and experimental data. The spine
problem is in the category of problems where insufficient mechanistic knowledge with small amount of experimental
data are available. In such cases, the prescription is to device the HiDeNN structure in such a way that we can
combine the mechanistic knowledge and experimental data. For predicting spine growth, as shown in Fig. 14, the
spine curvature, age, and five global angles are considered as variables in spatial and temporal spaces. Mechanistic
information consists of 6 stress components and 3 growth strain rate on each landmark which are in the mechanistic
parametric space. The pre-processing functions are used to develop the surrogate FE model and extract images. After
pre-processing, the calibrating neural network is used to learn the mechanistic insight whereas the correcting neural
network is learning from the clinical data. The calibrating and correcting neural networks form the mechanistic
neural network part of HiDeNN. The solution layer will give the positions and angles of the deformed spine. The
loss function is coming from both calibrating NN (mechanistic constraint) and correcting NN (difference between
the ground truth and trained data).

The whole framework of the mechanistic neural network of the HiDeNN is shown in Fig. 15. After generating
the 3D geometry of the spine, stress values are calculated using the finite element models. The growth rates are
calculated by the calibrating part and then passed to the mechanistic neural network. After predicting the spine
shape and global angles, the spine geometry is constructed. During training, this newly constructed geometry was
used to compute the stress at different ages. However, for online stage these values can be directly taken as the
future state of the spine.

The Levenberg—Marquardt method [57] is used as the optimization method for training all the neural networks.
After the training stage, the combination of the two neural networks has the capability to consider the influence of
stress on the bone growth.

4.3. Results

4.3.1. Patient 1 (single curvature)

Fig. 16(a) shows the predictions at the age of 68 months (inside of the range of the trained data). In order to
better describe the results, we only show three central points of each vertebra here (the centre point of top, middle
and bottom plane). It is obvious that the mechanistic neural network achieves a more accurate prediction compared
with the clinical neural network. Fig. 16(b) shows the prediction at an age outside of the range in dataset (39-123
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Fig. 15. Workflow for the mechanistic neural network (FFNNp,).

Table 9

Relative approximation error of the clinical neural network and the mechanistic neural network for Patient 1.
Type of NN Ages included in stress datasets Prediction inside Prediction outside

68 months 84 months 127 months

Clinical NN - 10.08% 19.67% 7.66%
Mechanistic NN-1 39 1.37% 2.55% 0.89%
Mechanistic NN-2 39, 66 1.14% 2.55% 0.66%
Mechanistic NN-3 39, 66, 86 0.60% 1.28% 0.28%

months). Thus, the mechanistic neural network has the capability of predicting outside of range of the dataset. It
is not surprising that for this patient the Clinical NN is acceptable for both inside and outside of the range of
the prediction despite having a few data points. At 68 months, the Clinical NN is doing the interpolation between
the trained input data, and the prediction obtained at 127 months is only 4 months after the last input dataset. As
observed later for Patient 2, the prediction obtained from the Clinical NN and Mechanistic NN varies significantly
as we go further from the input datasets. The 3D reconstruction of the prediction results inside the range of the
training data and the reconstructed 3D geometry of the training data (66 and 100 months) are shown in Fig. 17
using the Mechanistic NN which indicates a good agreement with the experimental data.
The relative approximation error is calculated as

A3 X - X

§ = 7 x 100%, (10)
\yhere 3 is the relative error, s = 1, 2...S is the index of central landmarks in a spine. X* are the predicted landmarks,
X' are the ground truth landmark positions, and |.|| is the L?> norm. The width of spine at the current age is /.

The error of each test case is shown in Table 9. Depending on the number of finite element models used for the
calibration, the Mechanistic NN-1 used stress values obtained at the age of 39 months and the Mechanistic NN-2
used stress values obtained at the age of 39 and 66 months. The Mechanistic NN-3 used stress values obtained at
the age of 39, 66 and 86 months. It is obvious that our mechanistic neural network yields a much more accurate
prediction than the Clinical neural network with more physics involved.

As described, the mechanistic framework can also predict the age not included in the training database. This is
because the stress and growth strain rate can reveal information about the trend of the predicted data. In addition,
the stress distribution affects the growth rate and the forces applied during the treatment procedure influence the
growth distribution. A mechanistic neural network can also use the physical equations to predict possible effects
made by the forces applied during the treatment procedure.

It should be noted that adding more data into the Clinical NN can improve the interpolation results while
providing helpful prognostic information for outside of the range if the extrapolation is not far from the training data
as presented in Fig. 16. However, as will be presented later for Patient 2 (Fig. 18), the forecasted results degrade
as one gets further from the input dataset.
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Fig. 16. Differences between pure data science prediction (clinical NN) and hybrid neural network prediction (Mechanistic NN-3) for Patient
1 (single curvature) at age of (a) 68 Months (inside of the range of the trained data), and (b) 127 Months (outside of the range of the
trained data). The landmarks are three central points of each vertebra (the centre point of bottom, mid and top planes of each vertebra). It
is obvious that the Mechanistic NN is closer to the ground truth.

The nature of the mechanistic machine learning relies on combining the kinematics and kinetics information
of the landmarks from the surrogate model and obtaining the trend of the predicted output data from clinical
information (X-ray images). Thus, the only component that provides the information outside of the range is the
surrogate model.

The proposed mechanistic machine learning algorithm can significantly improve the accuracy of spine curvature
prediction as compared to the clinical neural network. It can also predict the spine curvature at ages not included
in the training database. However, the current model has some limitations. The current framework is based on the
input of the stress values from finite element model at the age of 39, 66 and 86 months. As described in Table 9,
incorporating more stress data sets can increase the prediction accuracy. We can include more inputs from finite
element models at more time frames to further increase the prediction accuracy. In addition, the applied loads and
boundary conditions are simplified and do not account for the effect of the surrounding tissue and daily activity.

4.3.2. Patient 2 (double curvature) results and cross validation on the data

To demonstrate the accuracy of the mechanistic neural network prediction, here we present the results obtained
from the second patient. The procedure of reconstructing the NN is the same as described for the first patient. The
training and testing data are described in Table 10. The comparison between the results of the ground truth (real
data taken from X-ray images), Clinical NN and Mechanistic NN are shown in Fig. 18 using five stress datasets
on age (month): 124, 139, 149, 160, 168. From Fig. 18, the Clinical NN can predict the spine curvature within the
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Fig. 17. The reconstructed 3D geometry of Patient 1 (single curvature) using Mechanistic NN-3 for inside of the range prediction, (a) the
68 Months is the train data, (b) 84 Months is the test data, (c) the 100 Months is the train data, and (d) comparison between the predicted
results and the ground truth (real data). The landmarks are three central points of each vertebra (the centre point of bottom, mid and top
planes of each vertebra). For comparison of the height and spinal column growth over time, the reference point of all three configurations
are shown by the red dot.

Table 10

Data collection for the clinical and mechanistic neural network for Patient 2.
Identification of X-ray images Age (months)
Initial X-ray image 124
Training X-ray images {139, 149, 160, 168}
X-ray images for comparing with results from NN {156, 179, 187}

training dataset range however has deviations in predicting outside the range. Mechanistic NN has a better prediction
compared with Clinical NN and is closer to the real spine curvature. Depending on the number of stress datasets
extracted from the surrogate model, the prediction error varies as described in Table 11. It shows that with more
sets of stress data, the accuracy of prediction increases. The 3D reconstruction of the prediction results inside and
outside of the range of the training data and the reconstructed 3D geometry of the predicted data (156, 179 and 187
months) are shown in Fig. 19 using the Mechanistic NN which indicates a good agreement with the experimental
data. To find out how the input and output data affect the framework error, a cross validation study is done as shown
in Table 12. Cross validation explains how accurately a predictive model will perform in practice [58]. Since we
focus more on prediction outside of the range, we keep the last two ages as the test cases and rotate the test case
within previous age period. From Table 12, we can observe that the prediction error of Mechanistic NN is always
below the Clinical NN and can predict the future spinal curvature with a relatively small error.

5. Conclusion and future work

The proposed work combines biomechanics, finite element analysis, advanced data science and image analysis
technique to develop a predictive, patient-specific model for spine curvature in AIS patients. Our research addresses
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Fig. 18. Differences between pure data science prediction (Clinical NN) and hybrid neural network prediction (Mechanistic NN-5) and
ground truth (the results obtained by X-ray images) for Patient 2 (double curvature) at age of (a) 156 Months (inside of the range of the
trained data), (b) 179 Months (outside of the range of the trained data), and (c) 187 Months (outside of the range of the trained data). The
landmarks are three central points of each vertebra (the centre point of bottom, mid and top planes of each vertebra). It is obvious that the
Mechanistic NN-5 is closer to the ground truth.

Table 11

Relative approximation error of the clinical neural network and the mechanistic neural network for Patient 2.
Type of NN Ages included in stress datasets Prediction inside Prediction outside

156 179 187

Clinical NN - 4.38% 20.14% 31.70%
Mechanistic NN-1 124 5.14% 24.16% 35.90%
Mechanistic NN-2 124, 139 3.12% 16.72% 22.45%
Mechanistic NN-3 124, 139, 149 1.17% 9.82% 16.59%
Mechanistic NN-4 124, 139, 149, 160 1.06% 6.51% 12.44%
Mechanistic NN-5 124, 139, 149, 160, 168 0.70% 4.38% 10.43%

the issues of limited data for validation of AIS model, variability of spinal growth among different patients and
complexity of geometrical features of spines for predicting curvature. To develop the system, Lurie Hospital provided
the X-ray images of spine from AIS patients at different ages, treatment stages, and physical conditions. By
incorporating a mechanistic learning and physical simulation model along with clinical data, we design a mechanistic
neural network that can predict the spinal curve progression with time for a specific patient. The novelty of the
proposed method lies in its generality in predictive capability i.e. unlike the traditional neural networks, it can
predict outside the range of conditions specified in the training data. As mentioned in Section 3, a surrogate spine
model is used to obtain the trend of the predicted data used in the Mechanistic NN. In the future work, calibration
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Fig. 19. The reconstructed 3D geometry of Patient 2 (double curvature) using Mechanistic NN-5 for prediction inside and outside of the
range of the training data, (a) the 156 Months is inside of the range, (b) 179 Months is outside of the range, (c) the 187 Months is outside
of the range, and (d) comparison between the predicted results (Mechanistic NN-5) and the ground truth (real data). The landmarks are three
central points of each vertebra (the centre point of bottom, mid and top planes of each vertebra). For comparison of the height and spinal
column growth over time, the reference point of all three configurations are shown by the red dot.

Table 12
Cross validation study on Patient 2. For each case, the testing data (blue cells) and training data (white cells) are shown. The relative
approximation error is calculated for each prediction case.

Months Ages included in stress ~ Validation performance using Prediction
datasets the training datasets performance
124 139 149 156 160 168 179° 187*

Clinical NN - 5.66% 17.65% 27.70%
Mechanistic NN-5 139, 149, 156, 160, 168 = 2.18% 4.12% 10.64%
Clinical NN - 8.91% 16.02% 22.45%
Mechanistic NN-5 124, 149, 156, 160, 168 1.05% 3.15% 11.66%
Clinical NN - 7.44% 15.45% 35.11%
Mechanistic NN-5 124, 139, 156, 160, 168 3.25% 6.16% 10.79%
Clinical NN - 4.38% 20.14% 31.70%
Mechanistic NN-5 124, 139, 149, 160, 168 0.70% 4.38% 10.43%
Clinical NN - 5.16% 17.24% 34.74%
Mechanistic NN-5 124, 139, 149, 156, 168 1.54% 7.92% 13.29%
Clinical NN - 10.59% 22.84% 34.25%
Mechanistic NN-5 124, 139, 149, 156, 160 5.63%  12.42% 18.42%

#Prediction at age outside of the range of trained data.
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Table 13
Number of elements (Ng) and nodes (Ny) based on the optimally designed size of face triangle meshes in Appendix A, and the optimally
designed mesh size (S) of the 3D finite element meshes of each vertebra and intervertebral disc (IVD).

Vertebra Ng Ny S (mm) IVD Ng Ny S (mm)
L1 16,658 3,761 1.33 Li» 15,572 3,393 1.24
L2 16,168 3,685 1.19 Los 14,988 3,251 1.36
L3 16,852 3,612 1.09 L34 15,678 3,444 1.16
L4 16,165 3,687 1.24 Lajs 17,106 3,788 1.42
L5 16,999 3,830 1.18 T2 14,995 3,356 1.40
T1 22,845 4,762 1.07 Ta3 15,225 3,296 0.909
T2 24,132 4,960 1.11 T34 14,842 3,263 1.09
T3 22,631 4,762 1.18 Tss 16,246 3,551 1.14
T4 24,388 5,012 0.958 Ts6 14,167 3,078 0.983
TS 24,221 5,005 0.956 Te,7 16,249 3,514 1.09
T6 25,404 5,187 0.984 T8 15,104 3,260 0.844
T7 25,808 5,255 0.953 Tg,9 14,680 3,217 0.960
T8 24,151 4,979 1.17 7T9.10 14,962 3,266 0.783
T9 22,475 4,729 0.954 Tio,11 13,721 2,957 0.949
T10 17,830 3,949 1.02 Ti1.12 13,453 2,916 1.03
T11 17,549 3,919 1.15 T|Ls 18,257 3,726 0.950
T12 17,024 3,834 1.14

Table 14

Mechanical properties of cortical bone with time (data given as mean) for infant

[59-61].

Age (months) Elastic modulus (MPa)

<1 451.7

(1,2] 645.8

(2,3] 768.8

(3, 4] 768.8

4, 5] 796.4

5, 6] 886.1

6, 7] 992.6

(7, 8] 1,980.3

(8,9] 1,467.12

(9, 10] 1,417.9

(10, 11] 1,232.5

(11, 24] 1,848

(24, 36] 1,909

(36, 48] 1,883

(48, 60] 2,068

(60, 72] 2,155

(72, 120] 1,988

(120, 158] 1,995

of material properties and boundary conditions can be performed to study their effect on the prediction error along
with improving the robustness of the surrogate model using the ample number of in vitro and in vivo results
from experiments. To investigate the effect of each contributing factor on the prediction error of the mechanistic
framework, further sensitivity analysis is required regarding the noise in the input data of the Mechanistic NN and
the mesh size of the surrogate model. The generality stems from the improved physical and material models used in
the computational method. In the computational model, varying material properties in different parts of the spine are
considered. In addition, the model contains patient-specific constants that can handle the patient-specific variability
in material properties. Patient-specific models of the spines are generated through image segmentation and surface
registration methods with the help of clinical X-ray image data from Lurie Hospital. These techniques can handle
the complex geometry of vertebrae in human spine for 3D reconstructions. Thus, the proposed method has improved
capability to capture progressive change in spine curvature for a specific patient compared to the existing models.
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The physicians require real-time prediction of curvature in spine of AIS patients to prescribe most suitable path
of treatment. If braces are to be designed for treatments, the design must consider the change in the shape of AIS
patient’s spine over the period of treatment. Therefore, the brace designers also require a real-time predictive scheme
for proper design. Our proposed methodology offers a predictive scheme while considering all the complex factors
including geometry, material property, physical conditions, etc. For fast calculation we will develop a physics-based
reduced order model and incorporate it into our computational framework. Moreover, the geometric update will also
be performed based on unsupervised learning assisted clusters on vertebral growth plates. Thus, the model will be
able to calculate and predict the shape of vertebrae very quickly and the physicians can visualize the progression
of spine in real time. This will be another unique feature of the proposed model making it suitable for direct
implementation in hospitals. The entire methodology is very general from computational point of view and can be
adopted to treat other spinal diseases like Lordosis and Kyphosis. Therefore, the scheme has broader impact on the
treatment of spinal deformities.
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Appendix A. Optimal uniform mesh size

Assume M is an intermediate mesh model and suppose the simulation mesh models as A; (i = 1,2,...,n)
and the hybrid mesh size [62] field as D,,;,. In addition, suppose the optimized mesh of the primary mesh M in
the first step as M’ with the node number m and assume its corresponding mesh size field as D’. The optimal
problem [63,64] of the uniform intermediate mesh model can be formulated as:

minJ = Ji(X) + J2(X) + J3(X), (11)

where

m
J(X) = |D' = Duix| = Y _ Ipi — qjl.
j=1

H(X)=S=m,
n n ki
BX) =Y JA=D|=)Y [ minlo; - p;l |, (12)
i=1 i=1 \ j=1
and X = [0, wy, ..., wk], subject to,

l<w <151 <i<K).

Accordingly, w; is a weight for node size interval in order to define the specific degree of refinement at the
corresponding hybrid node size. X corresponds to the intermediate mesh model. J presents the optimization
objective and S is the minimum node number of M'. p;, ¢;, and o; are essentially the node sizes of the jy
node in the D', D,,;, and the mesh size field of a simulation mesh model, respectively. In addition, the first
optimization objective J;(.) is employed to minimize the node size deviation for the mesh nodes and discrete nodes
of the intermediate mesh model and accordingly their correspondences in the hybrid mesh size field. The second
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Fig. 20. Description of the five global angles («;). (a) 3D configuration of the spine. The green points describe the landmarks of the

spine; (b) Thoracic Kyphosis Angle (TKA) and Lumbar Lordosis Angle (LLA) in z—y plane; (c) Sacral Inclination Angle (SIA) and Trunk
Inclination Angle (INC) in the z—x plane; and (d) Cobb Angle in the z—x plane.

minimization objective J,(.) is recruited to minimize the number of intermediate mesh nodes. Ultimately, the last

minimization objective J3(.) is utilized to minimize the nearest distance between the intermediate mesh nodes and
heterogeneous simulation mesh nodes.

Appendix B. Five global angles of spine

The five global angles are used to describe the shape of the spine [65]:

e o1, Thoracic Kyphosis Angle (TKA);
e oy, Lumbar Lordosis Angle (LLA);

e o3, Trunk Inclination Angle (INC);

e o4, Sacral Inclination Angle (SIA); and
e s, Cobb Angle.

The Thoracic Kyphosis Angle (TKA) «; is defined as the angle between the top plane of the T1 vertebrae and
the bottom plane of the T12 vertebrae [65] in the sagittal plane (plane z—y), see Fig. 20. The TKA quantifies the
curvature of the Thoracic Spine. The Lumbar Lordosis Angle (LLA) «; is defined as the angle between the top
plane of the L1 vertebrae and the bottom plane of the L5 vertebrae [65] in the sagittal plane, see Fig. 20. The
LLA quantifies the curvature of the Lumbar Spine. In order to define the Trunk Inclination Angle o3, the vertebrae
where there is maximum curvature in the Lumbar Spine, L, is found. To define the Sacral Inclination Angle (INC)
a4, the vertebrae where there is maximum curvature in the Thoracic spine, T, is found Fig. 20. The Cobb Angle
is utilized by the Scoliosis Research Society to measure spinal deformities. However, there is no universal way to
measure the Cobb Angle of a spine. In order to define the Cobb Angle within this study, the vertebrae where there
is maximum curvature in the Thoracic spine is found, C, see Fig. 20. U and B will be the vertebrae that are three

above and three below vertebrae C, respectively. The Cobb Angle is defined as the angle between the top plane of
U and the bottom plane of B on the frontal plane (plane z — x).

Appendix C. Validation of the surrogate finite element model of spine

The results of the generated finite element model are used to calculate the stress located on the top and bottom
surfaces of each vertebra, which can provide a trend for prediction. The calculated stress will be used as an input
for the mechanistic neural network for the prediction of curve progression. There are some methods to validate
the results obtained by the spine finite element model. In this paper, the intervertebral disc (IVD) pressure is
validated with the in vitro results provided in [66]. One critical parameter to characterize spinal load and effect on
the spine curve progression is IVD pressure. This parameter is among the few criteria that are directly controlled
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(b)

(d)

Fig. 21. Von Mises stress distribution on intervertebral disc between (a) L3 and L4 vertebrae, (b) L3 and L4 vertebrae, (c) T1 and T2
vertebrae, and (d) T2 and T3 vertebrae (10? Pa).
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Fig. 22. Comparison of von Mises stress distribution of simulation and experimental data on disc Ly [68].

by the axial spinal load [67]. Maximum physiological IVD pressure is assumed to be between 0.1 MPa and 0.24
MPa [66]. However, scoliotic spine has higher pressure compared to the control patients. Fig. 21 demonstrates the
von Mises stress distribution on IVD generated using ABAQUS software. As can be seen, the stress distribution is
not symmetric on IVD (as it is expected) which leads to non-uniform growth of the vertebra and progression of
scoliosis.

The distribution of the von Mises stress can be compared with the experimental data provided in [68] in the
intervertebral disc between L1 and L2 vertebrae (Fig. 22). The stress is plotted along the path between concave
and convex edges in the absence of muscle load. Since the experimental data is not taken from the same patient as
the geometry in the finite element simulation, the maximum stress value is not the same. However, the distribution
and range of the stresses are similar. The only purpose to visualize the comparison with the experimental data
is demonstrating the not-symmetry trend of the stress distribution, and the magnitude of the stress should not be
compared since the results are taken from different geometry with different material properties. As mentioned earlier
in Section 3, the generated model is a surrogate model and we used the indirect validation method described in [37].
Indirect validation uses the experimental data that is not controlled by the user. This type of validation may seem
unfavourable but it is unavoidable in this study since the in vivo IVD stress distribution results of the distinct
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geometry is not available. Moreover, in this study the sensitivity analysis on the mesh size is not required in the
surrogate model since the results extracted from the surrogate model provide the trend of the output data used in
the Mechanistic NN.
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