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Abstract— Holographic microwave imaging is fast and robust
and it has been adapted for near-field applications such as bio-
medical imaging and nondestructive testing. While the imaging
technique is fast, synthesizing a 2-D aperture by mechanical scan-
ning of the antennas takes time. Here, antenna arrays are used to
expedite data acquisition along the azimuthal direction in a cylin-
drical holographic near-field microwave imaging setup. To deal
with the limited and nonuniform samples along the azimuthal
direction, three holographic imaging approaches are evaluated,
in which, we use interpolation, uniform or nonuniform discrete
Fourier transform (DFT), standardized low-resolution brain elec-
tromagnetic tomography (sLORETA), and exact low-resolution
brain electromagnetic tomography (eLORETA). Besides, to make
the system low-cost and portable, off-the-shelf components are
used to construct a data acquisition system replacing the vector
network analyzers. Simulation and experimental studies are
conducted to validate the performance of the proposed imaging
system. Structural similarity (SSIM) index is used to assess the
quality of the reconstructed images.

Index Terms— Antenna microwave

imaging, near-field imaging.

arrays, holography,

I. INTRODUCTION

ICROWAVE imaging has been used in many appli-

cations due to the penetration of the electromagnetic
waves at the corresponding frequencies inside many optically
opaque materials. It has been used in concealed weapon
detection (see [1]-[4]), nondestructive testing (see [5], [6]),
biomedical imaging (see [7], [8]), and so on.

Microwave imaging techniques can be categorized into
quantitative and qualitative techniques. Quantitative imaging
seeks the exact dielectric property distributions by solving
a nonlinear inverse scattering problem. Commonly, these
approaches are ill-posed due to the insufficient amount of the
acquired data. Besides, these techniques are time-consuming
since they typically involve solving a complex and slow for-
ward model for a large number of iterations in an optimization
algorithm (see [9]). In contrast, qualitative imaging techniques
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have the potential to provide quasi real-time images of the
inspected medium. This is accomplished using approxima-
tions such as linearization of the inverse scattering integral.
Holographic techniques [3], [4], sensitivity-based techniques
[10], [11], and confocal radar-based techniques [12], [13] are
prominent approaches in this category. Since these techniques
are typically fast and robust, they are growing rapidly in
real-world applications. One mature application is millimeter-
wave security screening of the passengers in the airports (see
[31, [4], [14]-[16]) which is based on holographic processing.
In [3] and [4], algorithms derived from the synthetic aperture
radar (SAR) concepts provide 3-D images using wideband and
complex-valued data scanned over rectangular and cylindrical
apertures.

Recently, holographic imaging techniques have been
extended to near-field applications, that is, where the imaged
object is in the near-field of the antennas [17]. The main
advantages of using near-field holographic imaging over SAR-
based far-field holographic techniques are summarized here.

1) Far-field assumptions (analytic forms for the incident
field and Green’s function) limit the performance of
SAR-based techniques to far-zone imaging. In near-field
imaging applications, the imaging errors due to these
assumptions might be less noticeable for large or high-
contrast objects (see [18]) but more drastic for smaller
or lower contrast objects (see [19]).

2) In SAR-based imaging, the wavenumbers along the
cross-range and range directions are assumed to be
independent variables and this leads to errors. In near-
field holographic imaging techniques, this is not relevant
(radial wavenumber is not introduced).

3) SAR-based far-field techniques, unlike the near-field
holographic techniques, are incapable of processing the
evanescent waves in the near-field applications. Thus,
their resolution is diffraction-limited.

4) In SAR-based imaging, unlike near-field techniques,
the antennas are assumed to be point-wise. Thus,
the near-field components for the antennas are not taken
into account.

5) SAR-based techniques work only based on the measure-
ment of the backscattered waves, while the near-field
holographic techniques can process backscattered and
forward-scattered waves simultaneously.

6) In SAR-based techniques, wideband data are required
for 3-D imaging, while near-field holographic techniques
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have been proposed that accomplish 3-D imaging using
narrowband data and arrays of receivers [20]-[22].

Holographic near-field imaging techniques have been
developed for rectangular (see [23], [24]) and cylindrical
(see [25]-[27]) setups. In particular, in [21], a low-cost
and compact cylindrical system has been constructed using
off-the-shelf components. There, to avoid the errors due to the
dispersive properties of the media and to reduce the complexity
of the data acquisition system, narrowband data are collected
by an array of receiver antennas. The processing technique has
been enhanced in [22] to alleviate the depth biasing problem
using standardization of the solution. Although the image
reconstruction is fast in [21] and [22], the data acquisition
process is time-consuming due to the mechanical scanning of
the antennas over a cylindrical aperture.

To expedite the data acquisition process, electronic scanning
of antenna arrays can replace the mechanical scanning. One
common approach is the use of the antenna arrays along
one direction and mechanical scanning of the array along
the orthogonal direction as proposed in [3], [4], and [28].
Also, in [29], a sparse multistatic linear antenna array has
been proposed for sampling the scattered data which substan-
tially reduces the number of antennas and switches. In [30],
a microwave camera has been proposed that operates in the
20-30 GHz frequency range and it is capable of producing
3-D images at video frame rate. The processing technique is
based on the SAR concepts. There, the dual-receiver design
allows the use of antennas whose sizes are greater than
half of the operating wavelength in an array configuration.
In [31], an active E-band imager has been presented which
measures in real-time. It is based on a stationary multistatic
array architecture, and image reconstruction has been achieved
based on a numerically optimized back-propagation algorithm.
In [32], a microwave camera has been developed based on
a 2-D array of switchable slot antennas. The data collection
is based on the modulated scattering technique [33] and the
processing is based on the SAR concepts.

In this article, we propose a cylindrical holographic near-
field 3-D imaging system using arrays of the transmitter and
receiver antennas. By replacing the conventional mechanical
scanning along the azimuthal (¢) direction with the use of
antenna arrays, data acquisition is faster. This is an important
step that facilitates moving toward development of quasi real-
time imaging systems. To deal with the limited (compared
with mechanical scanning) and nonuniform samples along the
azimuthal direction, three holographic imaging approaches are
studied, in which we use interpolation, uniform or nonuniform
discrete Fourier transform (DFT), standardized low-resolution
electromagnetic tomography (sLORETA) [34] (as used
in [22]), and exact low-resolution electromagnetic tomography
(eLORETA) [35]. The images obtained from the proposed
methods are compared using a quantitative measure. Besides,
the low-cost, compact, and narrowband data acquisition system
in [21] is extended further to perform the experiments.

II. THEORY OF HOLOGRAPHIC NEAR-FIELD 3-D IMAGING

In this section, we present the theory of holographic near-
field imaging when using the data acquired by arrays of
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Fig. 1. (a) Proposed cylindrical imaging setup and (b) top view of the
setup (¢j and gj, j = 0,..., N; denote the electrical permittivities and
conductivities of the media, respectively). TX and RX stand for the transmitter
and receiver antennas, respectively.

the transmitter and receiver antennas along the azimuthal
direction. Fig. 1(a) illustrates the cylindrical microwave imag-
ing system with the antenna arrays, and Fig. 1(b) shows the
top view of the setup. Nt transmitter antennas with angular
separation of A¢yr are uniformly distributed covering the
full circle. Ny receiver antennas with angular separation of
Ag¢yg are uniformly placed in between every two transmitter
antennas. This indicates that the antennas (regardless of being
a transmitter or a receiver) are uniformly distributed over the
aperture. The total number of the receivers is Np = N x Nr
and the total number of the antennas is Ny = Ny + Nr.
The antennas scan a cylindrical aperture with radius r4 and
height z4 electronically along ¢ and mechanically along z
(at multiple heights z;, I = 1,...,N;) and at frequencies
Op,, Nf = 1,..., Ny. There are N, cylindrical imaged sur-
facesatr;, j=1,...,N;.

First, the scattered responses Eig;co(c;&kr,z;,mnr) due to
small calibration objects (COs) placed at the cylindrical coor-
dinates (r, ¢, z) of (r;, 0, 0), one at a time, illuminated by each
transmitter a,, and received by all receivers at azimuthal angles
¢, are recorded where k¥’ = 1, ..., Ng. The imaging system is
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assumed to be linear and space-invariant (LSI). The scattered
responses Eigfo (¢x', 21, ®,,) approximate the point-spread
functions (PSFs) for such system (see [21], [22]).

Then, the complex-valued scattered field E;C (#x, 21, @n,)
with the presence of the objects under test (OUTSs) illuminated
by each transmitter a, and received by the receivers at
azimuthal angles ¢ are recorded. In the following, we present
three methods for processing the data acquired by this setup.

A. Method 1: Use of Interpolation, Uniform
DFT, and sLORETA

In Method 1, once all ESC Co(g:&k,z,;,wnf) and
E Sc(g:ik » 2t > My, ) TESpONSES are collected interpolation is used
to obtain responses ESC - (k. 21, 0n,;) and ESC(fx, 21, wn,)
in which ¢ angles are umformly distributed over a full circle
at each height z;. Then, E;C (¢, 21, w,,) can be written as
the sum of the convolutions of the PSF for each surface
Efﬁfo (e, 21, g ;) with the contrast function of the OUTs

for the corresponding surface f;(¢x,z) as [21], [22]

ESC (¢, 21, 0n,) = z ESC O (b, 21, wn,) % %2 (P, 21)

i=1
(1)

where #; and %, denote the convolutions along the ¢- and
z-directions, respectively. Writing (1) at all N¢ frequencies
and Nr transmitters and applying discrete-time Fourier trans-
form (DTFT) and DFT to both sides of the equations along
the z- and ¢-directions, respectively, leads to the following
system of equations at each spatial frequency pair k = (ky, k;)
(kg4 and k; are the Fourier variables corresponding to ¢ and z,
respectively) [22]:

=8C = =
Ewengxt) = By nsony B xny (2)
where
=8C - = =
E, o i)
=8C = =
E =L : |, D=L{ : |, F= : 3)
= SC = =
E; | D, I, (ic)
and
éff(ff, 1)
= 5C p
E,w,x1) = : )
| B0, m)) |
B ESCCO(x a5 Escco(k_ - ‘|
gam(N;xN,) I : : ©)
| EbaCC W an,) - ECyl(k,on)
where f?ff(x, wn,), E:?igfo(x, w,,), and f_j(fc) are

obtained by taking DFT along ¢ and DTFT along z
of Esc(m,z;,wﬂf), E;S (¢, u,0n,), and [, 21,
respectively, L =1- lf/fl denotes the
centering matrix that is the average reference operator,

{N NT XNJNT)
is the identity matrix, and 1 is a vector

|
=(N;NrxN;Nr) =(NNrx1)

of ones. The centering matrix L is a symmetric and
idempotent matrix, which when multiplied with a vector (or
columns of a matrix) has the same effect as subtracting the
mean of the components of the vector from every component
of that vector.

The system of equations in (2) is solved at each ¥ =
(kg, k;) pair to obtain the values for fj(k), j = 1,..., N,.
Then, inverse DTFT along z and inverse DFT along ¢ are
applied to reconstruct images f;(¢x,z;) over all the imaged
surfaces. At the end, the normalized modulus of f;(¢x, z1),
| fi(be, )|/ M, where M is the maximum of | f;(¢x, z/)| for
all rj, is plotted to obtain a 2-D image of the OUTs at each
surface r = r;. We call | f; (¢, z/)|/M the normalized image.

It has been shown in [22] that the use of the sSLORETA
approach [34] to solve the system of equations in (2), when
the data are provided by an array of receiver antennas,
leads to significantly higher quality images compared with
the conventionally used minimum norm (MN) approach. MN
solutions are biased toward superficial objects because of their
spatial vicinity to the antennas. The use of the sSLORETA
approach alleviates the depth biasing problem associated with
the MN approach even in the presence of measurement noise
by standardization of the solution. In the SLORETA approach,

the standardized solution i is written as

F— [Diag(sp) PE

is the variance of i and it can be obtained

(6)

Where EE(N! xN¢)
from

S. =PS_scP”. 7

=F — "R

= 8C
S_s is the variance of E
—E {NTN‘{XNTNI)

point of view, Dlag(_ ) is the diagonal matrix formed by the

from the Bayesian

diagonal elements of §F’ and P is obtained from

:{N,— XNT N_Ir)
(®)

where [-]7 is the Hermitian transpose operation, and [-]*
denotes the Moore—Penrose pseudoinverse. Also, a is a reg-
ularization parameter and it is taken as the variance of the
noise in the simulated or measured data. Here, we estimate the
noise variance by minimizing the generalized cross-validation
(GCV) score [36] using MATLAB command evar. In this
method, it is assumed that the value for which the GCV score
is minimal can provide the variance of the additive noise.

B. Method 2: Use of Interpolation, Uniform DFT, and
eLORETA

In Method 2, again, the irregular samples along the
¢-direction are first interpolated to provide uniform samples
along that direction. Then, similar to Section II-A, the systems
of equations in (2) at k¥ = (kg, k;) pairs are constructed.
Here, we propose solving the systems of equations using the
eLORETA approach [35] which is a genuine inverse solution
(not merely a linear imaging method) with exact, zero error
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localization in the presence of measurement and structured
noise.
To implement eLORETA, consider the general weighted
MN problem [37]
:SC

minE|: E

where WN denotes the symmetric weight matrix and
a=0 denotes the regularization parameter. The estimated
solution is linear as

2
£

IIUii

®

=H =
+af 2@1

= 85C

iZQE

(10)

where

~H
=W'D

= ~H it
Q [QW" D +aL] (11)
=(N,xNeNp) — = |=— = =

aL is the covariance matrix of the measurement noise, and

W—l
—N, xN,
By extending linear relation in (2) to include possible

additive measurement noise and assuming 1ndependence of F
sc

is a priori covariance matrix for F.

and measurement noise, the covariance matrix for E can be
written as

ISE
cov(E )= DW 1D +alL. (12)
Based on the linear relation in (10), the covariance matrix

for i is

=5 [1D]

cov

(13)

When W is restricted to be a diagonal matrix, then the
solution to the problem

- H -
'D +al)*DW.

=11
=

=W'D OW-

(]

2
(14)

= =H =
OW'D +aL)'DW!

produces an inverse solution (10) with zero localization error.
The following iterative algorithm converges to the diagonal
weights g that solve the problem in (14) [35].

1) Given Q and a regularization parameter a, initialize the
diagonal weight matrix W as the identity matrix.
2) Set o

B 1 = H o
E(N,erwmr) =@W" D +al)". (13)
3) Fori =1 to N,
Wi, )=/ (D" MD). (16)

4) Go to step 2 until convergence is reached based on the
negligible changes in W.

Finally, the diagonal matrix W produced by this algorithm is

used to provide matrix Q in (11) and, therefore, the estimated

solution F in (10).

It has been shown in [35] that eLORETA is unbiased in
the presence of structured noise for F with covariance matrix
of the form g‘l. Unfortunately, such a structure for noise

of E may not hold in practice. This can be considered as a
disadvantage of eLORETA compared with SLORETA.

C. Method 3: Use of Nonuniform DFT, sSLORETA,
and Interpolation

In Method 3, unlike Methods 1 and 2, data are not interpo-
lated prior to taking DFT along the ¢-direction. Instead, the
nonuniform samples along ¢ are transformed using a nonlinear
DFT (NUDFT). Then, the construction of the systems of
equations and the solution of them using SLORETA is similar
to those steps described for Method 1.

Once all the systems of equations are solved, the process of
forming the normalized images is similar to that in Method 1
except that inverse NUDFT is applied along the ¢-direction in
the image reconstruction process and, at the end, interpolation
is applied along the ¢-direction. The latter step is implemented
to enhance the quality of the images (increase the number of
pixels along ¢) and compare the images for the three methods.
A review of NUDFT and inverse NUDFT processing has been
provided in Appendix A.

III. SIMULATION RESULTS

First, we assess the performance of the proposed imaging
techniques via FEKO simulations. The study is performed by
simulating responses at 5 frequencies within a band of 0.4 GHz
around a center frequency of 1.7 GHz. To have a realistic study
of the performance of the imaging technique, White Gaussian
noise is added to the simulated data with a signal-to-noise
ratio (SNR) of 20 dB. Besides, to assess the quality of the
reconstructed images, we use the structural similarity (SSIM)
index [38]. Please refer to Appendix B for details of computing
SSIM. Here, SSIM is computed for each reconstructed 2-D
image when taking the true OUTs’ image as the reference.
The true image has a value of 1 at the pixels overlapping the
OUTs and O elsewhere. Higher SSIM values indicate higher
similarity to the true image.

A. Imaging Objects in a Uniform Background Medium

For the examples in this section, the background medium
has properties of &, = 22 and ¢ = 1.25 S/m. The scattered
data for the imaged OUTs are collected over a cylindrical
aperture with r4 = 68 mm and z4 = 376 mm (104, where 4 is
the wavelength at 1.7 GHz for the medium). The antennas are
resonant (4/2) dipoles. The sampling step along the z-direction
is Az = 17.9 mm (4/2). The angular separation between
transmitter antennas is A¢r = 40°. The angular separation
between adjacent receiver antennas is A¢gr = 10°(no receiver
antennas at the position of transmitters). This indicates that
there are nine transmitter antennas and 27 receiver antennas.

The cylindrical imaged surfaces are at r; = 50, 32, and
14 mm. Thus, to collect PSF data, we place cuboids with a size
of 5 mm at the cylindrical coordinates (r, ¢, z) of (r;j, 0°,0),
one at a time, and simulate the responses.
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Fig. 2.

FEKO simulation model for the first example.

TABLE 1
VALUES OF THE PARAMETERS FOR THE FIRST SIMULATION EXAMPLE

Ny ry Agy Agr N b, L L,
36 68 mm 40° 10° 5 mm 50° A 24
TABLE 11

VALUES OF THE PARAMETERS FOR THE SECOND SIMULATION EXAMPLE

N,; Fa M}'
36 68 mm 40 10°

Adr 5 B w L

5 mm 50° A4 24

First, we perform the simulation study when four per-
fect electric conductor (PEC) cuboids are placed on the
cylindrical surface of r; = 14 mm as shown in Fig. 2.
Table I shows the values of the parameters for this exam-
ple. Fig. 3 shows the reconstructed images when imple-
menting Methods 1 to 3. To implement Method 1, the data
acquired from 27 receiver antennas are interpolated along
the ¢-direction to obtain 144 samples uniformly covering
0° t0360° (every 2.5°%). The interpolation is implemented in
MATLAB using interpl command and the shape-preserving
piecewise cubic interpolation. To implement Method 3,
the final images are interpolated similarly to obtain 144
samples along ¢ uniformly covering 0° to 360°. From Fig. 3,
it is observed that the images obtained from Method 1 have the
best quality, correctly reconstructing the objects. The images
obtained from Method 2 have comparable but slightly lower
quality compared with those for Method 1. The images for
Method 3 show the worst quality for the reconstructed objects.

Next, to study the shape reconstruction capability of the
methods, we simulate the responses for a cross-shaped PEC
object. Fig. 4 shows the simulation model for this example
and Table II shows the values of the parameters. The object is
placed at r, = 32 mm surface. The images are reconstructed
over surfaces with radii similar to those in the first example.
Fig. 5 shows the reconstructed images when implementing

-100 0 100
# (deg)

r=50 mm

S5IM = 9.75e-01

<100 0 100 <100 0 100 <100 0 100
¢ (deg) ¢ (deq) ¢ (deg)
(©

Fig. 3. Normalized images of the first simulation example for (a) Method 1,
(b) Method 2, and (c) Method 3.

Methods 1 to 3. The images obtained from Methods 1 and 2
have very similar quality with close SSIM values. The shape
of the object on the middle surface is reconstructed with the
arm along the z-axis having higher contrast since the dipole
antennas are z-polarized. The images at the inner surface
(r3 = 14 mm) show higher levels of artifacts compared with
the images at the outer surface (rj = 50 mm). The images
obtained from Method 3 have the worst quality and the lowest
SSIM values except for the image at r; = 50 mm which does
not contain the object.

In general, from the studied examples, we conclude that
Methods 1 and 2 have similar performance and they offer
better imaging quality compared with Method 3. Thus, in the
following, we study the resolutions for Method 1.

The cross-range resolution along z (dz) is estimated from
images of the COs over each surface. For this purpose,
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Fig. 4. FEKO simulation model for the second example.

we measure the distance between two points marking 0.7 times
the peak value for the image of the CO. The estimated
values for 6z on the outer, middle, and inner surfaces are
approximately 10.7 mm (0.282), 10.7 mm (0.284), and
14.3 mm (0.3841), respectively.

Similarly, the cross-range resolution along ¢ (¢ in radian)
is defined as the angular width between two points marking
0.7 times the peak value for the image of the CO. The
estimated values for d¢ on the outer, middle, and inner
surfaces are 0.11, 0.35, and 0.77 rad, respectively.

To evaluate the range resolution, we image a CO when it
is placed at r, = 32 mm. We implement the imaging process
when the radial distance between the three imaged surfaces
varies, while the radial position of the middle surface is kept
fixed at 32 mm. We determine the range resolution as the
radial distance between the inner and outer imaged surfaces
for which the value of the image is 0.7 (while the maximum
level of the object’s image over the middle plane has a value
of 1 due to normalization). This leads to a range resolution dr
of approximately 22 mm.

Please note that in general in this near-field imaging tech-
nique, resolution limits highly depend on the position, type,
and electric properties of the objects, the antenna structure, the
dielectric properties of the background medium, the dimen-
sions of the scanned aperture, and the SNR values for the
IeSponses.

B. Imaging Objects Hidden Inside a Cylindrical
Host Medium

As a third simulation example, we present the imag-
ing results for a setup similar to the one used later in
the experiments. Fig. 6 shows this setup, in which a
cylindrical host medium has properties of &, = 22 and
1.25 S/m. The antennas are resonant dipoles at
1.7 GHz and surround this medium in the air. To reduce
the coupling between the antennas, microwave-absorbing
sheets (absorbers) made of carbon fibers with properties of
e, = 454 and ¢ = 55000 S/m are placed in between the
antennas. The number and angular separation of the antennas
are similar to the previous examples. The synthesized aperture
has a length of 150 mm and 21 samples along the z-axis. The

g =

S5IM = 8.07e-01

S5IM = 6.57e-01

100 0 100 00 0 100 -100 0 100
& (deg) ¢ (deg) ¢ (deg)
(a)
r=50 mm r=32mm r=14 mm

S55IM = B.10e-01 SS8IM = 5.84e-01

58IM = 8.59e-01

58IM = 3 98e-01

=100 0 100 =100 0 100 =100 0 100
¢ (deg) ¢ (deg) ¢ (deg)
(©)

Fig. 5. Normalized images of the second simulation example for
(a) Method 1, (b) Method 2, and (c) Method 3.

hidden objects are two PEC cylinders with diameter of 18 mm
and height of 50 mm centered at the cylindrical coordinates
(r, ¢, z) of (20 mm, 0°, 0) and (20 mm, —170°, 0) and aligned
along the z-axis. The cylindrical imaged surfaces are at r;
= 50, 35, and 20 mm. Thus, to collect PSF data, we place
cylindrical PEC objects with diameter of 18 mm and height
of 10 mm at the cylindrical coordinates (r, ¢, z) of (r;,0,0),
one at a time, and measure the responses.

Fig. 7(a) shows the reconstructed images for this example.
It is observed that the two hidden objects can be reconstructed
well. The coupling between two adjacent antennas is almost
—6 and —14 dB without and with the use of microwave
absorbers, respectively. To study the effect of using microwave
absorbers, we perform imaging for the same setup but without
microwave absorbers. Fig. 7(b) shows the images for this case.
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OUTs’
boundaries
Mt W

(f W
9  absorbers
4

antennas

Fig. 6. FEKO simulation model for the third example with parameter values
similar to the measurement setup. (a) Isometric view. (b) Top view.

It is clear that the quality of the reconstructed image of the
OUTs is lower compared with that in Fig. 7(a).

IV. DATA ACQUISITION SYSTEM

Fig. 8 shows the block diagram of the proposed data
acquisition system which is an extended version of the one
in [21]. It consists of microwave circuits to transmit and
receive signals, an array of transmitter antennas, an array
of receiver antennas, two switching networks for selecting
transmitters and receivers, a control and processing unit,
and a cylindrical scanning system. The transmitted signal
is generated by a frequency synthesizer controlled by the
control and processing unit. The frequency synthesizer also
provides local (LO) signal for the quadrature receiver. The
received signal passes a low-noise amplifier (LNA) and a
bandpass filter (BPF) before reaching the direct conver-
sion (homodyne) quadrature receiver. The quadrature receiver

-100 0 100 -100 0 100 -100 0 100
¢ (deg) ¢ (deg) ¢ (deg)
(a)
r=50mm r=35mm r=20mm

S8IM = 7.56e-01 S8IM = 3.81e-01 SSIM = 1.22e-02

-100 0 100 -100 0 100 -100 0 100
o (deg) o (deg) o (deg)
(b)

Fig. 7. Normalized images for the third simulation example using
Method 1 (a) with microwave absorbers and (b) without microwave absorbers.
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Fig. 8. Block diagram of the imaging system.

provides in-phase (/) and quadrature (Q) outputs to the
processing unit.

Fig. 9 shows the imaging system with its main components
zoomed in. For better illustration, please refer to Fig. 6 which
shows an imaging system with parameters similar to the one
used in the experiments (it does not include the antenna array
holder). In the setup, a container with diameter of 120 mm
and height of 200 mm is filled with a mixture of 20%
water and 80% glycerin with properties of &, = 22 and
o = 1.25 S/m within the frequency band of 1.5—1.9 GHz [39].
The OUTSs are plastic cylinders with diameter of 18 mm and
height of 50 mm covered by thin copper sheets and placed
inside the liquid container. The scanning system moves the
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container with
objects

Fig. 9. Imaging system with its main components zoomed in.
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frequency (GHz)

Fig. 10. Measured |S;1| for one sample antenna when it is placed inside the
antenna array holder with the presence of the liquid container.

liquid container along the longitudinal direction (z) and it
includes an Arduino Uno board, an Arduino motor shield
board, and a stepper motor. The antenna arrays are stationary
and placed inside a customized holder made by 3-D printing
and tightly in contact with the liquid container. The antenna
arrays consist of 36 antennas, 9 of them operating as trans-
mitters and the remaining as receivers. The array elements
are mini GSM/Cellular Quad-Band antennas from Adafruit
Company. Microwave-absorbing sheets are placed in 36 slots
with a width of 1 mm which are cut out of the antenna holder
to reduce the coupling between the antennas.

Fig. 10 shows the measured |S;;| for one sample antenna
when it is placed inside the customized antenna array holder

RX master switch
board and LNA

<

antenna array holder

with the presence of the liquid container. The value of |S;;|
is mostly below —10 dB over the targeted frequency band
of 1.5—-1.9 GHz.

The details of the transmitter and receiver modules can
be found in [21]. Here, two separate switching networks for
the transmitter and receiver antenna arrays are added using
Arduino Uno boards and EVIHMC321ALP4E modules which
are RF SP8T switches from Analog Devices. The switching
network for the transmitter array consists of one Arduino Uno
board and two RF SP8T switch modules: a master module
and a slave module. These switch modules are controlled by
MATLAB via the Arduino Uno board. A similar switching
network is developed for selecting the receiver antennas. This
network consists of one Arduino Uno board and four RF SP8T
switch modules, a master module, and three slave modules,
and it is controlled by MATLAB via another Arduino Uno
board.

Fig. 11 shows the transmitted signal power versus frequency
right after VGA and for three control voltages for the VGA.
It is observed that the transmitted power decreases with the
increase in frequency. Fig. 12 shows the received signal power
versus frequency after LNA and BPF and before entering
the quadrature receiver module for a sample transmitter—
receiver pair with the maximum possible distance between
them (approximately 130 mm) and for three values of control
voltages of the VGA. The power of the received signal
follows the same trend as those shown in Fig. 11. Besides,
the power of the received signal is much lower compared
with the transmitted signal due to the attenuation inside the
lossy mixture of water and glycerin. According to the man-
ufacturer, the receiver unit (DC1513B-AB) has the following
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Fig. 11. Transmitted signal power versus frequency right after VGA and for
three values of control voltages for the VGA.
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Fig. 12. Received signal power versus frequency after LNA and BPF and
before quadrature receiver module for a sample transmitter—receiver antenna
pair with the maximum possible distance between them (approximately
130 mm). This is plotted for three values of control voltages of the VGA.

specifications: maximum RF input of 20 dBm and dynamic
range of 95 dBm. This implies that the received power needs
to be above —75 dBm to be detectable by the receiver unit.
Thus, even with the control voltage of 1 V for the VGA and the
largest possible distance between the transmitter and receiver
antennas, the received signal is still detectable. To have the
strongest received signal, we set the VGA control voltage to
1.4 V in the experiments.

V. EXPERIMENTAL RESULTS

Here, the performance of the proposed imaging system
is studied via experiments. The operation frequency is from
1.5 to 1.9 GHz with steps of 0.1 GHz. The imaged surfaces
are with radii of r; = 50 mm, r» = 35 mm, and r; = 20 mm.

In the first example, the two OUTs are placed at the
cylindrical coordinates (r, ¢, z) of (20 mm, —170°, 0) and
(20 mm, 0°, 0). The container with OUTs is scanned along
z while the antenna arrays are stationary. Scanning along z
is performed from —2A to 24 with 21 sampling steps, where

A is the wavelength at the center frequency of 1.7 GHz for the
used mixture.

To obtain the complex-valued scattered response R, for each
receiver antenna, we combine the real and imaginary parts
obtained from the in-phase (/) and quadrature (Q) channels
of the quadrature receiver unit as R = I + jQ. The recorded
complex-valued response for each receiver at angular position
¢y, longitudinal position z;, and frequency w,, is denoted by
R(¢v, 21, wn,). At each acquisition, by default, the receiver
unit provides 1024 samples over time for each channel. Since
it is a direct conversion receiver with the frequency of the
LO and RF signals being the same, we take average of these
1024 samples for each channel to obtain I and Q values.

PSFs are collected using small copper-coated plastic cylin-
ders as COs. These COs have diameter of 18 mm and height
of 10 mm and are placed, one at a time, at the cylindrical
coordinates (r;, 0°,0), r; = 50, 35, and 20 mm.

To eliminate the effect of the background medium and
the slight differences between the receiver antennas, it is
necessary to implement a two-step calibration process. In the
first step, we calibrate out the effect of the differences between
the receiver antennas for each transmitting antenna a,, by
dividing the responses Rg, (¢r, 21, wn,), by the magnitude of
the responses collected at a longitudinal position z; far away
from the OUTs |Rg, (¢x, Zo, @n )l as

R} (¢, 2, @n,)=Ra, (¢, 21, @n,)/|Ra, (x> 20, 0n))|. (17)

In the second step of the calibration process, to eliminate
the effects of the background media (liquid, container, and any
object other than OUTs), we calibrate each R;M (D, 21, ©n))
response as

R2 (¢x, 21, 0a,)=R,, (.2, @n,)— R} (Prr,21,0n,) (18)

where R;M (v, 21, ;) is the background response without
the presence of the OUTs. In practice, R;m (Pxr, 21, O ;) can
be the response at a longitudinal position z; far away from
the OUTs. The two-step calibration process is applied on all
the collected PSFs and OUT responses.

After collecting the PSFs and OUT responses and imple-
menting the two-step calibration process, the three image
reconstruction methods discussed in Section II are applied.
The number of samples after interpolation along the azimuthal
direction is 144 in all methods. Fig. 13 shows the reconstructed
images obtained from the three methods. It is observed that
Methods 1 and 2 provide images with similar quality in
which the objects can be reconstructed well over the inner
surface with some shadows observed over the middle and outer
surfaces. The reconstructed image obtained from Method 3,
however, only provides the correct radial location of the
objects but fails to provide satisfactory image of the objects
over the cross-range directions. Besides, images in Fig. 13(a)
have lower quality compared with those in Fig. 7(a)
(simulation example). The differences between the simulation
and measured results are mainly due to the following factors:
1) the exact properties of the microwave absorbing sheets
are not available. In the simulation, we used approximate
electrical property values for carbon fiber absorbers found
in the literature (see [40], [41]); 2) the exact models of the

Authorized licensed use limited to: New York Institute of Technology. Downloaded on June 10,2021 at 15:28:44 UTC from IEEE Xplore. Restrictions apply.



WU et al.: HOLOGRAPHIC NEAR-FIELD MICROWAVE IMAGING WITH ANTENNA ARRAYS IN CYLINDRICAL SETUP 427

SSIM = 2.21e-01

SSIM = 2.50e-01

S5IM = 2.04e-01

SEIM = 9.61e-02

-100 0 100 -100 @ 100 -100 @ 100
¢ (deg} ¢ (deg) ¢ (deg)
(©

Fig. 13. Normalized images for two OUTs placed on the inner surface when
using (a) Method 1, (b) Method 2, and (c) Method 3. White dotted lines show
the true positions of the objects.

used commercial antennas are not available. In the simulation
model, we used resonant dipole antennas; and 3) for affordable
simulations, we did not include the 3-D printed antenna holder
in the simulation model.

In the second example, the two OUTs are placed in the same
¢ and z positions as in the first example but approximately
at midway between the inner and middle imaged surfaces
along the radial direction. They are scanned with the same
sampling parameters described for the first example. After sim-
ilar processing discussed for the first example, Fig. 14 shows
the reconstructed images obtained from the three methods.
Again, it is observed that Methods 1 and 2 provide images
with similar quality in which the objects can be reconstructed
well over the inner and middle surfaces with some weak

=100 0 100

& (deg)
& r=>50 mm ;
SSIM = 3.34e-01
0.
2
) :
2o :
-1
-2 Z
-3 0
<100 0 100 4100 0 100 4100 0 100
o (deg) o (deg) o (deg)
©
Fig. 14. Normalized images for two OUTs placed in between the middle

and inner surfaces when using (a) Method 1, (b) Method 2, and (c) Method 3.
White dotted lines show the true positions of the objects.

shadows observed over the outer surface. The reconstructed
image obtained from Method 3; however, only provides the
correct radial location of the objects (over the middle and
inner surfaces) but fails to provide satisfactory images over
cross-range directions.

VI. CONCLUSION AND DISCUSSION

In this article, a cylindrical holographic near-field 3-D
imaging system was proposed based on the use of arrays of
antennas along the azimuthal direction, three imaging meth-
ods, and the use of a low-cost, compact, and narrowband data
acquisition system. The use of antenna arrays expedites the
data acquisition but leads to limited and nonuniform samples
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along the azimuthal direction which necessitates introducing
adequate processing techniques. Among the studied methods,
the best performance was achieved when the samples are
interpolated along the azimuthal direction prior to applying
DFT.

It was observed that the use of the SLORETA and eLORETA
approaches leads to the reconstruction of images with similar
quality. However, the eLORETA approach requires more com-
putational time mainly due to the use of an iterative algorithm
to find the diagonal weights W. For example, for the first
simulation example in Section ITI-A, the time required to solve
each system of equations is 30 ms for eLORETA and 3 ms
for SLORETA on a Laptop computer with Intel i7-6820HQ
2.7 GHz CPU with 8 GB of RAM.

Most of the microwave imaging setups reported so far
use VNAs for data acquisition. The common method for
vector measurements in VNAs is the heterodyne architecture
which is mature and accurate. However, the need for a less-
expensive vector measurement system has been noticed by
many researchers and solutions are emerging based on direct
detection (homodyne) to reduce cost, components count, and
power consumption (see [42], [43]). It has been shown that
with the new commercial chips, direct detection systems can
compete with a VNA in terms of accuracy [43]. The data
acquisition system proposed in this work is along these efforts.
Besides, such system provides further degrees of freedom
in the selection of the desired frequency band, transmitter
and receiver gains, and other important parameters compared
with other commercial solutions such as software-defined
radio (SDR) boards (see [44]). Overall, the use of low-cost off-
the-shelf components for the data acquisition system allows for
using that in various industrial settings.

In this work, the transmitter antennas do not operate as
receivers. Using them as receivers allows for increasing the
number of samples along the azimuthal direction and hence
improving the quality of the images. However, this implies
the use of additional hardware components (using circulators
to transmit and receive simultaneously or using additional
switches to receive responses by inactive transmitters).

A valid concern is that the LSI assumption used in this work
may not hold for realistic imaging systems. According to the
Born approximation, linearity of the system implies that the
imaged objects should be small and low-contrast. However,
such objects may provide weaker scattered responses that can
be hardly measured. Thus, in practice, compromises need to
be considered for obtaining satisfactory results. For instance,
the security screening systems at the airports (see [3], [4])
assume linearity of the system while, obviously, this does
not hold for large metallic objects such as guns. But those
techniques can still provide satisfactory qualitative images of
such objects. Space-invariant property also does not hold in
a practical system but measurements over sufficiently long
apertures and proper calibration schemes can still lead to
satisfactory results (see [19]-[27]).

The sampling requirements and the resolution limits for a
far-field SAR-based holographic imaging system have already
been presented before (see [3], [4], [45]). Here, our setup is a
near-field system in which the variations in the fields depend

on the antennas and the shape and electrical properties of
the media around them. Thus, it is not feasible to provide
theoretical expressions for the resolution and sampling criteria
addressing all possible scenarios. Overall, the sampling steps
should be smaller than those in [4] and the chosen steps should
be first validated by imaging of known OUTs for a given near-
field imaging setup. Besides, one can expect to obtain better
resolution limits in a near-field imaging system due to the
measurement and processing of the evanescent waves.

APPENDIX A

Let us assume the function f(¢,) has samples at angles
¢n, n = 0,...,N — 1, which are nonuniformly distributed
along the ¢-direction. The NUDFT of this function F(k) can
be written as

N-1

Fk) =Y f(gn)e 2 /lek

n=0

(19)

where Ly is the range of variation for the samples. If the
samples are collected over a full circle, then Ly = 2.
Unlike inverse DFT, inverse NUDFT cannot be obtained just
by changing —i to i. Instead, it has to be computed from

F=0'F (20)
where
[ (o)
= : ;
| f($n-1)
- g2l /Ly)! e—i2m(¢n_1/Lg)1 -l
D= : . : (21)
e—2EG/LOIN=1) . o—i2n(pn1/Ls)(N-1)
and
F(0)
F= : ; (22)
F(N-1
APPENDIX B

Suppose that x and y are two generic 2-D images that
we would like to assess their similarity. According to [38],
the SSIM is computed using three terms, namely, the lumi-
nance term /(x, y), the contrast term c(x, y), and the structural
term s(x, y) as

SSIM(x, y) = [I(x, y)1“[c(x, y)]ﬁ[s(x, »n (23)
zﬂxﬂy +C

Ix,y) = 02— 24

(x,y) 211G (24)
20v0y + C2

e 25

c(x,y) 21021 Ca (25)

oy + C
s, ) = (26)

where py, uy, 0y, oy, and oy, are the means, standard
deviations, and cross-covariance for the images, respectively,
C\, C3, and Cj; are constants determined based on the dynamic
range of the pixel values [38], and a, £, and y are used to
adjust the importance of the terms (here, a = =y = 1).
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