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Fig. 1. Working principle of Saving Face, a mobile technology that employs ultrasound signals to detect and alert a user
when they touch their face.

Hand-to-Face transmission has been estimated to be a minority, yet non-negligible, vector of COVID-19 transmission and a
major vector for multiple other pathogens. At the same time, as it cannot be effectively addressed with mainstream protection
measures, such as wearing masks or tracing contacts, it remains largely untackled. To help address this issue, we have
developed Saving Face - an app that alerts users when they are about to touch their faces, by analyzing the distortion patterns
in the ultrasound signal emitted by their earphones. The system only relies on pre-existing hardware (a smartphone with
generic earphones), which allows it to be rapidly scalable to billions of smartphone users worldwide. This paper describes the
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design, implementation and evaluation of the system, as well as the results of a user study testing the solution’s accuracy,
robustness, and user experience during various day-to-day activities (93.7% Sensitivity and 91.5% Precision, N=10). While this
paper focuses on the system’s application to detecting hand-to-face gestures, the technique can also be applicable to other
types of gestures and gesture-based applications.
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1 INTRODUCTION
By January 28, 2021, more than 100 million people had contracted COVID-19, almost half in the last 2 months
alone, and over 2.1 million had lost their lives [10]. While vaccine development has been rapidly advancing, it
will likely be many months before immunization solutions become available to the broad population. In the
meantime, containing transmission and guarding against the next pandemic are paramount.
The CDC and researchers analyzing infection clusters estimate that hand-to-face transmission accounts for

5-10% of COVID-19 cases [46] due to the virus’ ability to survive on commonly used surfaces for multiple days
[41]. At the same time, vulnerable populations and front-line workers who cannot work remotely, continue to
use public transport, and may not be able to frequently sanitize their hands, find themselves particularly at risk.

While a minority transmission vector, unlike person-to-person contact, hand-to-face transmissions cannot be
effectively mitigated by using masks, or detected through contact tracing, thus remaining largely untackled [6].
Ever since the beginning of the pandemic, institutions such as the WHO have advised us to avoid touching our
faces. Yet, this is easier said than done. Most of us touch our faces frequently throughout the day, usually without
thinking about it, making it a very difficult habit to break and requiring a significant amount of conscious effort.

Using Awareness Enhancement Devices (AEDs) in the form of wearables (e.g., necklaces, watches) that notify
users when they are about to touch their faces could potentially help. Studies performed in the context of other
behavioral changes, such as Trichotillomania (i.e., compulsive hair pulling) [14] and self-harm in people with
mental disabilities [22] have demonstrated they can be effective at bringing a marked and lasting reduction in the
harmful behavior. In order to have a significant impact, AEDs would nonetheless need to: i) effectively detect
hand-to-face touching in a wide variety of environments, ii) seamlessly integrate with day-to-day activities and
iii) reach as many people as possible. Nonetheless, existing AEDs typically rely on custom hardware, making
them difficult to rapidly manufacture and largely inaccessible to the broad population.

To help address these limitations, we propose Saving Face - a system that tracks hand-to-face movements and
alerts users when they touch their faces, while only relying on their smartphones and a set of generic headsets
(see Figure 1). At a high level, Saving Face leverages the reflections of acoustic signals off a user’s hand in order
to track hand-to-face gestures. It analyzes distortion patterns in the non-audible ultrasound signal emitted by
earphones to detect hand-to-face gestures and alert the user with a vibration or an audible nudge. Saving Face’s
functionality can be summarized in the following 4 steps:
(1) When the user launches the Saving Face App,1 an audio file is played, enabling the connected earset to

emit an ultrasound signal through the left earphone that is then continuously captured by the embedded
microphone. In this way, the earset is practically activated to operate as a sonar.

1Note that Saving Face can also operate as a background app.
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Fig. 2. To use Saving Face, a user (1) downloads and opens the app, (2) attaches the earphones as per the guide in the app
and then (3) receives an alert (audio or vibration) when touching their face.

(2) When the user’s hand approaches their face, the ultrasound signal bounces off the hand creating distinctive
distortion patterns, which are then captured by the microphone.

(3) The Saving Face algorithm analyzes the signal distortions with the help of custom-made signal processing
and machine learning algorithms, to decide if the distortion can be attributed to a face-touching gesture.

(4) If the pattern is deemed characteristic of a face-touching gesture, the user receives feedback in the form of
either a vibration or an audio nudge. By exposing the user to repeated feedback, through a prolongued use
of the app, we hope to trigger a learning effect and ultimately reduce their frequency of face touching.

Figure 2 summarizes the experience of a Saving Face user. Beyond saving the users from acquiring new
hardware, we also seek to facilitate on-boarding by making the user experience as simple and seamless as possible.
The Saving Face app has a minimalistic, user-friendly interface, as shown in Figure 2.1, only requiring the user to
press one intuitively positioned button to turn Saving Face on and then leave it running in the background.
The two most significant challenges in developing Saving Face are (1) achieving a high detection accuracy

while only using inaudible acoustic (or ultrasonic) signals, and (2) ensuring the app can be used while the user is
moving, while limiting false positives due to motion interference. Moreover, Saving Face must overcome these
challenges while relying entirely on existing smartphones and earsets, i.e., without requiring any hardware
or firmware modifications and without rooting the phone. This is necessary in order to build a scalable and
user-friendly solution for mitigating pathogen surface transmissions. To achieve this, Saving Face incorporates
the following techniques:
(1) In order to avoid having to make adjustments to users’ hardware, we had to rely on the ultrasound signals

that the earphones are already able to emit. To avoid annoying the user, we only used signals outside the
audible range. However, operating in the inaudible range using off-the-shelf earsets restricts Saving Face to
a small bandwidth of less than 2 kHz (18 - 20 kHz in the frequency spectrum). Unfortunately, such a limited
bandwidth constrains the resolution of wireless sensing [1, 27], making it difficult to detect face touches
with high accuracy. To address this, Saving Face implements two complementary techniques and fuses
their information: wideband (Frequency Modulated Carrier Wave - FMCW) and narrowband (Doppler).
FMCW gives a rich set of features from the spectral analysis (as it is normally used to detect distances),
while Doppler provides speed indicators. The combination resulted in a significant improvement in the
detection accuracy, from 81.2% and 89.4% (F1-Score for only Doppler and only FMCW) to 94.1% (F1-score
for FMCW and Doppler together).

(2) For wearers to be able to use the system during day-to-day life, Saving Face needs to be robust to movements,
while at the same time distinguishing small hand-to-face movements from motion interference. To address
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this, we have built a machine learning model to help distinguish the variety of distortion patterns typical
of face-touching gestures from unrelated movements and perturbations.

Saving Face has been prototyped and tested in user studies emulating real-life activities such as sitting on a
chair, walking around the room, or stacking cans. It has shown an average sensitivity of 93.7% (correctly detected
face touches / total face touches) and an average precision (number of nudges due to a face-touch / total number
of nudges) of 91.5%. At the same time, most users have stated that they would be willing to use the App in real
life.
Given its high detection accuracy, relatively seamless user experience (can be used in the background even

when the user listens to music), and high scalability (it leverages hardware the user already owns and the App
can easily be downloaded from the online stores), we believe Saving Face can become an effective, widely adopted
solution for mitigating the surface transmission of COVID-19 and other infectious diseases. At the same time,
while our tests have mainly focused on hand-to-face applications, the solutions we have developed can be
applicable to multiple other gesture recognition issues, where a set of speakers and a microphone are available.
This could span to areas such as behavior-reversal therapy (e.g., against compulsive hair pulling), security (e.g.,
device owner recognition), safety (e.g., falling asleep behind the wheel) or health monitoring (e.g., detecting
movement patterns preliminary to a heart attack).
In the frame of this paper, we will describe 4 contributions that best summarize our work on Saving Face so

far, namely:
(1) Introducing a novel and rapidly scalable approach to behavioral change to lower the hand-to-face transmis-

sion of COVID-19 and other pathogens.
(2) Designing the first acoustics-based system to track hand-to-face movements, based on signal process-

ing (Frequency Modulated Carrier Wave - FMCW - and Doppler Shift) and machine learning (Logistic
Regression) algorithms.

(3) Implementing the system in a set of user friendly iPhone and Android apps, available for anyone who owns
a smartphone and a set of commercial earphones.

(4) Evaluating the system’s performance in multiple experimental environments - to observe an average
sensitivity of 93.7% and precision of 91.5%, as well as an overall positive user experience and adoption
intention.

In the next sections, we will give additional details on the most relevant related work (Section 2), our main
design choices (Section 3), signal processing (Section 4) and machine learning solutions (Section 5), platform
implementation (Section 6) and user study results (Section 7). We will also discuss our current limitations and
future research direction (Section 8) and highlight our main conclusions and acknowledgements (Sections 9 and
10 respectively).

2 RELATED WORK
Developing techniques for reducing face-touching has been an object of research in multiple fields, including
epidemiology and behavioral change. Before COVID-19, studies were focused on limiting the spread of viral and
bacterial diseases relying on hand-to-face contact as their main transmission vector [13], such as influenza [26].
The proposed techniques were also mainly aimed at training medical personnel to reduce face-touching [17],
given their particularly high exposure to pathogens. Other use cases focused on the treatment of compulsive
behaviors, such as Trichotillomania (i.e., hair pulling) [14], nail biting and thumb sucking in adults [4], smoking
[29], acne-inducing touching [19] and self-harm in people with mental disabilities [22].
Awareness Enhancement Devices (AEDs), such as custom made wearables (e.g., wristbands, necklaces, etc.)

that emit alerts as a hand approaches the face, have emerged as promising solutions, showing potential to lead
to significant reductions in face and mouth touching [3] [4] [15] [35] [45]. However, to date, their use remains
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relatively isolated and inaccessible to large audiences. This is primarily due to the fact that they involve custom
hardware, which tends to be expensive and difficult to deliver, or require in-person support from specialized
personnel, as well as laboratory settings that create a clear disconnect from daily use. Addressing these limitations
has been a key objective of Saving Face, hence our striving to only leverage the capabilities of hardware that
users already own and use in their day-to-day activities.

In the remainder of this section, we review in further detail the existing technologies that can be used to track
hand-to-face movements through AEDs. We follow the categorization of previous work in three broad domains as
established by [27], namely 1) Acoustic localization, 2) RF-based gesture systems and 3) Near-device interaction.

2.1 Acoustic Gesture Recognition
Acoustic Gesture Recognition systems use acoustic signals emitted by speakers and recorded by a microphone to
obtain information from the movements of the human body. Examples include SoundWave [12], Dolphin [34],
AudioGest [36], SonicOperator [21], Strata [47], FingerIO [27], CAT [23] and the work from Watanabe et al. [44]
and Mao el al [24]. While these past systems have made significant advances in acoustic sensing, they cannot
simultaneously satisfy two key design features of Saving Face: operating entirely with existing smartphones
and headsets, and sensing small hand movements in the presence of significant mobility. In particular, users
can wear the Saving Face gesture detection system (smartphone, earset) during their daily activities without
being constrained to remain in the same place, while the previous examples require the gesture detection system
to remain static during operation (e.g., placed over a table) and the user in its close vicinity. Our system thus
addresses the challenge of delivering a high detection accuracy despite the movements of the system relative
to the body (i.e., bouncing while walking) and having to deal with a significantly lower signal-to-noise ratio
provided by the earphones (compared to the speaker/microphone).

2.2 Radio Frequency Based Gesture Systems
Gesture detection based on Radio Frequency (RF) relies on analyzing the reflection of electromagnetic waves
on the human body. Examples of detection systems specific to hand gestures include: WiSee [32], AllSee [18],
SideSwipe [49], and WiTrack [1]. These systems typically require the user to remain within the range of a
deployed infrastructure (e.g., WiFi router or specialized radar) in order to track a user’s gestures. As a result, they
are less suitable for Saving Face’s deployment scenario, where one needs to track users throughout their daily
activities (including walking outdoors, in elevators, etc.)

2.3 Near Device Interaction
A number of technologies for gesture detection are available in a wearable format and seek to support mobility
and integration with daily activities. For example, NoFaceContact [48] employs Near-Field Communication
technology using a custom-made earpiece and wristwatch to warn users not to touch their faces. Pulse [25] also
makes use of wearable sensors in the form of a pendant, which detects face touches. Immutouch [16] pairs a
custom wristband equipped with an accelerometer and an Android and iOS app to detect and track face touches.
The previous technologies require the user to acquire custom-made hardware. In contrast, Saving Face proposes
a solution that leverages commonly available devices (smartphones and earphones).

There are several gesture detection solutions that are implemented as Smartwatch apps. For example, FaceOff
[7] analyses accelerometer data to detect the face touch gesture. However, this approach only detects face touches
from a single hand (the one wearing the smartwatch) and it is prone to false positives due to its operation in
dead-reckoning mode (i.e., without a position reference, such as the face). No Face-touch [30] relies on the
magnetometer of a smartwatch to detect proximity to a magnetic pendant. This solution can only detect face
touches from one hand and requires additional hardware (the pendant). In comparison, Saving Face can detect face
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touches from both hands with commonly used hardware. Additionally, smartphones are more widely available
and accessible than smartwatches.

A non-contact alternative is Do Not Touch Your Face [5] that uses the computer webcam to detect face touches.
This solution, however can only be used while the user is in front of the camera, and it not compatible with
mobility. Moreover, it could potentially raise privacy concerns from users.

3 DESIGN
Prior work demonstrates Awareness Enhancing Devices can help reduce face-touching behaviors. However,
existing technologies often show limited effectiveness and typically require attaching custom hardware to people’s
hands, wrists, and neck, limiting their convenience and accessibility, and thus likely their adoption potential. To
overcome these challenges, we have focused the development of Saving Face on the following 3 design objectives:

• Effectiveness: accurately detect hand-to-face touching behavior and transmit feedback to the user.
• Scalability: only rely on hardware that users already posess, minimizing economic and practical barriers.
• Convenience: seamlessly integrate with user’s regular activities and behaviors.

3.1 Selecting the Platform
Given their intrinsic ability to transmit and detect ultrasound and their widespread use, smartphones, together
with earphones, were an intuitive starting point for our choice of platform. Earphones are capable of transmitting
frequencies over 18 kHz (beginning of the ultrasound band [28]). While their frequency responses are usually
poor outside a 20-30cm range, this range is sufficient for the detection of face touches when the earphone and
microphone are placed near the face. At the same time, smartphones also allow a quick deployment of a software
solution through dedicated Apps.
Additionally, smartphones and earphones are objects that users carry with them everywhere, all the time.

This enhances Saving Face’s effectiveness for reducing face touching compared to typical AEDs, enhances its
ecological validity, and maximizes the time of use of the intervention. Relying on objects of daily use also makes
the solution convenient since the users will not need to carry and charge additional devices. That said, it is
important to minimize any interference with the regular use of the hardware, for example by operating in the
background of the operating system and enabling the user to continue using the device for its primary purpose.
Both these features are displayed by Saving Face.
Additionally, the earphones can be easily attached in multiple positions depending on the use context (see

Figure 2). For example, a bank cashier might prioritize concealing the system to enhance social acceptance and
might prefer a discreet position hanging from the ear, while a cargo-lift operator will have to comply to safety
regulations stating that earphones cannot be used in the ears.

3.2 Designing the System
As shown in Figure 3, the Saving Face system consists of four main building blocks:

(1) The sonar system - The solution ultimately relies on transforming the user’s smartphone-earset pair into a
sonar system. When the user launches the Saving Face App, a WAV file is played and enables the connected
earset to emit an ultrasound signal through the left earphone that is continuously captured by the embedded
microphone. With the proposed configurations of the earphones, the left earphone is never positioned
in the ear, so the ultrasound signal will never be playing directly into a user’s ear. When the user’s hand
then approaches their face, the ultrasound signal bounces against the hand creating distinctive distortion
patterns captured by the microphone
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(2) The signal processing - The signal captured by the microphone is then processed with the help of FMCW
and Doppler to extract information related to the perceived signal distortions and generate the spectrogram
that will be fed into the gesture recognition machine learning algorithm

(3) The machine learning algorithm - Face-touching gestures appear to generate a unique signal distortion
footprint. The Saving Face machine learning algorithm continuously analyzes the signal received by the
microphone to identify patterns consistent with face-touching gestures that can then be fed back to the
user interface

(4) The user interface - From the user’s viewpoint Saving Face is a smartphone App that he or she activates
and then leaves running in the background while using their smartphone and earphones. When the App
detects a hand-to-face movement, it provides a nudge in the form of a vibration or audio signal. At the
same time, the counter on the App displays the number of times the user has touched their face.

Fig. 3. The design and implementation of Saving Face center around four building blocks: (a) ultrasound sensing, which
involves emitting an ultrasound signal from the earphones, (b) signal processing to compute the velocity and position of the
moving hand, (c) gesture detection to identify a face touch event, and (d) user feedback to alert a user when a face touch
occurs.

In the following two sections we will provide more details about the second and third building blocks, namely
the signal processing techniques and the machine learning algorithm. This is due to the fact that these two
components represented a stronger technical challenge to our development.

4 SONAR SIGNAL PROCESSING
The fact that neither the smartphone nor the earphones have been manufactured for the purposes of our
application raises a set of challenges. In particular, reliable detection of fine-grained movements like hand-to-face
gestures necessitates a large bandwidth (2 cm resolution requires typically > 8kHz).2 However, commercial
2This is because the range resolution is c/2B where c is the speed of propagation of acoustic signals and B is the bandwidth [1].
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Fig. 4. Typical response curve (gain vs. frequency) of commercial headphones (two measurements, with the same brand
and model) [40] divided in three Bandwidth (BW) sections: (a) is the range of the human voice (100 - 4 kHz), (b) is the
audible range (4 kHz - 18 kHz) and (c) is the ultrasound range (beyond 18 kHz). Saving Face is constrained to operate in the
ultrasound range.

earphones only offer a narrow range of frequencies, as shown in Figure 4, displaying the typical frequency
response (gain vs. frequency) for commercial earphones. The gain is maximum and relatively flat in the range
of the human voice (0 - 4 kHz, region A), progressively decreases through the range of audible frequencies (up
to 18 kHz, region B), and sharply decreases for ultrasound (region C). In practice, the sharp decrease of the gain
reduces the sensing distance and increases the Signal-to-Noise Ratio (SNR). This means frequencies beyond 20
kHz are not usable, due to negligible gains (notice the sharp decrease projected beyond region (C) in Figure 4).
At the same time, for the system to be usable, it must not disturb users with audible sounds. Therefore, it

should operate with frequencies above 18 kHz (i.e., ultrasound). This constrains Saving Face to a slim operating
bandwidth of 2 kHz, increasing the difficulty of extracting reliable information with existing signal processing
techniques.

4.1 Choice of Sonar Techniques
The design of the signal processing for Saving Face seeks to optimize the sensing accuracy of fine-grained
movements within a 2 kHz bandwidth. Upon evaluating multiple sonar techniques ([43] offers a comprehensive
review) and building and testing prototypes, we have identified FMCW and Doppler Shift as the only techniques
capable of providing speed and position information while also being robust to external interference, inaudible
(not introducing audible sounds due to discontinuities in the signal), and compatible with the narrow band of
available frequencies. The techniques evaluated, as well as the conclusions are summarized in Table 5.

As the two techniques rely on distinct physical phenomena, they provide complimentary informational value.
We have thus decided to try to corroborate them to maximize the processing accuracy.
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Sonar Method (out-
put)

Analysis

Amplitude (Distance) Due to a poor signal-to-noise ratio, very low precision
and no robustness to background noise.

OFDM (Distance) Audible harmonics are introduced.
FMCW (Distance and
Speed)

No audible harmonics are introduced. Robust to back-
ground noise.

Doppler Shift (Speed) No audible harmonics are introduced. Robust to back-
ground noise.

Fig. 5. Analysis of different sonar systems. FMCW and Doppler shift prove the most suitable combination for tracking the
speed and position of a person’s hand.

Constant Frequency Component - The Constant Frequency (CF) Component (𝐶𝐶𝐹 ) provides information about
the speed of objects moving around Saving Face’s earphone-microphone pair based on the Doppler effect. This
physical phenomena produces a change in frequency of the wave when reflected by a moving object (the
amount of the frequency shift is proportional to the speed). Mathematically, the doppler shift can be expressed
as 𝑓𝐷𝑜𝑝𝑝𝑙𝑒𝑟 = 𝑣 𝑓𝑐/𝑐 , where 𝑣 is the speed of movement of the reflecting object (i.e., hand) with respect to the
microphone-earset pair, 𝑓𝑐 is the frequency of the transmitted acoustic signal and 𝑐 is the speed of propagation of
the acoustic signal in air.
Figure 3 (b) (bottom) shows the frequency shifts caused by the movement of a hand hovering over Saving

Face’s earphone-microphone. The hand approaching the pair triggers a shift to higher frequencies, while the
hand moving away from the pair triggers a shift to lower frequencies.

We selected the 18 kHz frequency for the 𝐶𝐶𝐹 (continuous sinusoidal wave), because it has the highest gain in
the available spectrum. We prioritize on allocating the highest gain to 𝐶𝐶𝐹 , instead of 𝐶𝐹𝑀𝐶𝑊 because 𝐶𝐶𝐹 can
provide information while requiring significantly less bandwidth.
FMCW Component - The FMCW Component (𝐶𝐹𝑀𝐶𝑊 ) provides information about the position and speed of
objects. It operates by transmitting a frequency modulated signal and evaluating the distortions in the components
reflected by neighboring objects. Figure 3 (b) (top) shows the distortions in the spectrogram caused by the
movement of a hand hovering over Saving Face’s earphone-microphone.
The combination of FMCW (for 𝐶𝐹𝑀𝐶𝑊 ) and Doppler (for 𝐶𝐶𝐹 ) signal processing offers Saving Face a multi-

resolution tracking capability. On the one hand, since Doppler relies on a single frequency, Saving Face can
track the Doppler shift with sample-level granularity. On the other hand, since FMCW operates over longer time
periods (as it requires transmitting a full sweep over multiple samples), it can track location more robustly, but
at a lower effective sampling rate than Doppler. As we demonstrate empircally in our results, this combination
yields superior performance over using each technique independently.3

4.2 Signal Processing Steps
Figure 6 shows the signal processing steps starting when the signal, comprised of the𝐶𝐶𝐹 and𝐶𝐹𝑀𝐶𝑊 components,
is transmitted. The steps are detailed as follows:

3It is also worth noting that it is possible to extract Doppler shift from FMCW sweeps; however, this typically suffers from a well-known
problem called range-Doppler ambiguity. Moreover, it would reduce Saving Face’s ability to acquire Doppler shifts with fine temporal
resolution as it would be limited to a single Doppler estimate each FMCW sweep.
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Fig. 6. Signal processing pipeline from the transmission of the signal from the earphone until the features that are used for
detecting the face touch.

(a) The diagram of the signal to be transmitted shows the timing and frequency parameters of 𝐶𝐹𝑀𝐶𝑊 (top)
and 𝐶𝐶𝐹 (bottom).

(b) The spectrogram of the signal emitted by the earphones (frequency vs. time, the gradient of color represents
the amplitude of the signal where blue is minimum and yellow is maximum).

(c) The spectrogram of the signal received by the embedded microphone. Note the significant reduction in
amplitude for frequencies above 20 kHz, due to the decay in the microphone and earphone frequency
response shown in Figure 4.

(d) The received signal is filtered using highpass and bandpass filters to isolate the𝐶𝐶𝐹 and𝐶𝐹𝑀𝐶𝑊 components
of the signal from each other. Only 𝐶𝐹𝑀𝐶𝑊 will follow steps (e) and (f).

(e) The transmitted and received signals are then mixed. The figure shows the result of the mixing when
the upchirp of the transmitted signal does not match the upchirp of the received signal. Face touches are
vaguely distinguishable.
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Fig. 7. Feature Extraction and Model Training: (a) Doppler and FMCW Features after standardization, (b) Predictions from
the Logistic Regression model

(f) The upchirp of the transmitted signal is aligned with the upchirp of the received signal during calibration.
The mixing of the aligned signals display traces associated with face touches that can be better distinguished.

(g) Background substraction is used to highlight the changes in the spectrogram due to moving objects.
(h) The final processing steps involve extracting features for the machine learning model. Specifically, the

𝐶𝐶𝐹 component is passed through two bandpass filters after step (d) to extract relevant information about
speed. The area under each bandpass filter along with the sum and standard deviation across each FFT in
the FMCW spectrogram (h) are used as features for the machine learning model. The features from (h) are
passed through four additional convolutional filters.

(i) The resulting 80 features (overlapped).

The resolution of FMCW increases with the bandwidth. We selected the range of frequencies 18.5 kHz to 21.5
kHz seeking to maximize the bandwidth while abiding by the constraints of the system. The lower bound was
selected with a safety margin of 500 Hz above the 𝐶𝐶𝐹 component to avoid interference with reflections of the
𝐶𝐹𝑀𝐶𝑊 component shifted towards higher frequencies. The upper bound was selected at 21.5 kHz, seeking to
center the signal at 20 kHz.

In order to optimize the information that can be extracted from FMCW, we implemented the following design
choices:

• Extending the bandwidth beyond 20 kHz: the range 18.5 to 21.5 kHz enables the extraction of information
between 18.5 and 20 kHz when the gain has high values, and it also enables the potential extraction of useful
information between 20 and 21.5 kHz in case the hand moves very close to the earphone and microphone
pair, or the hardware happens to have a better gain in this frequency region.

• Designing the FMCW signal as a sawtooth, instead of the common triangle waveform, to concentrate the
radiated energy in the upchirp (section with increasing frequency) and maximize the SNR of the position
information. We selected a distribution of 90% upchirp and 10% downchirp to avoid abrupt changes in the
resulting sine wave that can introduce audible harmonics.

• Selecting a period of 100ms for the sawtooth modulating signal, since it brings a good trade-off between
being short enough to provide sufficient measurements to describe the dynamics of a face touch (10
measurements / second), and large enough to provide a sufficient SNR to distinguish patterns in the FMCW
and respond to face touches.
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5 ML-BASED GESTURE RECOGNITION
Figure 7 shows that it is possible to observe a distinct pattern in the spectrogram of the received signal, which is
associated with the face-touching gesture. However, it also displays a number of challenges for using the proposed
techniques. First, the SNR is very low, leading to imprecise measurements of speed and position deriving from
both CW and FMCW. Second, due to the relatively close distance between the hand and the sonar sensors (earset
and mic), one cannot approximate the hand as a single point reflector (or scatterer); this is because acoustic
signals may reflect off multiple sections of the user’s hand. Addressing this problem is particularly challenging
in the context of Saving Face since it cannot employ arrays for imaging [38] and must rely entirely on a single
sensor (earset-mic pair).

The machine learning algorithm was thus built to augment the system’s capacity to detect distortion patterns in
the ultrasound signal spectrogram that are unique to a face-touching gesture. As shown in figure 7, the 80 features
obtained from the signal processing had to be standardized (a) before being passed to the logistic regression
model. The logistic regression model then returned a set of predictions as to whether or not a face-touching
gesture had occurred (b).

Three development steps were required to build the machine learning algorithm. The first two involved building
the dataset and building the model using a PC, while the third step consisted of deploying the algorithm on the
smartphones for its actual use.

Fig. 8. We have used nine different tasks to train the machine learning model and evaluate the system. The tasks represent
common activities in three different use cases: office, manufacturing, supermarket.

5.1 Building the Dataset
In order to train the machine learning model that will operate in real-time on the device, we had to first build
a dataset. For this, we recruited 29 participants. This experiment enabled us to collect data from a variety of
environments, users, and hardware (phone models and headphones). The protocol was approved by the IRB
board of our university.

Due to the limitations on person-to-person contact during the pandemic, we designed an evaluation that could
be performed by the users at home while guided by the app. Figure 8 shows a user performing the different tasks.
The users followed the protocol below:

(1) Download the app. The App will display a series of instructions informing the user to perform a set of 9
simple tasks.

(2) Video record themselves while performing the tasks.
(3) Perform Tasks 1 to 9 shown in Figure 8. The duration of each task is 30s, except for 1, 2, and 3, which lasted

60s.
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(4) In Tasks 1, 2 and 3, the users were instructed to touch their faces upon hearing a "beep" sound. The app
will emit ten beeps interleaved by an time delay of 6-10s (randomly distributed). These tasks provided
the positive samples (i.e., regions in the spectrogram corresponding to face-touching events) needed for
training the machine learning model. The remaining tasks are intended to provide the negative samples for
the model (i.e., regions in the spectrogram where no face-touching events occur).

(5) Share the files produced by the app with recorded traces with the experimenters via e-mail.

The positive samples were labelled by members of the team using the video recording to identify the timestamps
when the user’s hand touched their face. We used an initial beep in the app to align the data traces in the phone
with the video recording. The negative samples were drawn randomly from the recordings of tasks with no face
touches.

5.2 Building the Model
To detect a face touch gesture, we built a binary classifier trained on the Doppler and FMCW features described
in Section 4. In total, we had 29 datasets with 379 positive samples and 358 negative samples. Before extracting
any features, we applied a subject-wise split on the dataset randomly assigning 75% of subjects to the training set
and the remaining 25% of subjects to the testing set. We also balanced the training set to ensure it contained an
equal number of positive and negative samples for model training.

We then extracted features for each sample by obtaining 500ms of data surrounding the sample, applying four
convolutional filters and a rolling standardization, and calculating the minimum, maximum, mean, and standard
deviation to extract the final features for the machine learning model.

Fig. 9. F1- Metric in test sets during a parametric sweep of standardization windows

To determine the parameters for the rolling standardization, we conducted a parametric sweep to determine i)
the length of the reference window𝑤𝑟 used to obtain the mean and standard deviation for the z-score, and ii)
the length of the averaging window𝑤𝑡 used to determine the most recent feature value. The results of applying
feature standardization are shown in Figure 7. Additionally, Figure 9 demonstrates that a 2-second reference
window and 1.5-second averaging window produced the best performing machine learning model with an
F1-score of 94.1%.
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We compared three logistic regression models each trained on a different set of features deriving from the
signals: Doppler (Shift), FMCW, and the combination of Doppler and FMCW. For each model, we applied leave-
one-subject-out cross validation (LOOCV) on the training set to set the model hyperparameters. By tuning the
hyperparameters with only the train and validation sets from LOOCV, we ensured that the hyperparameters
were not unintentionally tuned to the test set. In addition, subject-wise splits were used for both LOOCV and the
initial train-test split so that samples from the same user were not used to both train and evaluate the model in
order to prevent issues of overfitting. The LOOCV mean accuracies for the Doppler, FMCW, and Doppler and
FMCW features were 76.7% (𝜎 = 12.1%), 78.8% (𝜎 = 12.9%), and 79.5% (𝜎 = 13.3%) respectively.
Throughout the process, we focused on reducing the number of false positives and false negatives while

maintaining a high true positive rate. Thus, our primary metric was the F1-score. The logistic regression model
had an F1-score of 81.2% with Doppler and an F1-score of 89.4% with FMCW when evaluated on the test set. Our
final model combines both Doppler and FMCW and yields an F1-score of 94.1% on the test set as shown in Figure
10. The model has a precision and recall of 95.5% and 92.7% respectively. These results validate the joint use of
Doppler and FMCW to enhance the robustness of the model.

Fig. 10. Evaluation of the logistic regression model on three sets of features: Doppler, FMCW, and the combination of Doppler
and FMCW. The combination of Doppler with FMCW feature provides higher precision and recall than the separate use of
each technique. The label True (𝑇 ) represents a face touch and False (𝐹 ) represents the lack of a face touch.

5.3 Deploying on the Smartphone
Since the algorithm was trained using a computer, it then had to be deployed to the smartphone app. As the
user’s microphone captures the ultrasound system, the algorithm performs three core steps (1) recovering the
spectrogram, (2) extracting the features, and (3) evaluating the machine learning model.
Step 1. Recovering the spectrogram: The ultrasound signal shown is emitted and received by the earphones

that are connected to the phone. The received signal is then passed through three filters to separate the Doppler
and FMCW portions from the signal. To generate the FMCW spectrogram, the received signal is mixed with the
transmitted signal, which is followed by applying a low pass filter to remove high frequency noise. A Fast Fourier
Transform (FFT) is applied to the mixed signal to extract the frequency content. By subtracting consecutive FFTs,
we can isolate the reflected signals created by the moving hand from those caused by stationary objects in the
surroundings. This produces the spectrogram in Figure 3, which depicts the position of a user’s hand.
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Step 2, Extracting features: As the hand approaches the face, we notice characteristic distortions in both the
constant tone and the FMCW spectrogram. In the case of the constant tone, the area under the signal is distorted. In
addition, in the Doppler spectrogram, we see a vertical line above 18kHz as the hand approaches the face followed
by a vertical line below 18kHz as the hand leaves the face (Figure 3). Meanwhile, in the FMCW spectrogram we
see two vertical bars from around 0.2 - 1.0m when a face touch occurs (Figure 3). To capture these distortions, we
extract the area under the signal for Doppler and the sum and standard deviation values of each FFT for FMCW.
Step 3, Evaluating the model: Every 100ms, we combine the given Doppler and FMCW features for the past

500ms and evaluate the logistic regression model to determine the probability that a face touch event occurred. If
the probability of a face touch event is less than 50%, then a face touch is not predicted and nothing happens.
Otherwise, a face touch event is predicted and the system emits a beep or vibration to alert the user.

We have used the libraries Audiokit [31] and vDSP [8] for signal acquisition and processing in iOS. In Android,
we rely on the library Tarsos [39].

A key to our goal of designing the system so that it seamlessly integrates with day-to-day activities, is that all
the libraries and operations mentioned in this section can operate in the background of the smartphone operating
system. This would enable other applications that use audible sound to operate in parallel. For example, if the
user is listening to music by keeping the right earphone in the ear (see Fig. 2.2.A), the left one can be used for
ultrasound emission by keeping it out of the ear. No ultrasound is emitted from the right earphone 4. We have
done a preliminary test of this feature in an iPhone 12, using Saving Face and Spotify, and have not noticed
any differences in performance due to the music reproduction. However, extensive testing is required to verify
compatibility with other audio-related functions and operating systems. In the event of incompatibility with
other app, a potential strategy would be to pause Saving Face and automatically resume after the other app is
closed.

6 REAL-LIFE USER STUDIES
This section shows early results of evaluating Saving Face in-the-wild, distributed to users via the app store and
tested in their own home with their phones and earphones.

The user study consisted of a 30-minute zoom call between an experimenter and each participant. Prior to the
user study, each participant downloaded the Saving Face 5 application and was given instructions to attach the
microphone and left earphone to the neck of their shirt using adhesive tape (see Fig. 11). At the start of the study,
the experimenter confirmed the microphone and earphone positioning, clarified questions, and prompted the
participant to begin the Saving Face application on their phone.
The experimenter then provided oral instructions asking the user to touch their face every 10 seconds while

performing a series of day-to-day activities such as sitting on a chair, walking around the room and stacking cans.
In these instructions, the experimenter specified that the user should alternate which hand they use to touch
their face, but did not provide any additional specifications about how and where the user should touch their face.
For each activity, the user performed 15 face touches and the experimenter quantified the beeps from the system
to obtain a ground truth about the number of true positives and false positives that occurred for each activity. At
the end of the study, the experimenter performed a semi-structured interview to study the user experience.

The experiment included 10 participants (mean age 30.2 years old, 𝜎 = 15.9) recruited via email lists and social
networks. The inclusion criteria required participants to be 18 - 65 years old. The experiment focused on iPhone

4We would also like to make sure that the user does not place the wrong earpiece into their ear. A potential strategy to avoid this is to set up
the system so that if the ultrasound is not detected by the microphone, it prompts the user to correct the positioning
5The real-life user studies were done with a version of the ML model trained and tested with k-Fold cross validation with 5 splits, instead of
one-leave-out (described in Sec. 5.2). We did not observe significant changes in the resulting precision (94.1%) and recall (92.8%) (compare to
95.5% and 92.7%, reported in Sec. 5.2).
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Fig. 11. We conducted 10 user studies. (A) depicts the set-up where the earphones are taped to the collar of the shirt. The
participant (B) then performs a series of tasks while using the system as the observer (C) notes the number of false negative
and false positives that arise during the duration of the study.

users. Prior to the experiment, the users were instructed to sign a consent form securely delivered via DocuSign
[9]. The study was approved by the Institutional Review Board of our university.

6.1 Sensitivity and Precision Detecting Face Touches
Figure 12 shows the per-task Sensitivity (defined as correctly detected face touches / actual number of face
touches) and the Precision (nudges linked to face touches / total number of nudges), averaged over the ten users.
The experimenter quantified the number of correctly- or erroneously-detected face touches during the session by
listening to the beeps emitted by the app through the video-call and corroborating with the actual action seen on
the screen (of the participant touching their face or not). The participant was also asked to indicate if they noticed
any erroneously-detected face touches after being presented with the basic operating principles of the system.
Across all activities and users, the overall Sensitivity was 93.7% percent and the Precision was 91.5 %. The

metrics were highest when users were sitting on a chair (average Sensitivity of 96.0% and Precision of 98.3%).
When participants started walking around the room, the Sensitivity became 95.0% and Precision 90.0%. When
participants started stacking cans, the Sensitivity became 90.0% and Precision 86.5%.
The results suggest that the performance of Saving Face is at a maximum for situations when there is little

bouncing of the microphone-earphone pair. These tasks are typical of use cases such as working in an office/home,
attending a lecture in a classroom, driving a car, etc.). The performance suffers moderately when the tasks involve
abrupt movements or manipulating objects close to the torso region.

We expect the performance of the system to be improved in the next phases of experimental results especially
by increasing the amount of data used for training the machine learning models and the number of features
extracted from Doppler and FMCW. This will help the model to better distinguish the finger print of face touching
and differentiate it better from movements that involve a large surface in proximity of the headphone-microphone
pair (e.g., doing jumping jacks, with the system bouncing on the chest, or manipulating a box).
We believe that the actual performance of the system may already be at an acceptable level for practical

application on behavioral change. In this direction, the existence of false positives and negatives could be
leverages in the behavioral change intervention to avoid dependency of the user on the device.

6.2 Qualitative Insight
In addition to quantifying the sensitivity and precision of the tool, we have also asked participants to share
qualitative insight into their user experience, intent to use such a system to reduce face-touching behavior and
ways the system could be improved. Out of the 10 users, 7 chose to answer the qualitative questions about their
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Fig. 12. Sensitivity and Precision measured during user studies of multiple tasks.

user experience. Of the 7 respondents, 4 indicated they would be willing to use the App in certain instances of
their day to day lives. The main improvement points that users noted were no longer needing to tape the left
earphone to their shirts and not using the audio nudge (the tests were performed with the audio instead of the
vibrating nudge, in order for the experimenter to be able to also notice the nudges via zoom). One participant
also noted that the issue of protecting herself from the surface transmission of COVID-19 is simply not top of
mind for her.
In the next batch of user studies, we will aim to also involve participants outside the student population, to

best emulate the target users of Saving Face. While the attaching of the earphone to the shirt is an ongoing area
of improvement, we hope it may play a less significant role for users such as manufacturing workers. At the same
time, a group of front line workers could potentially also give a higher level of priority to protecting themselves
from the hand-face transmission of COVID than college students, mostly due to their higher levels of exposure.

7 DISCUSSION, LIMITATIONS AND FUTURE WORK
The conducted experiments have allowed us to generate early evidence of the system’s effectiveness in detecting
face touches, as well as insight into the real user experience and potential improvement areas. We have also
identified several potential limitations of the system that motivate a more extensive validation, notably:

(1) Safety considerations due to exposure to low-intensity, low-frequency ultrasound. Saving Face have been
designed to operate at frequency levels of 18-21.5 kHz, which is above the audible range of the average
human ear (situated at a maximum of 15-17 kHz [33]). Nonetheless, some individuals with a particularly
sensitive sense of hearing, as well as human infants and pets, could be able to hear the emissions if the
headset is to be placed in very close proximity to their ear. Given that Saving Face is not used directly in
the ear, we would expect the ability to hear it to be a rare occurrence. In the case of human adults, we
would expect this to result in a natural reluctance to use Saving Face [20]. When it comes to infants, while
we would not expect them to be among Saving Face users, we would recommend avoiding the use of the
App for people below 18 years old, until we will have been able to perform more thorough testing. At the
same time, given the sharp decay on the ultrasound signal intensity with distance (significantly sharper
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than the case of audible frequencies [37]), being in the proximity of a Saving Face user should result in a
very low probability of incidentally hearing the signal.
To date, low frequency ultrasound is being used in consumer products where the source of sound is close
to the head, for example, Xiaomi’s Mi 10T Lite smartphone uses ultrasound emissions from the speaker to
detect proximity to the head and turn off the screen (with frequencies between 23kHz and around 35kHz)
[42]. Some studies report potential harmful effects of low frequency ultrasound exposure at intensities
>190 dB (cavitation), or >140dB (slight heating) [2]. Nonetheless, there is an acknowledged need for more
research on its health impacts, standardisation and potential regulation of the field [2]. Currently, the U.S.
Occupational Safety and Health Administration establishes an ultrasound exposure limit of 105 dB – which
also sets the standard for the design limitation of commercial headphones, and an implicit upper bound to
Saving Face’s intensity levels [11]. Given Saving Face is not meant to be used directly in the ear, and the
sharp decay of the intensity with distance from the earphone, we do not expect the intensity perceived by
the human ear to be able to approach a level associated with any studied harmful effect. Nonetheless, we
acknowledge the need to engage in dedicated research of the phenomenon, including and beyond any legal
requirement before deploying the solution.

(2) Some types of face touching might not be detected by the system. Face touching events where the hands
or arms of the user do not move in the proximity of the earphone-microphone pair may not cause the
distortions in the ultrasound signal that the system is designed to detect (e.g., scratching the right ear with
the right hand). Additionally, the system has not yet been tested with gestures that involve an extended
contact between the hand and the face (e.g., scratching the nose, head propping, etc.).

(3) Some activities might be prone to confound the system and trigger false positives. For example, eating
involves constant approaching of the hands to the face without actual contact (similar to drinking or
adjusting the eyeglasses).

(4) Impact of the wearing position. The earphone and microphone can be placed in multiple positions (Fig.
2.2.A-D shows several examples). The evaluation in this paper focused on the case where the ultrasound-
emitting earphone (the left one) and the microphone are attached to the neck of the shirt (Fig. 2.2.C). An
option with a more simple setup is to place the right earphone in the ear (the one that does not emit
ultrasound) and keep the microphone and the other earphone hanging from the ear (Fig. 2.2.A.). We have
done preliminary testing of the last option and observed that gestures from both hands can be detected.
However, it is expected that the precision and recall will decrease due to movement and the partial occlusion
of the ultrasound signal by the head.

(5) Limitations of the ML model due to the small dataset size. Our current results are still preliminary due to
the relatively small dataset size (29 users for training the model and 10 for subject testing, refer to Secs. 5
and 6), therefore the sensitivity and precision might be affected in other testing conditions (e.g., type of
smartphone, earphones, operating system, etc.). The size of the dataset should be increased to represent
this variability and further improve the model, as well as confirm the results obtained.

(6) Impact on the battery life. Preliminary testing on a full-charged iPhone 12 running only Saving Face has
shown that its battery level decreases 5% after 4h (the phone is kept with the screen off and in flight mode,
methodology inspired by [27]). Going forward, a thorough analysis of the energy consumption must be
performed, since the current implementation has not considered maximizing battery-life as a design goal.
We expect that the most power-consuming operations in the app are the real-time signal processing and
the emission and reception of ultrasound. We also expect that the battery consumption due to ultrasound
emission will be lower than in most other always-on mobile gesture sensing techniques that rely on the
speaker of the phone (e.g., FingerIO [27]), since the radiated power of the earphones is significantly lower.

(7) Exploring the use of wireless headphones. The research and testing of the system has focused only in wired
headphones. The reason is that expanding to wireless headphones (e.g., Apple Airpods) brings additional
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development complexity, since the wireless communication protocol might filter out the ultrasound fre-
quencies in the signal as a strategy to optimize power consumption (we have noted this behavior during
prototype testing). This might be addressed by adapting the wireless protocol and updating the firmware
in the earphones.

For Saving Face to ultimately become a broadly available solution, we are focusing on further advancing and
testing its robustness in a wider variety of situations (e.g., underlying activities), as well as on improvements of
the user experience. Concrete improvement avenues include:
(1) Enriching the ML dataset, to increase robustness of gesture detection. The classification accuracy of the

ML model could be further improved by increasing the number of users in the training set. Additionally,
the datasets will also be extended to more challenging scenarios by including activities with more drastic
movements (e.g., riding a bicycle, jumping jacks, etc.) and that involve manipulation of objects around the
torso (e.g., cooking, cleaning, collecting garbage, etc.).

(2) Further advancing the signal processing algorithms for extracting additional features, such as the sum and
standard deviation of the column values in spectrograms within small frequency bands (we currently use
the entire column), or the output of additional convolutional filters. This would provide more information
that the ML model can use to distinguish the face touches. It would also be interesting to explore the
possibility of relying solely on ultrasound frequencies beyond 20 kHz. Based on our testing, a substantial
fraction of the earphones (typically the high-end ones) have the capability of emitting such frequencies.
This would reduce the likelihood of users hearing the system.

(3) Exploring additional wearing positions. The current evaluation required users to attach the earphones to
the neck of their t-shirts using adhesive tape (see Fig. 2). That said, we aim to also evaluate other ways of
wearing the system to first improve the user experience, but also account for other regulations and social
factors. For example, bank cashiers and average users may prefer to hang the system from one’s ear while
this position might not be allowed for a heavy machine operator or meat-packing employees due to safety
concerns.

(4) Testing the system with a batch of 50 users, other than university students. This study focused on the
performance of the system while users were performing basic tasks such as sitting on a chair, walking or
stacking cans. In the next set of tests, we will aim to test additional activities and validate the safe operation
of the system. This will nonetheless require a consistent recruitment effort outside the university premises.

In addition to our immediate priorities of improving the system’s robustness and ensuring that it is safe for
use in a wide variety of conditions, we will explore the following expansions in the near-term:
(1) Advancing the Android platform. This evaluation was performed on users employing the iOS application

because (to date) our research and development has focused on this platform. We also have a version for
Android devices, but it is at the prototype stage to demonstrate technical feasibility. We would like to
continue the work in extending our evaluation to Android users. This development will enable us to ensure
robustness across mobile platforms and make the system accessible to both sets of users.

(2) Deploying Saving Face for longer time periods in ambulatory settings. In order to prove the behavioral
change power of the solution, we aim to deploy it for longer periods of time in ambulatory settings
with an increased number of users. Voluntary participants would be asked to regularly use the App for
approximately 1 week and report on the evolution of their face-touching behavior, as well as on the user
experience over more extended periods.

(3) Exploring additional gestures. While in this paper we focus on detecting hand-to-face gestures, in the
mid-term, we would also aim to explore its applicability to other gestures (e.g., air-swiping, hair pulling)
and other applications where a set of speakers and microphone available could be used as a sonar (e.g., the
sound system within a car).
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8 CONCLUSION
The Saving Face App is an accessible and easily scalable system, aimed at reducing the risky hand-to-face
movement that contributes to disease transmission in the age of COVID-19, and beyond. Our solution relies on
the novel idea of turning existing smartphones and ear sets into a sonar system, to then leverage advanced signal
processing and ML techniques to detect hand to face touches and alert the users.
Preliminary user test results show Saving Face to have an 90.0 - 96.0% sensitivity in detecting face touches,

as well as a 86.5 - 98.3 % precision, depending on the underlying activity of the user. At the same time, most
users appear willing to try the App in their daily lives. Our future work will focus both on further increasing
the robustness of the solution (e.g., through larger data sets for the ML, extracting additional features from the
Doppler and FMCW signals) and enhancing the user experience (e.g., by exploring alternate ways of wearing
the headset). Given its high detection accuracy, potential for a seamless user experience, and high scalability (it
leverages hardware the user already owns and the App can easily be downloaded from the online stores), we
believe Saving Face can become an effective, widely adopted solution for tackling the surface transmission of
COVID-19.
At the same time, while our tests have mainly focused on hand-to-face applications, the solutions we have

developed can be applicable to multiple other gesture recognition issues, where a set of speakers and a microphone
are available. This could span to areas such as behavior-reversal therapy (e.g., against compulsive hair pulling),
security (e.g., device owner recognition), safety (e.g.,falling asleep behind the wheel) or health monitoring (e.g.,
detecting movement patterns preliminary to a heart attack).
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