




4) if v /∈ Vterm then some extended joint-execution exists,

continuing from v and w, reaching the termination region.

Property 1) and 2) define a notion of safety; 3) of cor-

rectness; 4) of liveness. Note that the sensor map, modeling

robot’s sensor in this paper, may affect the solvability of the

planning problem. In other words, we have to examine the

safety when searching for sensor maps.

D. Sensor design in a planning problem

Now we can define the central problem of the paper:

Problem: Joint-Plan-Sensor-Design (JPSD)

Input: A planning problem (W,Vgoal)
Output: All the sensor maps H, such that there exists

a plan (P, Vterm) to solve the planning problem

(W,Vgoal) under each sensor map h ∈ H.

III. COMPUTATIONAL ABSTRACTIONS FOR SENSOR MAPS

Sensor maps map observations to their images, while the

planning problem is defined in the preimage space. To solve

this problem, we will begin by considering an alternate form

in the preimage space for the sensor maps.

A. Equivalent representation for sensor maps

Any sensor map has an equivalent cover representation.

Theorem 1. For planning problem (W,Vgoal), any sensor

map h is equivalent to a cover up to plan solvability.

Proof. ⇒: Given any sensor map h, to see whether a plan

is a solution (cf. Def. 4), we must determine the preimage

h−1(x) = {ℓ ∈ Y (W ) | h(ℓ) = x} for single readings x.

Collect all the data associated with h, on the X , via

M = {h−1(x1), h
−1(x2), . . . , h

−1(xn)},

where X = {x1, x2, . . . , xn}. This is a multiset. But now

observe that where for any xi and xj we have h−1(xi) =
h−1(xj), we can construct a new sensor map by replacing xi

and xj with a new symbol x′. This new sensor map is also a

solution if and only if h is a solution for JPSD. Under this

new sensor map, no two readings in the sensor map share

the same preimage, and h−1 can be thus represented as set

C = {h−1(x1), h
−1(x2), . . . , h

−1(xn)},

where ∪xi∈Xh−1(xi) = Y (W ). The set above is called a

cover for set Y (W ). Henceforth, we call the cover for sensor

map h an observation cover, denoting it Ch. (It is a subset

of the powerset of Y (W ), i.e., Ch ⊆ P(Y (W )) \ {∅}.)

⇐: Having just showed that there exists a cover interpre-

tation for any sensor map h, we now construct a sensor map

for any observation cover. Suppose cover {S1, S2, . . . , Sk} ⊆
P(Y (W )) for set Y (W ) is given. Taking the first k natural

numbers for X , consider a label map h defined so that

y
h
7→

{

i ∈ {1, 2, . . . , k} | y ∈ Si

}

.

Together, the cover Ch is an equivalent representation for

any sensor map h, up to plan solvability.

B. Operations on observation covers

Next, we give two operations on covers (projection and

intersection) that are useful for sensor maps.

The sensor map is a cover for all observations in the

planning problem. Only some small number of observations

may be applicable while at particular world states. We are

interested in how the observations in such a reduced set

conflate with each other. This is realized via an operation

that reduces the domain:

Definition 5 (cover projection). For cover C =
{G1, G2, . . . , Gn}, denote its domain by d(C) = ∪1≤i≤nGi.

Then the projection of C on any domain D is πD(C) =
{Gi ∩D|Gi ∈ C}.

We call sensor map πD(C) with reduced domain

d(C) ∩D a partial sensor map. The word ‘partial’ is apt

as the sensor map need not cover every observation in the

planning problem.

On the other hand, we are also interested in finding

all sensor maps with certain behavior on their restrictions.

Specifically, we desire to find all label maps which, when

given two partial label maps, agree with those label maps on

their projections. This comes from an intersection between

two partial sensor maps.

Definition 6 (cover intersection). For any two partial sensor

maps, expressed as cover C1 and C2, with the union of their

domains D = d(C1)∪d(C2), then let D be all covers1 whose

domain is D. Then the intersection of C1 and C2, denoted

C1⊓C2, is defined so that ∀C ′ ∈ D, we have C ′ ∈ C1⊓C2,

if and only if

(a) d(C ′) = d(C1) ∪ d(C2), and

(b) πd(C1)(C
′) ⊆ C1 and πd(C2)(C

′) ⊆ C2.

Note that ⊓ is associative and that C1 ⊓ ∅ = ∅ for any

cover C1. When no cover that satisfies (a) and (b) above,

then C1 ⊓C2 = ∅. We say that C1 is compatible with C2 if

C1⊓C2 6= ∅. We will also lift this notation to the intersection

of lists of covers. In writing L1 ⊓ L2 for two lists of covers

L1 and L2, we mean L1 ⊓ L2 = ∪C1∈L1,C2∈L2
C1 ⊓ C2.

IV. JOINTLY SEARCHING FOR SENSOR DESIGNS & PLANS

First, we construct a robot’s belief tree and then give

approaches to search for all sensor designs and plans in it.

A. The belief tree under different sensor maps and actions

The robot’s plan must manage uncertainties owing to

initial ignorance, action non-determinism, and sensor imper-

fection. The robot’s belief expresses this uncertainty, which

we represent as a set of states. Without this, the robot may

violate plan safety by trying to execute some action that is

not possible in its actual state. The dynamics of the belief

will be captured by a finite tree structure, where each vertex

lists a set of world states, the robots’ belief. Plans need only

visit each belief vertex at most once.

1Throughout, variables in blackboard bold represent a list of covers.
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