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We present STAR measurements of strange hadron (K0S, Λ, Λ, Ξ− , Ξ+ , Ω− , Ω+ , and φ) production
at mid-rapidity (|y| < 0.5) in Au+Au collisions at

√
s

NN = 7.7 – 39 GeV from the Beam Energy Scan
Program at the Relativistic Heavy Ion Collider (RHIC). Transverse momentum spectra, averaged
transverse mass, and the overall integrated yields of these strange hadrons are presented versus the
centrality and collision energy. Antibaryon-to-baryon ratios (Λ/Λ, Ξ+ /Ξ − , Ω+ /Ω − ) are presented
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as well, and used to test a thermal statistical model and to extract the temperature normalized
strangeness and baryon chemical potentials at hadronic freeze-out (µ B /T ch and µS /T ch ) in central
collisions. Strange baryon-to-pion ratios are compared to various model predictions in central col-
lisions for all energies. The nuclear modification factors (R CP ) and antibaryon-to-meson ratios as
a function of transverse momentum are presented for all collision energies. The K 0

S RCP shows no
suppression for pT up to 3.5 GeV/c at energies of 7.7 and 11.5 GeV. The Λ/K 0

S ratio also shows
baryon-to-meson enhancement at intermediate p T (≈2.5 GeV/c) in central collisions at energies
above 19.6 GeV. Both observations suggest that there is likely a change of the underlying strange
quark dynamics at collision energies below 19.6 GeV.

PACS numbers: 25.75.-q, 25.75.Dw, 25.75.Nq

I. INTRODUCTION

The main motivation of the RHIC Beam Energy Scan
(BES) Program is to study the quantum chromodynam-
ics (QCD) phase diagram [1–3]. Systematic analysis of
Au+Au collisions from

√
s

NN = 39 GeV down to 7.7 GeV
in the RHIC BES Program could help to achieve the fol-
lowing goals: 1) to find the QCD critical point where
the first order phase transition at finite baryon chemical
potential (µ B ) ends and to identify the phase boundary
of the first order phase transition [4–8]; 2) to locate the
collision energy where deconfinement begins [9–12].

Strange hadrons are an excellent probe for identify-
ing the phase boundary and onset of deconfinement.
Strangeness enhancement in A+A with respect to p+p
collisions has long been suggested as a signature of quark-
gluon plasma (QGP) [13]. Strangeness has been exten-
sively measured in many experiments at different accel-
erator facilities [14–41]. Generally, the yields of strange
hadrons in nuclear collisions are close to those expected
from statistical models [42–45].The precise measurement
of these yields in heavy ion collisions in the BES may
lead to a better understanding of strangeness production
mechanisms in nuclear collisions and a more constrained
extraction of the chemical freeze-out parameters.

The measurement of strange hadrons at high p T can
probe hard parton scatterings in the QGP medium,
through the central-to-peripheral nuclear modification
factor RCP = (yield/N coll )central /(yield/N coll )peripheral ,
where N coll is the averge number of binary nucleon-
nucleon collisions. It has been observed in Au+Au col-
lisions at

√
s

NN = 200 GeV at RHIC that, at high p T ,
RCP of various particles is much less than unity [32, 46],
indicating a significant energy loss of the scattered par-
tons in the dense matter. RCP of strange hadrons in the
BES, together with other non-strange hadron suppres-
sion results, can potentially pin down the beam energy
at which energy loss to the medium begins to dominate
hard parton interactions [3].

At intermediate p T (2–5 GeV/c), as first discovered in
central Au+Au events at RHIC [37, 47–49] and later ob-
served at the Large Hadron Collider [39, 50], the p/π and
Λ/K 0

S ratios are larger than unity and much higher than
those observed in peripheral A+A and in p+p collisions.
These results may indicate different hadronization mech-
anisms in this p T range in A+A collisions. There are

recombination/coalescence models which allow soft par-
tons to coalesce into hadrons, or soft and hard partons
to recombine into hadrons [51–58]. They naturally re-
produce enhanced baryon-to-meson ratios for any quickly
falling distribution of parton p T . Such models rely on re-
combination or coalescence of constituent quarks, thus
existence of a partonic medium. Hence observation of
such behavior at hadronization is a fundamental piece of
evidence for the formation of the partonic QGP medium.
It is also interesting to investigate at which collision ener-
gies these phenomena are prevalent [3], in order to locate
the energy range over which the onset of the deconfine-
ment happens.

We present strangeness data obtained from Au+Au
collisions at

√
s

NN = 7.7, 11.5, 19.6, 27, and 39 GeV,
collected by the STAR experiment during the first phase
of the RHIC BES Program in 2010 and 2011.

This paper is organized as follows.Section II briefly de-
scribes the experimental setup, the event selection, and
the centrality determination. Section III discusses the
reconstruction methods of various strange hadrons, the
signal extraction methods, the acceptance and efficiency
correction factors, the feed-down corrections for Λ hy-
perons, the extrapolations to low pT , and the systematic
uncertainties. Section IV presents transverse momentum
spectra, averaged transverse mass, integrated yields, and
various particle ratios of those strange hadrons and com-
parisons to theory for different centralities and collision
energies.Finally, Sec. V is the summary.

II. EXPERIMENTAL SETUP

The Solenoidal Tracker At RHIC (STAR) is a versatile
particle detector at the RHIC collider at Brookhaven Na-
tional Laboratory. A detailed description of its solenoidal
magnet and various sub-detectors for tracking, particle
identification, and triggering can be found in Ref. [59].

The Time Projection Chamber (TPC) is the main de-
tector at STAR which provides tracking capability cover-
ing 2π azimuthal angle in the transverse direction and −1
to 1 in pseudo-rapidity, η [60]. The TPC is immersed in a
constant 0.5 Tesla magnetic field parallel to the beam di-
rection, which is generated by the surrounding solenoidal
magnet. The track of a charged particle can be recon-
structed with a maximum of 45 hit points within the
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TPC fiducial radius of 0.5 < r < 2 m. The location of
the primary vertex of a collision event is determined us-
ing the reconstructed charged particle tracks. A primary
vertex resolution in the transverse plane of 350 µm can
be achieved with ≈1000 tracks. The fitted primary ver-
tex can be included in the track fitting of the charged
particles to improve their momentum resolution. With
this procedure, a relative momentum resolution for pions
of ≈2% at p T = 1 GeV/c can be achieved. The TPC also
measures the energy loss of charged particles,which al-
lows separation of π and K up to pT ' 0.7 GeV/c, and sta-
tistical proton identification up to p T ' 1.1 GeV/c [60].

In 2010, the STAR experiment recorded Au+Au
collisions at the nucleon-nucleon center-of-mass energy
(
√

s
NN ) of 7.7, 11.5, and 39 GeV. The data of Au+Au col-

lisions at
√

s
NN = 19.6 and 27 GeV were further collected

in 2011. The minimum bias trigger at all five energies was
defined by the coincidence of the zero-degree calorime-
ters (ZDC), vertex position detectors (VPD) [61], and/or
beam-beam counters (BBC) signals [62].However, at the
lowest beam energies, most of the triggered events are
from Au beam nuclei with large emittance that hit the
nuclei at rest in the beam pipe. This background can be
removed by requiring the primary vertex of an event to
be within a radius r of less than 2 cm of the geometrical
center of the detector system, which is much less than
that of the beam pipe (3.95 cm). The primary vertex
position in the beam direction (z-direction) was limited
to the values listed in Table I. These values were selected
according to the offline z-vertex trigger conditions which
were different for different energies. It was further re-
quired that at least two tracks from the primary vertex
were matched to the cells of the barrel time-of-flight de-
tector (BTOF) [63] in order to remove the pile-up events
from different bunch-crossings. Finally, events from bad
runs were removed according to an extensive quality as-
surance analysis of the events (see Ref. [10]). The ac-
cepted number of minimum bias events for each of the
five energies are also listed in Table I.

TABLE I: The z-vertex acceptance, and the total number of
minimum-bias (MB) events used, for different energies.

√
s

NN (GeV) z-vertex range (cm) MB events (106)
7.7 [-70, 70] 4.4
11.5 [-50, 50] 12.0
19.6 [-70, 70] 36.3
27 [-70, 70] 72.8
39 [-40, 40] 134.3

The centrality selection of the events was chosen to be
0–80% of the total reaction cross section due to trigger
inefficiencies for the most peripheral events.The central-
ity definition was based on an uncorrected multiplicity
distribution and a Glauber Monte Carlo simulation [64],
and details can be found in Ref. [10]. By comparison
of the Glauber simulation to the measured multiplicity

distribution at each energy, it is possible to determine,
for each centrality class, the average number of partici-
pant nucleons hNpart i. The values of hNpart i at different
centralities and collision energies are listed in Table II.

III. ANALYSIS DETAILS

A. Strange particle reconstruction

The strange hadrons, K0
S, Λ(Λ), Ξ − (Ξ+ ), Ω− (Ω+ ), and

φ, have short lifetimes, and decay into a pair of charged
particles or into one charged particle plus a Λ(Λ). All of
them can be reconstructed using the invariant mass tech-
nique. The corresponding decay channels and branching
ratios are [65]

K 0
S → π+ + π− , 69.20%;

Λ(Λ) → p(p) + π − (π+ ), 63.9%;
Ξ− (Ξ+ ) → Λ(Λ) + π − (π+ ), 99.887%;
Ω− (Ω+ ) → Λ(Λ) + K − (K + ), 67.8%;
φ → K+ + K − , 49.1%.

The truncated mean of the ionization energy loss,
hdE/dxi, measured by the TPC, was used for identifica-
tion of the charged daughter particles, π± , K ± , and p(p̄)
[66]. Despite the finite statistical precision of the mea-
sured hdE/dxi for a certain track arising from a limited
number of hit points measured by the TPC, the central
value of the measured hdE/dxi as a function of momen-
tum is well described by the Bichsel function for each par-
ticle species [67].Hence a normalized hdE/dxi, nσparticle ,
was used in particle identification. It is defined as

nσparticle =
1

σparticle
log

hdE/dxi measured
hdE/dxi Bichsel

particle

, (1)

where hdE/dxi Bichsel
particle is the expected hdE/dxi from the

Bichsel function for a certain particle species at a given
momentum, and σparticle is the hdE/dxi resolution of the
TPC for the same particle species at the same momen-
tum. The nσparticle distribution at a given momentum is
nearly Gaussian and is calibrated to be centered at zero
with a width of unity for each particle species. By de-
fault, a loose cut of |nσ particle | < 4.0 was used to select
all the corresponding charged daughter particles for the
reconstruction of K 0

S, Λ(Λ), and Ξ − (Ξ+ ). In order to re-
duce the combinatorial background, a tighter |nσp | < 3.0
was used for selecting the protons in Ω reconstruction,
and |nσK | < 2.0 was used for the kaons in φ meson re-
construction. In order to improve the average momentum
and energy-loss resolution, the charged daughter parti-
cle tracks were required to consist of at least 16 TPC
hit points for the reconstruction of K 0

S, Λ(Λ), Ξ− (Ξ+ ),
and Ω− (Ω+ ), while at least 16 hit points (including the
primary vertex) were required for the kaons in φ me-
son reconstruction. The p T of daughter particles was
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TABLE II: The average number of participating nucleons hN part i for various collision centralities in Au+Au collisions at 7.7–39
GeV, determined using the charged particle multiplicity distributions and the Glauber Monte Carlo simulation [10]. The errors
represent systematic uncertainties. The inelastic p + p cross-sections used in the simulations are 30.8, 31.2, 32, 33, and 34 mb
for

√
s = 7.7, 11.5, 19.6, 27, and 39 GeV, respectively [64].

√
s

NN (GeV) 0–5% 5–10% 10–20% 20–30% 30–40% 40–60% 60–80%
7.7 337.4 ± 2.1 290.4 ± 6.0 226.2 ± 7.9 160.2 ± 10.2 109.9 ± 11.0 58.4 ± 9.8 20.2 ± 5.3
11.5 338.2 ± 2.0 290.6 ± 6.2 226.0 ± 8.2 159.6 ± 9.5 110.0 ± 10.3 58.5 ± 9.4 20.1 ± 6.7
19.6 338.0 ± 2.3 289.2 ± 6.0 224.9 ± 8.6 158.1 ± 10.5 108.0 ± 10.6 57.7 ± 9.1 19.9 ± 5.9
27 343.3 ± 2.0 299.3 ± 6.2 233.6 ± 9.0 165.5 ± 10.7 114.0 ± 11.3 61.2 ± 10.4 20.5 ± 7.1
39 341.7 ± 2.2 293.9 ± 6.4 229.8 ± 8.7 162.4 ± 10.2 111.4 ± 10.8 59.2 ± 9.7 20.0 ± 6.4

required to be larger than 0.10 GeV/c for K 0
S, Λ, and Ξ

reconstruction, and larger than 0.15 GeV/c for Ω and φ
reconstruction.

Due to the large number of final state particles in
Au+Au collisions, there is a significant amount of combi-
natorial background in the invariant mass distributions
of all strange hadrons. The weakly decaying strange
hadrons, K 0

S, Λ(Λ), Ξ− (Ξ+ ), and Ω− (Ω+ ), have a typ-
ical decay length of cτ ≈ 2–7 cm. Their decay topol-
ogy can be reconstructed well with their daughter parti-
cle tracks measured by the TPC with a precision of ≈1
mm. Therefore, a certain set of cuts can be applied to
the topological variables in order to significantly reduce
the combinatorial background. Such variables include
the distance of closest approach (DCA) between the two
daughter tracks, the DCA of the daughter tracks to the
primary vertex, the DCA of the projected strange hadron
path to the primary vertex, the decay length of strange
hadrons, and the angles between the spatial vector point-
ing from the production vertex to the decay vertex and
the momentum vector of strange hadrons. These cuts
were optimized as a compromise between background re-
duction and signal efficiency. Table III shows the default
topological cuts used for V 0 particle (K 0

S, Λ, and Λ) re-
construction in this analysis. For the reconstruction of
multi-strange hyperons, Ξ− (Ξ+ ) and Ω− (Ω+ ), the Λ can-
didates reconstructed with p and π daughter tracks are
further combined with the “bachelor” tracks — the iden-
tified π ± for Ξ reconstruction or the identified K ± for
Ω reconstruction. In order to reduce the combinatorial
background, the Λ candidates were required to be in-
side the invariant mass window of [M Λ − 0.012 GeV/c 2,
M Λ +0.012 GeV/c 2] and [MΛ −0.006 GeV/c 2, M Λ +0.006
GeV/c 2] for Ξ and Ω reconstruction, respectively, with
the known Λ mass M Λ = 1.115683 GeV/c 2 [65]. The
decay topology of multi-strange hyperons is more com-
plicated compared to those of V 0 particles, and hence
more topological cuts were used in these hyperon recon-
structions. Tables IV and V show the default topological
cuts for Ξ and Ω reconstruction, respectively.

The φ meson decays strongly at the primary collision
vertex and has a short lifetime. Hence its two daughter
kaons also appear to originate from the primary vertex.
Therefore the primary tracks, which have the primary
vertex included in their fit, were used for φ meson re-

construction. The DCA of their associated TPC tracks,
which exclude primary vertex in their fit, to the primary
vertex were required to be less than 3 cm. In order to
avoid split tracks, the ratio of the number of hits on a
track to the maximum possible number of hits that track
may possess was required to be larger than 0.52.Due to
the electron/positron contamination in the selected kaon
candidates, photon conversions (γ∗ → e+ e− ) contribute
significantly to the residual background in K + K− invari-
ant mass distributions. This contribution can be removed
effectively by a cut on the dip angle δ [34, 68–70], which
is defined as

δ = cos−1 pT1 pT2 + pz1pz2
p1p2

, (2)

where p1, p2, pT1 , pT2 , pz1, pz2 are total, transverse, and
longitudinal momenta of the two candidiate tracks. By
default, the δ was required to be greater than 0.04 radians
in this analysis.

After applying the corresponding selection cuts, the re-
sulting invariant mass distributions are shown in Fig. 1
(a) for K 0

S, (b) for Λ, (c) for Ξ, (d) for Ω, and in Fig. 2
for φ. Even with these cuts, some background remains
under the mass peak of each hadron. The random com-
binatorial background was estimated using a rotation
method [71] for K0

S, Λ, Ξ, and Ω. In the rotation method,
one daughter particle track was picked, π− , for example,
in the case of K0

S reconstruction. Then both the two-
dimensional (2D) position vector of the track’s first hit
(originating from the primary vertex) and its 2D mo-
mentum vector in the transverse plane were rotated by
an angle of π in this plane.The rotated track was used in
the strange hadron reconstruction to break possible cor-
relations between the daughter particles and mimic the
random combination contribution. In the Ω analysis, the
bachelor K± tracks were rotated by five different angles
from π/3 to 5π/3 to increase the background statistics.
For φ meson analysis, in order to minimize the statistical
errors, the combinatorial background was estimated with
the mixed-event technique. The detailed description can
be found in Refs. [34, 68–70]. The invariant mass distri-
bution, the mixed-event background, and the background
subtracted distribution are shown in Fig. 2.

Besides the combinatorial background, there is also a
residual background for each particle.This residual back-
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TABLE III: Topological cuts used for V 0 particle (K 0
S, Λ, and Λ) reconstruction. In this table, ~rV 0 and ~rPV denote the V 0

decay vertex position vector and the primary vertex position vector in the STAR coordinate system, respectively. ~pV 0 is the
reconstructed V 0 momentum vector. Slightly tighter topological cuts, together with a tighter particle identification cut of
|nσp(π) | < 3.8, were used for Λ reconstruction at

√
s

NN = 7.7 GeV to reduce the combinatorial background.

Cut K 0
S Λ (≥ 11.5 GeV), Λ Λ (7.7 GeV)

DCA of V 0 to primary vertex < 0.8 cm < 0.8 cm < 0.8 cm
DCA of daughters to primary vertex > 0.7 cm > 0.3 cm (p), > 1.0 cm (π) > 0.5 cm (p), > 1.5 cm (π)

DCA between daughters < 0.8 cm < 0.8 cm < 0.8 cm
V 0 decay length > 2.5 cm > 3 cm > 4 cm
(~rV 0 − ~rPV ) · ~pV 0 > 0 > 0 > 0

TABLE IV: Topological cuts used for Ξ − and Ξ + reconstruction. In this table, ~rΞ , ~rΛ and ~rPV denote the Ξ and Λ decay
vertex position vectors and the primary vertex position vector in the STAR coordinate system, respectively. ~pΛ and ~pΞ are
the reconstructed Λ and Ξ momentum vectors. Slightly tighter topological cuts, together with a tighter particle identification
cut of |nσ p(π) | < 3.6 and a narrower Λ invariant mass window of [M Λ − 0.010 GeV/c 2 , M Λ + 0.010 GeV/c 2 ], were used for Ξ
reconstruction at

√
s

NN = 7.7 and 11.5 GeV to reduce the combinatorial background.

Cut Ξ− and Ξ+ (≥ 19.6 GeV) Ξ− and Ξ+ (≤ 11.5 GeV)
DCA of Ξ to primary vertex < 0.8 cm < 0.8 cm

DCA of bachelor π to primary vertex > 0.8 cm > 0.8 cm
DCA of Λ to primary vertex [0.2, 5.0] cm [0.2, 5.0] cm

DCA of Λ-daughter p to primary vertex > 0.5 cm > 0.5 cm
DCA of Λ-daughter π to primary vertex > 1.0 cm > 1.5 cm

DCA between Λ and bachelor π < 0.8 cm < 0.8 cm
DCA between Λ-daughters < 0.8 cm < 0.8 cm

Ξ decay length > 3.4 cm > 4.0 cm
Λ decay length > 5.0 cm > 5.0 cm
(~rΛ − ~rPV ) · ~pΛ > 0 > 0
(~rΛ − ~rΞ ) · ~pΛ > 0 > 0

(~rΞ − ~rPV ) · ~pΞ > 0 > 0
(~rΞ − ~rPV ) × ~pΞ /|~rΞ − ~rPV |/|~pΞ | < 0.2 < 0.12

ground originates from unavoidable particle misidentifi-
cation. For example, a proton from a Λ decay misidenti-
fied as a π+ may be combined with the π − daughter of
Λ, thereby contributing to the residual background in K 0

S
reconstruction. In Ξ reconstruction, a proton from a real
Λ decay can be combined with another random pion to
form a fake Λ candidate, which is then combined with the
pion daughter of the real Λ (as the bachelor pion) to form
a fake Ξ. The bachelor pion of a Ξ can be misidentified as
a kaon, thereby contributing to the residual background
in Ω reconstruction. In order to remove these kinds of
residual background, veto cuts were introduced. In K 0

S
reconstruction, the π+ (π− ) daughter of a K0

S candidate is
assumed to be the p(¯p) daughter of a Λ(Λ) to re-calculate
the invariant mass. If it falls inside the invariant mass
peak of Λ(Λ), then the K 0

S candidate is rejected. For
Ξ reconstruction, the proton daughter will be combined
with the pion bachelor to calculate the invariant mass.
If it falls inside the Λ invariant mass peak, the Ξ candi-
date will be rejected. In Ω reconstruction, the bachelor
kaon is assumed to be a pion to re-calculate the invari-
ant mass. If it falls inside the invariant mass peak of Ξ,
then the Ω candidate will be rejected. There also exists
minor residual background in the Λ invariant mass distri-

bution due to the misidentification of the K 0
S daughters.

However, the veto of this residual background would pro-
duce a significant drop in Λ reconstruction efficiency due
to the large width of K 0

S invariant mass peak, hence no
veto cuts were applied for Λ. The veto cuts for K 0

S, Ξ,
and Ω were applied both in signal reconstruction and in
construction of the rotational background. The K 0

S, Ξ,
and Ω invariant mass distributions shown in Fig. 1 were
obtained after applying the corresponding veto cuts.

The background distributions estimated via rotational
or mixed-event methods for K0

S, Λ, Ξ, Ω, and φ are sub-
tracted from the corresponding signal distributions. For
K 0

S, Λ, and Ξ, a double or single Gaussian plus poly-
nomial fitting to the resulting invariant mass distribu-
tion around the signal peaks was used to determine the
signal peak width as well as the shape of the remain-
ing residual background. The signal peak was defined
as [µ − 4σ, µ + 4σ] and [µ − 4.5σ, µ + 4.5σ] for V 0 and
Ξ, respectively, where µ and σ are the corresponding
Gaussian mean and variance parameters. The number
of signal candidates was then obtained by subtracting
the total background contribution inside the signal peak
from the total number of candidates inside the peak.The
background was estimated by one of two methods, ei-
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TABLE V: Topological cuts used for Ω − and Ω+ reconstruction. In this table, ~rΩ , ~rΛ and ~rPV denote the Ω and Λ decay
vertex position vectors and the primary vertex position vector in the STAR coordinate system, respectively. ~pΛ and ~pΩ are the
reconstructed Λ and Ω momentum vectors. Cuts were optimized for each energy to reduce the combinatorial background.

Cut Ω− Ω+

DCA of Ω to primary vertex < 0.4 cm; < 0.4 cm;
< 0.5 cm (19.6 GeV) < 0.5 cm (19.6 and 27 GeV);

< 0.6 cm (7.7 GeV)
DCA of bachelor K to primary vertex > 1.0 cm > 1.0 cm

DCA of Λ to primary vertex > 0.4 cm; > 0.4 cm;
> 0.3 cm (7.7 GeV) > 0.3 cm (7.7 GeV)

DCA of Λ-daughter p to primary vertex > 0.6 cm > 0.6 cm
DCA of Λ-daughter π to primary vertex > 2.0 cm > 2.0 cm

DCA between Λ and bachelor K < 0.7 cm < 0.7 cm;
< 1.0 cm (7.7 GeV)

DCA between Λ-daughters < 0.7 cm < 0.7 cm;
< 1.0 cm (7.7 GeV)

Ω decay length > 3.0 cm; > 3.0 cm;
> 2.0 cm (7.7 GeV) > 2.0 cm (7.7 and 11.5 GeV)

Λ decay length > 5.0 cm; > 5.0 cm;
> 4.0 cm (7.7 GeV) > 4.0 cm (7.7 and 11.5 GeV)

Λ decay length−Ω decay length > 0 > 0
(~rΛ − ~rΩ ) · ~pΛ > 0 > 0

(~rΩ − ~rPV ) · ~pΩ > 0 > 0
(~rΩ − ~rPV ) × ~pΩ /|~rΩ − ~rPV |/|~pΩ | < 0.12; < 0.12;

< 0.15 (7.7 and 11.5 GeV) < 0.15 (7.7 and 11.5 GeV)

|<0.5y = 7.7 GeV Au+Au (0-80%), |
NN
sSTAR, 
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FIG. 1: K 0
S, Λ, Ξ − , and Ω− invariant mass distributions in Au+Au collisions at

√
s

NN = 7.7 GeV. The red solid lines represent
the function fit results (double Gaussian plus polynomial for K 0

S, Λ, and Ξ − ; single Gaussian plus polynomial for Ω − ), and
the blue dashed lines are the fitted background contributions. The orange area shows the corresponding rotational background
distribution.

ther by integrating the polynomial functions from the
fitting, or by using a side-band method at higher pT bins
where a reasonable fitting cannot be achieved due to low
statistics. The two side-bands on either side of the signal
peak are selected symmetrically.Both have the half-peak
width and are 5σ(6σ) away from the mean for V0(Ξ). For
Ω, the total number of signal counts was obtained by the
side-band method, with the invariant mass peak position
and width determined from the embedding simulation
data. For the φ meson, the invariant mass distribution
was fitted with the non-relativistic Breit-Wigner function
for signal plus a polynomial function (up to second order)
for the residual background.

B. Acceptance and reconstruction efficiency

Whether a strange hadron can be observed by STAR
is determined by the geometrical TPC acceptance for
its decay daughter particles, their tracking efficiencies,
and the efficiency of subsequent strange hadron recon-
struction with the daughter particle tracks. The track-
ing efficiency and the strange hadron reconstruction ef-
ficiency depend on the final state particle multiplicity,
which ranges from a few tracks in peripheral collisions to
about a thousand tracks in central collisions. Therefore,
in STAR, the geometrical acceptance and reconstruction
efficiencies for each analyzed particle species were calcu-
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FIG. 2: φ invariant mass distributions in Au+Au collisions at√
s

NN = 7.7 GeV. The upper panel shows the unlike-charge
invariant mass distribution (full points) and the mixed-event
background (orange area). The lower panel shows the invari-
ant mass distribution after subtracting the background. The
red solid line represents the function fit result (Breit-Wigner
plus polynomial), and the blue dashed line is the fitted resid-
ual background contributions.

lated using an embedding technique, in which the sim-
ulated Monte Carlo (MC) particles sampled in a given
kinematic range were embedded into real events where
their efficiency was studied. The number of embedded
particles per event was about 5% of the measured charged
particle multiplicity for a given event. Embedded parti-
cles were all taken to originate from the real primary ver-
tex in an event. The subsequent strange hadron propaga-
tion through STAR, strange hadron decay, and daughter
particle propagation were simulated with the GEANT
package [72].The TPC detector response to the charged
daughter particles was simulated with the STAR TPC re-
sponse simulator (TpcRS). The simulated electronics sig-
nals were mixed with those from the real event and pro-
cessed with the STAR tracking, event reconstruction, and
strange hadron reconstruction algorithms. The accep-
tance and reconstruction efficiency were obtained by di-
viding the number of reconstructed MC strange hadrons
by that of input MC in a certain kinematic range. As an
example, the calculated efficiencies for different strange
particles in central and peripheral Au+Au collisions at
39 GeV are shown as a function of pT in Fig. 3. Gener-
ally, the efficiencies increase toward peripheral collisions
and lower collision energies due to decreasing track mul-
tiplicities. As shown in Fig. 3, at 39 GeV, from 0–5% to
60–80% collisions, the K0

S efficiency increases by ≈47% at

pT ≈ 0.3 GeV/c and by ≈16% at p T ≈ 5.5 GeV/c, while
the Ξ− efficiency increases by ≈95% at pT ≈ 0.8 GeV/c
and by ≈36% at p T ≈ 4.5 GeV/c. With the same analy-
sis cuts, the efficiencies for antibaryons (Λ, Ξ+ and Ω+ ,
not shown in Fig. 3 for clarity) are very similar to those
of the respective baryons. The efficiency for Ω is much
smaller than for Ξ is due to both the relatively tighter
analysis cuts in Ω reconstruction and the decay-in-flight
of the bachelor kaon.

C. Weak decay feed-down correction for Λ

The reconstructed Λ hyperons with the cuts listed in
Table III contain both the prompt components originat-
ing from the primary vertex and the secondary compo-
nents from the weak decays of Ξ, Ξ0, and Ω hyperons.
The Λ hyperons from the electromagnetic decay of Σ 0

hyperons are also considered to be prompt since they are
not experimentally distinguishable from those directly
originating from the Au+Au collisions. Naturally, the
Λ hyperons from secondary weak-decay vertices have dif-
ferent distributions in the topological cut variables — for
example, the DCA of V 0 to the primary vertex. Hence it
is mandatory to subtract their contributions to the recon-
structed Λ yields before applying the acceptance and re-
construction efficiency corrections described in Sec. III B.
As shown in Table III, a tight cut on the DCA of Λ can-
didates to the primary vertex was used to reduce the
secondary contributions. However, some fraction of the
secondary Λ hyperons still passed this criterion, espe-
cially in the high p T regions. Their contribution to the
prompt Λ sample was further evaluated with the help
of the Ξ and Ξ 0 MC embedding data. With these MC
data, the prompt Λ reconstruction cuts (in Table III)
were applied to the reconstruction of the secondary MC
Λ particles from the MC Ξ or Ξ 0 decays.Then the total
number of reconstructed secondary MC Λ particles was
scaled according to the corrected yields of the measured
Ξ and Ξ0 particles (assuming that Ξ0 has the same yield
as Ξ since it cannot be measured by STAR). Those scaled
values represent the feed-down contribution and are sub-
tracted from the raw Λ yields. The relative contribution
of the secondary Λ from Ξ and Ξ0 decays was calculated
for each pT interval in each collision centrality at each
collision energy. For Au+Au collisions at 39 GeV, in 0–
5% central collisions, the relative feed-down contribution
of Ξ and Ξ 0 to Λ (Λ) ranges from ≈23% (30%) at p T =
0.5 GeV/c to ≈6% (15%) at p T = 5 GeV/c. For Λ, the
feed-down contribution from Ω − decay was not consid-
ered since it is expected to be negligible (< 1%) due to
the low yield of Ω − relative to that of Λ in the BES en-
ergy range. For Λ, the feed-down contribution from Ω +

cannot be neglected due to the significantly larger ratio
of Ω+ to Λ yield in more central collisions, at lower pT ,
and especially at lower BES energies.The Ω+ feed-down
contribution to Λ was evaluated with the Ω + embedding
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FIG. 3: Geometrical acceptance and reconstruction efficiency of various strange hadrons at mid-rapidity (|y| < 0.5) in central
(left) and peripheral (right) Au+Au collisions at

√
s

NN = 39 GeV. The branching ratios of measured decay channels are not
taken into account here.

data and the corrected yields of the measured Ω+ parti-
cle at five BES energies, and subtracted from the corre-
sponding raw Λ yields. In 0–5% central collisions and at
pT = 0.5 GeV/c, the relative feed-down contribution of
Ω+ to Λ increases from . 3% to ≈6% with the collision
energy decreasing from 39 to 7.7 GeV.

D. pT spectra extrapolation at low pT

The pT spectra of each strange hadron were obtained
by dividing the raw yield in a certain p T interval by the
corresponding acceptance and reconstruction efficiencies
presented in Sec. III B. Due to limited detector accep-
tance at low pT , and finite statistics at high pT , the spec-
tra were not measured in these regions and hence needed
to be extrapolated to these two regions in order to obtain
the pT integrated yield (dN/dy) as well as the averaged
transverse mass (hmT i − m 0), where mT =

p
p2

T + m 2
0

is the transverse mass and m 0 is the rest mass. The
extrapolation to low p T is particularly important, since
it contributes significantly to both observables, while the
extrapolation to high p T usually provides a much smaller
contribution. The blast-wave model [73] can be used for
fitting individually the low p T spectra and extrapolating
them to the unmeasured lower pT region. This model as-
sumes the particles are emitted from a radially expand-
ing thermal source. A common kinetic freeze-out tem-
perature T and a transverse radial flow velocity profile
β = β S (r/R) n are used to characterize the source, where
βS is the surface velocity, r/R is the relative radial posi-
tion in the source, and n is the exponent of flow velocity
profile. The pT disctribution of the particles is given by

d2N

2πpT dpT dy
∝

Z R

0
r dr mT I 0

pT sinh ρ(r)
T

×K 1
mT cosh ρ(r)

T
, (3)

where ρ(r) = tanh −1 β, I 0 and K1 are the modified Bessel
functions. The velocity profile parameter n is set to 1 for
all the blast-wave model fitting in this analysis.

The K0
S low pT spectra can be well fitted and hence ex-

trapolated to unmeasured lower pT regions (<0.2 GeV/c)
with the blast-wave model and other two functions, the
exponential function

d2N

2πpT dpT dy
 ∝ e − m T

T , (4)

and the Levy function

d2N

2πpT dpT dy ∝ (1 +
mT − m 0

nT )−n . (5)

In this analysis, all three functions were used to fit the
low pT K 0

S spectra at all energies. For the blast-wave
model, the fit range was [0.2, 1.4] GeV/c. For the ex-
ponential function, the fit range was [0.2, 1.8] GeV/c at
7.7 and 11.5 GeV, and [0.2, 1.2] GeV/c at 19.6, 27, and
39 GeV. For the Levy function, the fit range was [0.2,
1.4] GeV/c at 7.7 and 11.5 GeV, and [0.2, 2.0] GeV/c
at 19.6, 27, and 39 GeV. The difference between the re-
sults from these three functions were considered in the
systematic errors for dN/dy and hm T i − m 0 due to low
pT extrapolation. The Levy function produced a slightly
better fit (lower χ 2) for centralities within 30–80%, while
the blast-wave model was better for centralities within
0–30% at all five collision energies. Therefore, the de-
fault K 0

S dN/dy and hm T i − m 0 values were calculated
with those functions correspondingly. Although the con-
tribution is almost negligible (< 10 −5 ), the K 0

S spectra
at intermediate-and-above pT were fitted separately and
extrapolated to unmeasured higher pT regions (up to
10 GeV/c) with the Levy function for energies above 19.6
GeV or exponential function for energies below 11.5 GeV.

For the Λ and Ξ hyperons, the low p T spectra can be
well fit and hence extrapolated to unmeasured lower pT
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regions (<0.4 GeV/c for Λ and <0.6 GeV/c for Ξ) with
the blast-wave model. A Boltzmann function

d2N

2πpT dpT dy
 ∝ m T e− m T

T , (6)

and the exponential function were used as alternatives for
estimation of the systematic error due to low p T extrap-
olation. For Λ and Λ, the blast-wave model fit range was
[0.4, 3.0] GeV/c for centralities within 0–60% and [0.4,
2.0] GeV/c for the centrality of 60–80%. The fit ranges
for Boltzmann and exponential functions were both [0.4,
1.4] GeV/c at all energies and slightly narrowed to [0.4,
1.2] GeV/c for Λ in central collisions (0–10%) at 7.7 GeV.
For Ξ− and Ξ+ , the blast-wave model fit range was [0.6,
3.2] GeV/c for most centralities, and narrowed to [0.6,
2.2] GeV/c in 60–80% for all energies and in 40–60% for
7.7 and 11.5 GeV. The fit ranges for Boltzmann and ex-
ponential functions were [0.6, 2.2] GeV/c at 11.5 GeV,
and [0.6, 2.6] GeV/c at 19.6, 27, and 39 GeV. At 7.7
GeV, the fit range was [0.6, 3.2] GeV/c for Ξ − , and [0.6,
2.6] GeV/c for Ξ+ , when data are available.The high pT
extrapolation was done using the Levy function for 19.6
GeV and higher energies, and the exponential function
for 7.7 and 11.5 GeV.

For the Ω hyperon, the exponential function was
used to fit the spectra over the full measured pT range
(>0.7 GeV/c for 7.7 GeV and >0.8 GeV/c for ≥11.5
GeV), while the Boltzmann function and the blast-wave
model were used alternatively for estimation of the sys-
tematic error due to low p T extrapolation. For the φ
meson, the Boltzmann function was found to fit better
over the full measured pT range ([0.4, 1.7] GeV/c) at
7.7 GeV, and in the low p T range ([0.4, 2.0] GeV/c) at
11.5 GeV and higher energies, and was therefore used to
extrapolate the spectra into unmeasured low pT regions
(<0.4 GeV/c). The Levy function was used as the alter-
native to fit the full measured p T spectra for estimation
of the systematic error due to low pT extrapolation.

The integrated dN/dy was obtained by integrating the
pT spectra data in the measured p T range and the fit-
ted functions in the low p T and high p T extrapolated
ranges. The contributions of low p T extrapolation in the
integrated dN/dy are ≈10–14% for K 0

S, ≈13–28% for Λ
and Λ, ≈23–46% for Ξ − and Ξ+ , ≈39–46% for Ω − and
Ω+ , and ≈17–28% for φ. These contributions are larger
for lower energy and more peripheral collisions due to
steeper pT spectra there.

The hmT i − m 0 is obtained by integrating the whole
range of the pT spectra as follows

hmT i − m 0 =

R
(mT − m 0) dN

dpT
dpT

R dN
dpT

dpT
. (7)

The same extrapolation functions used for the integrated
dN/dy were used again to calculate the numerator inte-
gral of hmT i − m 0.

E. Systematic uncertainties

Many possible sources which can contribute to the sys-
tematic uncertainties of the p T spectra were evaluated
bin-by-bin in this analysis.

In the signal extraction for K 0
S and Ξ, the side-band

method and the fitting method with double-Gaussian-
plus-polynomial functions were used in the estimation
of background in the signal peak region. The differ-
ence was factored into the systematic uncertainty. The
width of the signal peak was first determined with the
double-Gaussian-plus-polynomial fitting and then varied
to estimate its contribution to the systematic error. The
shape of the signal peak in high pT bins deviated from the
symmetric Gaussian shape due to cuts on decay length,
which cause a systematic deviation in our signal count-
ing method. The embedding data were used to estimate
this deviation, which reaches ≈7% (3%) at ≈ 5 GeV/c
for K 0

S (Ξ). For Λ, the side-band method cannot be used
in estimating the systematic error due to the non-linear
residual background shape.Hence the fitting ranges have
been changed to account for the possible uncertainty in
the background shape. Furthermore, the width of the
signal peak was varied in the estimation of the system-
atic uncertainty. The deviation of the signal peak shape
from Gaussian was estimated with MC simulation and
its contribution to the systematic uncertainty found to
be ≈ 8% for p T at ≈ 5 GeV/c. Different sources were
assumed to be uncorrelated and hence summed quadrat-
ically to obtain the total systematic uncertainty in signal
extraction, summarized in Table VI.

The daughter particle identification cuts, |nσ|, were
varied from their default value of 4.0 to 3.6. The con-
tribution of this cut to the systematic uncertainty in the
pT spectra is small, as listed in Table VI. The systematic
uncertainties due to tracking were estimated by varying
the cuts on the minimum number of hit points from the
default 16 to 26, the minimum number of hit points used
for dE/dx calculation from 1 to 10, and the minimum
ratio of the number of hit points to the number of pos-
sible hit points from 0.45 to 0.55. The cut values were
changed one at a time, and the raw yields and the ef-
ficiencies were both re-calculated accordingly to obtain
the corrected pT spectra. The maximum deviations from
the default spectra due to these three tracking cuts were
accounted for in the systematic uncertainties. The mini-
mum number of daughter hit points contributes the ma-
jority of the systematic error in tracking, while the other
two cuts contribute minimally. The tracking uncertain-
ties are larger at lower pT in more central collisions. For
K 0

S and Λ in the most central Au+Au collisions at 39
GeV, the uncertainties are ≈ 6% and ≈ 7%, respectively,
at p T = 0.5 GeV/c, while for Ξ + , the uncertainty is ≈
15% at pT = 0.8 GeV/c, as listed in Table VI.

The topological cuts were also varied one after another
to study the systematic deviations of the pT spectra. For
example, for K 0

S, the radial decay length cut value was
varied in the range of [2.5, 3.3] cm; the DCA of daughters
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TABLE VI: Summary of systematic uncertainties for p T spectra. The range indicates the variation between pT bins, centralities
and energies.

Components K 0
S Λ and Λ Ξ− and Ξ+

Signal extraction 0.5–8% 0.5–9% 0.5–3%
Particle identification < 0.5% < 0.7% < 1.1%

Tracking 1.5–7% 1.5–7% 3–15%
Topological reconstruction 1–4% 2–10% 3–8%

Detector uniformity 1–4% 1–7% 1–8%
Weak decay feed-down correction n.a. Λ: 0.2–4%; Λ: 0.5–10% n.a.

Total uncertainty 2–9% Λ: 3–12%; Λ: 3–13% 4–17%
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FIG. 4: MC and data comparison on K 0
S topological variable distributions in Au+Au collisions at

√
s

NN = 27 GeV. A same set
of loose selection cuts have been applied to both MC and data. The distributions of combinatorial backgrounds in data were
estimated with the rotation method and subtracted, and then the resulting data distributions were scaled down to match with
the MC statistics.

in [0.55, 0.8] cm; the DCA of K 0
S in [0.6, 1.2] cm; and the

DCA between daughters in [0.5, 1.0] cm.As listed in Ta-
ble VI, the systematic uncertainties from these geometric
cuts were generally small compared to the tracking uncer-
tainties, except in the most peripheral collisions, where
the primary vertex resolution is worse due to low track
multiplicity. The same method was applied to the sys-
tematic error studies for Ξ and Λ spectra despite there
being more topological cuts involved. For these two hy-
perons, the systematic errors due to these cuts were also
small compared to the tracking uncertainties except in
the most peripheral collisions. Furthermore, a detailed
comparison of the distributions of the topological cut
variables from the embedded strange particles and those
from strange particles reconstructed in real data was per-
formed. A good agreement between the MC simulation
and the data was achieved.As an example, Fig. 4 shows
the comparison of K 0

S MC topological variable distribu-
tions and those from the real data at 27 GeV. The sys-
tematic uncertainties due to the veto cuts in the K 0

S and
Ξ analyses were also studied and found to be negligible
for both particles.

Non-uniformity of the detector acceptance for colli-
sions at different primary vertex positions along the beam
direction and detector asymmetry between forward and
backward halves may contribute to the systematic un-
certainty due to imperfect detector response simulation

and limited real data sample size (≈ 105 MB events) in
embedding simulation. The |z vertex | cut was varied to
study the acceptance uniformity. At 39 GeV, the cut
was changed within [25, 40] cm.The resulting change in
the pT spectra and hence the systematic error from this
source is negligible.The default rapidity range [−0.5, 0.5]
was also divided into a forward half, [0, 0.5], and a back-
ward half, [−0.5, 0]. The maximum deviations of the re-
sulting pT spectra from the default were accounted for in
the systematic errors, which can be as large as 8% for Ξ
in some pT bins.

For Λ, the systematic errors due to feed-down correc-
tions were evaluated by propagating the Ξ systematic er-
rors to the Λ raw yield, according to the fractions of those
feed-down contributions. For simplicity, the Ξ system-
atic errors were assumed to be uncorrelated with those
for Λ. For Λ, the systematic error due to feed-down con-
tribution from Ω + was evaluated similarly and directly
summed with that from Ξ in each p T bin.

The final bin-by-bin systematic error for a pT spectrum
was a quadratic sum of all the above sources,assuming
that they are fully uncorrelated, and is summarized in
Table VI. For the details on the systematic uncertainties
for the φ and Ω pT spectra, please refer to Ref. [11].

For the integrated yield, dN/dy, the systematic error
in the measured pT range is simply the sum of the bin-
by-bin systematic errors assuming that they are fully cor-
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related. In the extrapolated low p T region, the system-
atic errors were estimated considering several potential
sources. First, if a change in the analysis cuts produces
a change in the p T spectra, then the extrapolation will
also change.Second, different fit functions will have dif-
ferent extrapolations even under the same analysis cuts.
Both sources were studied in this analysis by changing
the analysis cuts and fitting functions in the extrapo-
lation. The final extrapolated systematic errors are a
quadratic sum of both contributions. The systematic er-
ror of hmT i − m 0 was estimated in a similar manner by
varying analysis cuts, extrapolation functions, and sig-
nal extraction methods. The systematic uncertainties
of antibaryon-to-baryon ratios and nuclear modification
factors were estimated independently by considering all
the sources mentioned above, and hence the possible cor-
relations of the systematic errors in the numerator and
the denominator in these observables were consistently
treated.

IV. RESULTS AND DISCUSSIONS

A. Transverse momentum spectra

Figures 5, 6, 7, 8, 9, 10, 11, and 12 show the trans-
verse momentum spectra of K0

S, Λ, Λ, Ξ − , Ξ+ , Ω− , Ω+ ,
and φ at mid-rapidity (|y| < 0.5) in different collision
centralities from Au+Au collisions at

√
s

NN = 7.7, 11.5,
19.6, 27, and 39 GeV. The p T spectra of Ω− , Ω+ and
φ are the same as those shown in Ref. [11]. All the pT
spectra shown here have been corrected for geometrical
acceptance and reconstruction efficiency, as discussed in
Sec. III B. For better visualization, the spectra are scaled
by factors of 10 from central to peripheral collisions.The
Λ(Λ) spectra are corrected for the feed-down contribu-
tion from weak decays of Ξ and Ξ 0 baryons using the
measured Ξ spectra shown in Fig. 8 or 9. The Λ spec-
tra are further corrected for the feed-down contribution
from weak decays of Ω+ baryons using the measured Ω+

spectra shown in Fig. 11. For more details on feed-down
correction, please see Sec.III C. The systematic errors
of invariant yields, described in details in Sec. III E, are
shown as vertical gray bands in these figures for each pT
bin. They become generally larger toward more central
collisions due to larger track multiplicities. The system-
atic uncertainties at 19.6 and 27 GeV are less than those
at the other three energies due to the better data taking
conditions in 2011 than in 2010. The default function fit
results at low p T , described in details in Sec. III D, are
plotted on top of each pT spectrum in the corresponding
fit range and the low p T extrapolation range.

B. Averaged transverse mass

The averaged transverse mass, hmT i − m 0, can be cal-
culated by Eq. 7 with the measured and extrapolated
pT spectra of a certain particle species. Its energy and
centrality dependence reflects the change of the pT spec-
tra shapes with collision conditions, and hence provides
information regarding the reaction dynamics among the
constituents of the colliding systems. Figures 13, 14, and
15 show the hmT i − m 0 at mid-rapidity (|y| < 0.5) for
K 0

S, Λ, Λ, Ξ− , Ξ+ , Ω− , Ω+ , and φ as a function of hNpart i
for Au+Au collisions at

√
s

NN = 7.7, 11.5, 19.6, 27, and
39 GeV. The hmT i − m 0 value of each particle species
increases with the increasing hNpart i at all energies, indi-
cating the gradual development of collective motion with
the increasing medium volume.The hmT i−m 0 increases
faster toward central collisions for hyperons in general,
and for Λ in particular, than that of K 0

S. In contrast,
the hmT i−m 0 values of multistrange hyperons, Ξ and Ω,
seem to be consistent with that of φ meson within the un-
certainties. Additionally, at lower collision energies and
toward central collisions, the hmT i−m 0 of anti-hyperons
becomes larger than that of hyperons. The difference is
most sizable for Λ and Λ in the most central Au+Au
collisions at

√
s

NN = 7.7 GeV. This phenomenon could
be explained by the larger possibility for a lower p T Λ
to be annihilated in a Λ-hyperon-rich medium created
in such collisions. Generally, in a thermodynamic sys-
tem with bulk expansion, the radial flow of a particle
is only dependent on its mass. In contrast, the split of
hmT i−m 0 between antibaryon and baryon indicates that
the spectra may not be driven only by the bulk expan-
sion with a common velocity. Hadronic processes,such
as baryon-antibaryon annihilations, might also have sig-
nificant impacts in the final hadron productions at this
lower energy region.

Figure 16 shows the hmT i − m 0 at mid-rapidity (|y| <

0.5) for K0
S, Λ, Λ, Ξ− , and Ξ+ from 0–5% central Au+Au

collisions at
√

s
NN = 7.7–39 GeV. The previously mea-

sured hmT i − m 0 for Λ, Λ, Ξ− , and Ξ + in central
Pb+Pb collisions at

√
s

NN = 6.3–17.3 GeV at SPS [24]
and in central Au+Au collisions at

√
s

NN = 130 GeV at
RHIC [29, 31] are also shown for comparison. In gen-
eral, the STAR BES hm T i − m 0 for Λ, Λ, Ξ− , and Ξ+

shows a trend similar to previous measurements but with
much smaller uncertainties. The hmT i − m 0 values for
K 0

S, Λ, Ξ− , and Ξ+ show an increasing trend with the in-
creasing collision energy.However, the hmT i − m 0 value
for Λ at

√
s

NN = 7.7 GeV seems to be as large as the
value at

√
s

NN = 11.5 GeV, and apparently breaks the
monotonous increasing trend. This observation again
may indicate the significant impact of annihilation pro-
cesses on antibaryon production in a baryon-rich QCD
matter.
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FIG. 5: The transverse momentum spectra of K0
S at mid-rapidity (|y| < 0.5) from Au+Au collisions at different centralities and

energies (
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NN = 7.7–39 GeV). The data points are scaled by factors of 10 from central to peripheral collisions for clarity. The

vertical gray bands represent the systematic errors, which are small hence the bands look like horizontal bars. The blast-wave
model (or Levy function) fit results are shown in the fit range and the low p T extrapolation range as solid (dashed) lines for
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FIG. 11: The transverse momentum spectra of Ω+ at mid-rapidity (|y| < 0.5) from Au+Au collisions at different centralities and
energies (

√
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NN = 7.7–39 GeV). The data points are scaled by factors of 10 from central to peripheral collisions for clarity. The
vertical gray bands represent the systematic errors, which are small hence the bands look like horizontal bars. The exponential
function fit results are shown in the fit range and the low p T extrapolation range as solid lines for all centrality bins.
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FIG. 12: The transverse momentum spectra of φ at mid-rapidity (|y| < 0.5) from Au+Au collisions at different centralities and
energies (

√
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vertical gray bands represent the systematic errors, which are small hence the bands look like horizontal bars. The Boltzmann
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FIG. 13: The averaged transverse mass, hmT i − m 0 , at mid-
rapidity (|y| < 0.5) for K 0

S, Λ, and Λ as a function of hN part i
for Au+Au collisions at

√
s

NN = 7.7–39 GeV. The box on
each data point denotes the systematic error.

C. Particle yields

Figure 17 shows the collision centrality dependence of
the integrated yield, dN/dy, per average number of par-
ticipating nucleon pairs (hN part i /2), of various strange
hadrons (K 0

S, Λ, Λ, Ξ− , Ξ+ , Ω− , Ω+ , and φ) at mid-
rapidity (|y| < 0.5) from Au+Au collisions at

√
s

NN =
7.7, 11.5, 19.6, 27, and 39 GeV. These normalized yields
increase from peripheral to central collisions for all par-
ticle species except Λ at all collision energies. The Λ
normalized yield has weak centrality dependence, and it
even slightly decreases toward central collisions at lower
collision energies.This is similar to the case of p̄ [7], in-
dicating the larger impact of annihilation processes on
antibaryon production in more central collisions.

Figures 18 and 19 show the collision energy depen-
dence of the particle yield (dN/dy) at mid-rapidity (|y| <

0.5) for K 0
S, Λ, Λ, Ξ− , and Ξ + from 0–5% central

Au+Au collisions at
√

s
NN = 7.7, 11.5, 19.6, 27, and

39 GeV, compared to the corresponding data from AGS
E896/E891/E917, CERES, NA49, and NA57 in the sim-
ilar energy range, as well as to the STAR and PHENIX
data at higher collision energies. The NA49 and NA57
data are from central Pb+Pb collisions, and have been
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FIG. 14: The averaged transverse mass, hmT i − m 0 , at mid-
rapidity (|y| < 0.5) for Ξ − and Ξ+ as a function of hNpart i for
Au+Au collisions at

√
s

NN = 7.7–39 GeV. The box on each
data point denotes the systematic error.

re-scaled according to the estimated numbers of wounded
nucleons, hNW i. The scale factor is hNpart i/ hN W i, where
hNpart i is the average number of participants in 0–5%
central Au+Au collisions in STAR (see Table II). The
E917 data and the STAR K 0

S and Ξ data at
√

s
NN = 130

GeV have been re-scaled in a similar manner to account
for the centrality difference between these measurements
and the STAR BES. Figures 18 and 19 show that the
STAR BES data lie on a trend established by the cor-
responding data from AGS, NA49, NA57, CERES and
previous STAR data, though there seems to be an obvi-
ous non-monotonic energy dependence in the Λ dN/dy
when connecting the STAR BES data with the previ-
ous STAR measurements at higher energies.In the BES
energy range,while the STAR BES data and the NA49
data are consistent within uncertainties in general except
the slight difference in Λ yield at

√
s

NN = 17.3 GeV, the
NA57 data are significantly higher for all particle species
at both energies except the Ξ + yield with large uncer-
tainty at

√
s

NN = 8.7 GeV.
As shown in Fig. 19, the yields of anti-hyperons in-

crease rapidly with increasing collision energy.However,
there seems to be a non-trivial energy dependence in the
Λ and Ξ− dN/dy. The Ξ− dN/dy first slightly increases
with energy from 7.7 to 19.6 GeV, then remains almost
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FIG. 15: The averaged transverse mass, hmT i − m 0 , at mid-
rapidity (|y| < 0.5) for φ, Ω, and Ω as a function of hN part i for
Au+Au collisions at

√
s

NN = 7.7–39 GeV. The box on each
data point denotes the systematic error.

constant for energies between 19.6 and 39 GeV, finally
rising again toward higher energies. The Λ dN/dy de-
creases first when energy increases from 7.7 to 39 GeV,
then rises up toward higher energies. It should be noted
that the proton dN/dy shows a similar minimum at 39
GeV [7]. The proton dN/dy is almost doubled when the
collision energy decreases from 39 to 7.7 GeV, reflecting
a significant increase in baryon density due to baryon
stopping at lower collision energy. Therefore, in terms of
hadronic rescatterings, the observed energy dependency
of Λ dN/dy in the RHIC BES and higher energies (

√
s

NN

> 7.7 GeV) might originate from the interplay between
Λ-Λ pair production, which strongly increases with the
increasing collision energy, and the associated production
of Λ along with kaons in nucleon-nucleon scatterings [74],
which strongly increases with increasing net baryon den-
sity and/or decreasing beam energy.

D. Antibaryon-to-baryon ratios

The difference in hmT i − m 0 between antibaryons and
baryons shown in Fig. 16 might be explained by the ab-
sorption of antibaryons due to annihilation at low mo-
mentum in a baryon-rich environment. This may result
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FIG. 16: The averaged transverse mass, hmT i − m 0 , at mid-
rapidity (|y| < 0.5) for K 0

S, Λ, Λ, Ξ− , and Ξ+ as a function
of energy from 0–5% central Au+Au collisions at

√
s

NN =
7.7–39 GeV. For comparison, previous results from central
Pb+Pb collisions at

√
s

NN = 6.3–17.3 GeV at SPS [24] and
from central Au+Au collisions at

√
s

NN = 130 GeV at RHIC
are shown as open markers [29, 31]. The NA49 and STAR
130 GeV Λ and Ξ+ data points are slightly shifted to the left
for clarity. The orange shaded bands on the STAR BES data
points represent the systematic errors.

in a decrease of antibaryon yields relative to baryon yields
from peripheral to central collisions. Figure 20 shows the
antibaryon-to-baryon ratios, Λ/Λ, Ξ+ /Ξ − , and Ω+ /Ω − ,
as functions of hNpart i from Au+Au collisions at

√
s

NN

= 7.7–39 GeV. Indeed, the ratios of Λ/Λ and Ξ + /Ξ −

show significant decreases from peripheral to central col-
lisions, especially at lower collision energies. A similar
centrality and energy dependence was also observed in
the p̄/p ratio [7]. On the other hand, at lower collision
energies,strange baryons (not antibaryons) can also be
produced in association with kaons through the nucleon-
nucleon interactions, which become more important in
central collisions due to the increase of binary nucleon-
nucleon collisions per participating nucleon pair. This
will result in significant baryon stopping at mid-rapidity,
but without creating more antibaryons, hence resulting
in a decrease of the antibaryon-to-baryon ratio at mid-
rapidity with increasing centrality.

To examine more closely how the antibaryon and
baryon spectra are different, we plot the Λ/Λ ratio as
a function of pT in Fig. 21 for different centrality bins
at

√
s

NN = 7.7 GeV and the normalized Λ/Λ ratio vs p T
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FIG. 17: The integrated yield, dN/dy, per average number
of participating nucleon pairs (hN part i /2), of various strange
hadrons (K0

S, φ, Λ, Λ, Ξ− , Ξ+ , Ω− , Ω+ ) at mid-rapidity (|y| <
0.5) as a function of number of participating nucleons, hNpart i,
from Au+Au collisions at

√
s

NN = 7.7–39 GeV. The box on
each data point denotes the systematic error. For clarity,
uncertainties in hN part i are not included.
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FIG. 18: The K 0
S integrated yield, dN/dy, at mid-rapidity

(|y| < 0.5) as a function of collision energy from 0–5% central
Au+Au collisions at

√
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NN = 7.7–39 GeV. The orange shaded
bands on the STAR BES data points represent the systematic
errors. Also shown are the previous mid-rapidity results from
0–5% central Au+Au collisions at

√
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NN = 130 and 200 GeV
(|y| < 0.5) from STAR [30, 37], from 0–5% central Pb+Pb
collisions at

√
s

NN = 8.7 GeV (|y| < 0.5) from NA57 [26, 27],
and from 0–7% central Pb+Au collisions at

√
s

NN = 17.3 GeV
from CERES [28]. CERES mid-rapidity data are the extrapo-
lated values based on the measurements at backward rapidity.
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FIG. 19: Collision energy dependence of the Λ, Λ, Ξ− , and
Ξ+ integrated yields, dN/dy, at mid-rapidity (|y| < 0.5) in
0–5% central Au+Au collisions at

√
s

NN = 7.7–39 GeV. Λ(Λ)
yields are corrected for weak decay feed-down. The orange
shaded bands on the STAR BES data points represent the
systematic errors. Also shown are the results from central
Au+Au collisions at AGS [14, 15, 17, 18], PHENIX [38] and
STAR [29, 31, 32, 37] and central Pb+Pb collisions at NA57
[26, 27] and NA49 [24]. The rapidity ranges are |y| < 0.5 for
NA57, PHENIX, NA49 Ξ − (Ξ+ ), and STAR Λ at 130 and 200
GeV, |y| < 0.75 for STAR Ξ at 130 and 200 GeV, |y| < 0.4
for AGS and NA49 Λ(Λ). The Λ and Λ results from AGS
and PHENIX are inclusive, and those from NA49 and from
STAR at higher energies are corrected for weak decay feed-
down, while those from NA57 are not significantly affected
by weak decay feed-down (< 5% for Λ and < 10% for Λ).
The E896, PHENIX, and NA57 8.7 GeV Ξ + data points are
slightly shifted to the right for clarity.

in Fig. 22 for different energies in central collisions. For
pT & 2 GeV/c at

√
s

NN = 39 GeV, the ratio decreases
with increasing p T likely due to the semi-hard scatter-
ing process dominated by the valence quarks. It is evi-
dent that the Λ/Λ ratio at low p T (. 2 GeV/c) increases
with increasing p T and energy and decreasing hNpart i.
Hadronic transport model studies could further identify
which contributions are dominant: the antibaryon ab-
sorption and/or the nucleon-nucleon strangeness associ-
ation production.

Figure 23 shows the pT -integrated antibaryon-to-
baryon ratios (B/B) in central collisions from the STAR
Beam Energy Scan in comparison to those from STAR
higher energies and NA49.It seems that the STAR BES
data are consistent with the NA49 data and fall within
the published energy dependence trend.For all energies,
the ratios show a hierarchy of Ω+

/Ω − > Ξ +
/Ξ − > Λ/Λ,

which is consistent with the predictions from statistical
thermal models [42, 44, 45, 75].
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FIG. 20: The antibaryon-to-baryon ratios, Λ/Λ, Ξ + /Ξ − , and
Ω+ /Ω − , as functions of hNpart i from Au+Au collisions at√

s
NN = 7.7–39 GeV. The box on each data point denotes

the systematic error.

In heavy-ion collisions, the baryon and antibaryon
multiplicities can be described by thermal models [76]
with the parameters of particle mass, degeneracy factor,
baryon chemical potential (µB ), strangeness chemical po-
tential (µ S ), charge chemical potential (µQ ), strangeness
saturation factor (γ s), and chemical freeze-out temper-
ature T ch . By taking the ratio of antibaryon to baryon
yield, one obtains

ln(B/B) = −2µ B /T ch + µ S /T ch · ∆S, (8)

where ∆S is the difference of strangeness number be-
tween antibaryon and baryon. It shows that most pa-
rameters can be canceled out in the B/B ratios except
for µS /T ch and µB /T ch . These two parameters are prop-
erties of the collision system at chemical freeze-out and
should be independent of the particle type according to
the thermal model, which assumes that all hadrons orig-
inate from the same thermal source. With the three
measured antibaryon-to-baryon ratios, Λ/Λ, Ξ+

/Ξ − , and
Ω+

/Ω − , one can test this thermal model assumption
by considering that different antibaryon-to-baryon ratios
have different strangeness number difference, ∆S.For a
certain antibaryon-to-baryon ratio, Eq. 8 is effectively a
linear function between µB /T ch and µS /T ch . With three
antibaryon-to-baryon ratios, three straight lines should
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FIG. 21: Λ/Λ ratio as a function of p T from different central-
ities of Au+Au collisions at
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NN = 7.7 GeV. The errors are
statistical only.
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FIG. 22: Normalized Λ/Λ ratio as a function of p T from 0–
5% central Au+Au collisions at different energies. The STAR
results at

√
s

NN = 200 GeV [32] are shown as open circles for
comparison. The errors are statistical only. All the ratios
are normalized according to the average values inside the pT
range of [1.4, 2.0] GeV/c.

cross at the same point on the (µ B /T ch , µS /T ch) plane,
which provides a good test for the thermal model as-
sumption. Figure 24 shows the test result for central
Au+Au collisions at

√
s

NN = 7.7–39 GeV, which indi-
cates the validity of this model over the BES energy
range. Therefore, the two thermal model parameters,
µB /T ch and µ S /T ch , in this collision system, can also
be extracted using a linear fit with Eq. 8 to the three
measured antibaryon/baryon ratios at each energy, as
shown in Fig. 25. The µ B /T ch and µ S /T ch parameters
in central Au+Au collisions at all five BES energies ob-
tained from the fits are shown in Fig. 26. Also shown
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for Λ/Λ and Ξ +
/Ξ − ; 0–10% for Ω+

/Ω − for
√

s
NN ≥ 11.5 GeV;

and 0–60% for Ω+
/Ω − for

√
s

NN = 7.7 GeV) Au+Au collisions
from the STAR Beam Energy Scan (solid symbols). The or-
ange shaded bands represent the systematic errors.The ratios
in central Pb+Pb collisions from NA49 [22, 24] and in central
Au+Au collisions at higher energies (≥ 130 GeV) from STAR
[29, 31, 32, 37] are also shown as open symbols for compar-
ison. The previous STAR Ξ +

/Ξ − and Ω+
/Ω − data points

are slightly shifted to the left and to the right respectively for
clarity.

are the corresponding results from the thermal model
(grand-canonical ensemble) fitting to the yields of parti-
cles including π, K, p, Λ, Ξ, K0

S, and Ω at 39 GeV [7].
We see good agreement between the results from these
two methods at this collision energy. Alternatively, the
µB /T ch and µ S /T ch parameters can be compared with
lattice QCD calculations [77] to further constrain the
strangeness chemical freeze-out temperature Tch in these
collisions.

E. Baryon-to-meson ratios

Figure 27 shows the ratios of Λ, Λ, Ξ− , and Ξ+ mid-
rapidity yields to that of all pions (1.5(π+ + π − )) in
central Au+Au collisions from the STAR Beam Energy
Scan. The existing data from various experiments at dif-
ferent energies are also shown for comparison.The data
are compared to the calculations from hadronic transport
models (UrQMD 1.3 and HSD [83–86]) and a statistical
hadron gas model (SHM [44]). The STAR Beam En-
ergy Scan data are in good agreement with the trend
of the existing experimental data. The hadronic mod-
els (UrQMD 1.3 and HSD) seem to reproduce the Λ/π
data, indicating that the hadronic rescatterings might
play an important role in hyperon production in heavy-
ion collisions in this energy range. On the other hand,
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FIG. 24: Testing result of the thermal model in µ B /T ch and
µS /T ch parameter space with three strange antibaryon-to-
baryon ratios in central Au+Au collisions at

√
s

NN = 7.7–39
GeV. Errors are propagated from the corresponding B/B ra-
tios, whose errors are the quadratic sum of statistical and
systematic errors.

the SHM model predictions agree well with data across
the whole energy range from AGS to top RHIC energies.
SHM is based on a grand canonical ensemble and as-
sumes chemicalequilibrium. The energy dependence of
the parameters Tch and µB in the model were obtained
with a smooth parametrization of the original fitting pa-
rameters to the mid-rapidity particle ratios from heavy
ion experiments at SPS and RHIC. The K+ /π + [7], Λ/π,
and Ξ− /π ratios all show a maximum at

√
s

NN ≈ 8 GeV,
which seems to be consistent with the picture of max-
imum net-baryon density at freeze-out at this collision
energy [87].

F. Nuclear modification factor

Figure 28 presents the nuclear modification factor,
RCP , of K 0

S, Λ + Λ, Ξ − + Ξ + , φ and Ω− +Ω + in Au+Au
collisions at

√
s

NN = 7.7–39 GeV. RCP is defined as the
ratio of particle yield in central collisions to that in pe-
ripheral ones scaled by the average number of inelastic
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TABLE VII: The average number of binary nucleon-nucleon collisions (hN coll i) for various collision centralities in Au+Au colli-
sions at 7.7–39 GeV, determined using the charged particle multiplicity distributions and the Glauber Monte Carlo simulation
[10]. The errors represent systematic uncertainties. The inelastic p + p cross-sections used in the simulations are 30.8, 31.2, 32,
33, and 34 mb for

√
s = 7.7, 11.5, 19.6, 27, and 39 GeV, respectively [64].

√
s

NN (GeV) 0–5% 5–10% 10–20% 20–30% 30–40% 40–60% 60–80%
7.7 774 ± 28 629 ± 20 450 ± 22 283 ± 24 171 ± 23 74 ± 16 19.2 ± 6.3
11.5 784 ± 27 635 ± 20 453 ± 23 284 ± 23 172 ± 22 75 ± 16 19.1 ± 7.8
19.6 800 ± 27 643 ± 20 458 ± 24 285 ± 26 170 ± 23 74 ± 15 18.9 ± 6.9
27 841 ± 28 694 ± 22 497 ± 26 312 ± 28 188 ± 25 82 ± 18 20.0 ± 8.6
39 853 ± 27 687 ± 21 492 ± 26 306 ± 27 183 ± 24 79 ± 17 19.4 ± 7.7
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FIG. 25: Thermal model fitting to ln(B/B) vs ∆S with a
linear function to determine µ B /T ch and µ S /T ch for central
Au+Au collisions at

√
s

NN = 7.7–39 GeV. The Ω +
/Ω − data

points at 11.5 and 27 GeV are slightly shifted to the left for
clarity.

binary collisions N coll , i.e.,

RCP =
[(dN/dp T )/hN coll i] central

[(dN/dp T )/hN coll i] peripheral
. (9)

Here Ncoll is determined from Glauber Monte Carlo sim-
ulations. See Table VII for the N coll values for Au+Au
collisions in the STAR Beam Energy Scan. RCP will
be unity if nucleus-nucleus collisions are just simple su-
perpositions of nucleon-nucleon collisions. Deviation of
these ratios from unity would imply contributions from
nuclear or in-medium effects. For p T ≈ 4 GeV/c, one
can see from Fig. 28 that the K 0

S RCP is below unity at√
s

NN = 39 GeV. This is similar to the observation at top
RHIC energy [88] though the lowest R CP value is larger
here. Then the K 0

S RCP at pT > 2 GeV/c keeps increas-
ing with decreasing collision energies, indicating that the
partonic energy loss effect becomes less important.Even-
tually, the cold nuclear matter effect (Cronin effect) [89]
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S, and Ω at
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NN = 39 GeV [7].

starts to take over at
√

s
NN = 11.5 and 7.7 GeV and en-

hances all the hadron (including K 0
S) yields at interme-

diate pT (up to ≈3.5 GeV/c). Similar to the observation
for identified charged hadrons [12], the energy evolution
of strange hadron RCP reflects the decreasing partonic ef-
fects with decreasing beam energies.In addition, the par-
ticle R CP differences are apparent for

√
s

NN ≥ 19.6 GeV.
However, the differences become smaller at

√
s

NN = 11.5
GeV and eventually vanish at

√
s

NN = 7.7 GeV, which
may also suggest different properties of the system cre-
ated in Au+Au collisions at

√
s

NN = 11.5 and 7.7 GeV,
compared to those in

√
s

NN ≥ 19.6 GeV.

G. Baryon enhancement at intermediate pT

The enhancement of baryon-to-meson ratios at inter-
mediate pT in central A+A collisions compared to pe-
ripheral A+A or p+p collisions at the same energy is in-
terpreted as a consequence of hadron formation through
parton recombination and parton collectivity in central
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(1.5(π+ + π − )) ratios at mid-rapidity in central Au+Au col-
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STAR BES mid-rapidity pion yields are taken from [7]. Er-
rors are the quadratic sum of statistical and systematic errors.
Also shown are existing AGS [14, 15, 17, 18, 78], NA49 [20,
23, 24, 79], PHENIX [38, 80] and STAR [29, 31, 32, 37, 81, 82]
data as open symbols, as well as calculations from hadronic
transport models (UrQMD 1.3 and HSD) [83–86] and a sta-
tistical hadron gas model (SHM) [44] as dashed or solid lines.
The E896, PHENIX, and NA57 8.7 GeV Ξ + /π data points
are slightly shifted to the right for clarity.

collisions [51–58, 90]. Therefore, the baryon-to-meson
ratios are expected to be sensitive to the parton dynam-
ics of the collision system. The multi-strange baryon-
to-meson ratio, Ω/φ, has been described in detail in
Ref. [11]. Figure 29 shows the Λ/K 0

S ratio as a func-
tion of pT in different centralities from Au+Au collisions
at

√
s

NN = 7.7–39 GeV. The Λ is chosen instead of Λ,
because it is a newly produced baryon in the baryon-rich
medium created in lower Beam Energy Scan energies.At√

s
NN ≥ 19.6 GeV, the Λ/K 0

S reaches its maximum value
at pT ≈ 2.5 GeV/c in central collisions, while in periph-
eral collisions, the maximum value is significantly lower.
This shows that there is baryon enhancement at interme-
diate pT for

√
s

NN ≥ 19.6 GeV similar to that observed
at higher energies.For Au+Au collisions at

√
s

NN ≤ 11.5
GeV, the difference between the values of Λ/K 0

S in the
measured pT range in 0–5% and 40–60% is much less
significant. Unfortunately, the maximum Λ/K 0

S value in
each centrality bin cannot be clearly identified due to lim-
ited pT reach and statistics at

√
s

NN ≤ 11.5 GeV, hence
whether baryon-to-meson enhancement still persists at
these energies remains uncertain with the current data.
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S, Λ+Λ, and Ξ − +Ξ + RCP (0–5%)/(40–60%), φ and

Ω− +Ω + RCP (0–10%)/(40–60%), at mid-rapidity (|y| < 0.5)
in Au+Au collisions at

√
s

NN = 7.7–39 GeV. The vertical bars
denote the statistical errors. The box on each data point of
K 0

S, Λ, and Ξ denotes the systematic error. There are only
statistical errors for Ω and φ. For

√
s

NN ≤ 19.6 GeV, the
Λ+Λ R CP excludes the minor contribution from Λ. The gray
and blue bands on the right side of each panel represent the
normalization errors from N coll for RCP (0–5%)/(40–60%) and
RCP (0–10%)/(40–60%) respectively.

V. CONCLUSIONS

In this paper we present STAR measurements of
strange hadrons (K 0

S, Λ, Λ, Ξ− , Ξ+ , Ω− , Ω+ , and φ)
production at mid-rapidity (|y| < 0.5) in Au+Au colli-
sions at

√
s

NN = 7.7, 11.5, 19.6, 27, and 39 GeV, from
data taken in the first phase of the RHIC Beam Energy
Scan Program.

The pT spectra, averaged transverse mass (hmT i−m 0),
and integrated yield (dN/dy) have been extracted with
high precision for all strange hadron species and for all
centralities and collision energies. Generally, the STAR
BES data follow the trend of the previous measurements
from AGS, SPS and RHIC. These measurementsalso
exhibit the following features in strange hadron pro-
duction in this energy range. (1) hm T i − m 0 of an-
tibaryons and baryons significantly deviate from each
other toward lower collision energies, especially for Λ and
Λ. (2) dN/dy of strange baryons (Λ and Ξ − ) show a
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S ratio as a function of pT at mid-rapidity (|y| <
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non-monotonic energy dependence,while the dN/dy of
the corresponding antibaryons and K0

S and φ mesons in-
creases monotonically toward higher energies.

All the antibaryon-to-baryon ratios decrease toward
central collisions due to increased baryon stopping over
the BES energy range. The Λ/Λ ratio tends to increase
significantly with increasing pT in the low pT region (. 2
GeV/c) in central collisions, especially for

√
s

NN ≤ 11.5
GeV. This can be due to either antibaryon absorption or
the increase of stopped baryons without pair production.
The thermal model has been tested with the measured
antibaryon-to-baryon ratios, Λ/Λ, Ξ+

/Ξ − , and Ω+
/Ω − ,

and then two chemical freeze-out parameters, µB /T ch
and µS /T ch , are extracted for central Au+Au collisions
at five BES energies. The strange baryon-to-pion ratios
are found to be consistent with the calculations of the
statistical hadron gas model, and for Λ/π ratio, consis-

tent with hadronic transport models as well.
For intermediate-to-high pT probes, the nuclear modi-

fication factors (R CP ) of various strange hadrons and the
Λ/K 0

S ratio have been presented. The K 0
S RCP shows no

suppression for pT up to 3.5 GeV/c at energies of 7.7 and
11.5 GeV. The particle-type dependence of RCP also be-
comes smaller at

√
s

NN ≤ 11.5 GeV. These observations
show that the partonic energy loss effect becomes less
significant with decreasing collision energy.The cold nu-
clear matter effect, such as the Cronin effect, starts to
take over at

√
s

NN = 11.5 and 7.7 GeV and enhances
the hadron yields at intermediate p T . The Λ/K 0

S ra-
tio data show baryon-to-meson enhancement at interme-
diate p T (≈2.5 GeV/c) in central collisions at energies
above 19.6 GeV. Unfortunately, the precision of current
Λ/K 0

S measurements below 11.5 GeV does not allow us
to unambiguously conclude regarding possible baryon-to-
meson enhancement at these energies. These measure-
ments point to the beam energy region below 19.6 GeV
for further investigation of the deconfinement phase tran-
sition.
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