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The hydrogen evolution reaction (HER) is the cathodic reaction of water electrolysis, which is a cleaner and
more sustainable approach to produce hydrogen gas compared to the conventional steam reforming
method. Electrocatalysts are essential to lower the overpotential of the HER and, thus, the overall energy
cost of water electrolysis. The search for high performance HER catalysts has been facilitated by
coupling experiments with first principles calculation, e.g., density functional theory (DFT). This article will
first review the factors determining the performance of HER electrocatalysts. Then, we will discuss the
power of coupling experiments with DFT in obtaining insights into the fundamentals of the HER,
including explaining experimental results and revealing reaction mechanisms, and facilitating the
development of new HER electrocatalysts. The last section of this review focuses on the limitations and
progress of coupling experiments with DFT from three perspectives: experimental measurements,
characterization and DFT simulation. Finally, we share some opinions about how to better couple
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1. Introduction

Hydrogen gas is one of the most important chemicals, which
has been widely used for petroleum refining,»” ammonia
production,>* fuel cells,>® etc. The demand for hydrogen
increases exponentially with the increasing global population.
To date, steam reforming of natural gas is still the most
commonly used industrial method to produce hydrogen gas.”
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However, the process not only uses non-renewable energy
sources but also produces a large amount of carbon dioxide.
Water electrolysis is an alternative and more sustainable
approach to produce hydrogen gas. If water electrolysis is
powered by renewable energy sources such as solar energy, wind
energy, etc., then the carbon footprint for hydrogen generation
can be further reduced. The hydrogen evolution reaction (HER)
is the cathodic reaction of water electrolysis. A highly efficient
HER electrocatalyst is essential to decrease the overpotential of
the HER and, thus, the overall energy cost of water electrolysis.
Platinum (Pt) is known to be the most efficient electrocatalyst
for the HER.® However, the scarcity and high cost of Pt limit its
large scale applications. Replacing platinum with earth-
abundant, inexpensive and highly efficient electrocatalysts has
been an outstanding challenge in the field. Fortunately, the
search for such electrocatalysts can be facilitated by coupling
experiments with first principles calculations, e.g. density
functional theory (DFT).°

DFT has become a popular method to investigate the prop-
erties of molecular and solid-state materials because of the
following reasons: (1) it is able to deal with many-body prob-
lems with a relatively economical computational cost compared
to other high-cost theories such as random-phase approxima-
tion, Moller-Plesset perturbation theory, the coupled-cluster
singles and doubles method, quantum Monte Carlo calcula-
tion, etc. (2) Its accuracy has been improved significantly in the
past several decades by using better functionals to a level that is
sufficient to explain or predict the properties of interested
materials."*** (3) As shown in Fig. 1, the computational capa-
bility worldwide in the past 30 years has an exponential
increase, which makes it possible to use DFT to calculate larger
and more complicated systems.'®™*®

In this review, we will focus on the accomplishments and
challenges of the coupling between experiments and DFT. We
will start with the discussion on important factors for deter-
mining the performance of HER electrocatalysts. The first factor
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is the thermodynamic adsorption of intermediate H. There are
many pathways to manipulate this factor, strategies of hetero-
atom doping, vacancy engineering and strain engineering are
discussed in the review.?*2> The kinetics of H,O dissociation are
the second factor, and strategies of orbital engineering and
heterogeneous interface construction are discussed.”*** The
third one is the thermodynamic adsorption of OH ™, which plays
an important role in refreshing the active sites and tuning the
energy barrier of H,O dissociation.”® Conductivity of the elec-
trode and the charge transfer between the electrode and elec-
trolyte are two other factors, and they are often coupled with
each other and it's usually difficult to distinguish their indi-
vidual contribution.”®*” The former consists of three parts: the
conductivity of the substrate and catalyst, as well as the electric
contact between them, while the latter is governed by a lot of
factors such as the potential, surface area, conductivity of the
electrode/electrolyte, etc. Besides, the bubble effect cannot be
neglected and it becomes significant at a large current. Two
methods for facilitating the detachment of bubbles, creating
nanostructures and making the electrode surface super-
aerophobic, are discussed in this review.”®*® Last but not least,
we review the stability of electrocatalysts, where different
degradation mechanisms are discussed.*>*" Suggestions on how
to improve the stability of electrocatalysts are also provided.
The second section focuses on the accomplishments of
coupling experiments with DFT, which are summarized from
two perspectives. First, it helps to gain insights into the
fundamentals of the HER, including explaining anomalous
experimental phenomena such as the pH dependence of H
binding energy on a metal surface®® and predicting reaction
mechanisms of the HER on different surfaces,**** which are
still hard to study experimentally. Second, it facilitates the
development of new HER electrocatalysts such as transition
metal dichalcogenides (TMDs), carbon-based materials, single-
atom catalysts (SACs) and MXenes.***° For instance, the study of
MosS, is the earliest demonstration of how DFT helps the search
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Fig. 1 Computational capability development and computation time scale with the number of atoms per cell. (a) The y-axis (flop per s) in (a)
indicates floating point operations per second, which is a metric to evaluate the computer performance.*® “#001" means the fastest super-
computer in the world, "#500" means the 500th fastest supercomputer in the world and "Sum” means the summation computational capability
of the top 500 supercomputers. (b) Wall-clock time (in seconds) of a SCF cycle run in parallel over 1024 processors for MCM-41 supercells of
increasing size with the hybrid B3LYP functional. The time required by the main computational tasks in each SCF cycle is also separately reported.
(a) Reproduced from ref. 16, copyright 2019, with permission from TOP 500 website; (b) reprinted from ref. 18, copyright 2017, with permission

from American Chemical Society.

for promising HER electrocatalysts by using the Gibbs free
energy of hydrogen adsorption as the descriptor.*® Since then,
a series of other TMDs were also found to have similar attractive
Gibbs free energy of hydrogen adsorption values to MoS,, which
expanded the scope from one material to one class of materials.
Although pristine MoS, shows a decent HER activity, it is still
not comparable to that of Pt. The reasons include the poor
conductivity, low density of active edge sites and low activity of
largely exposed basal planes of 2H phase MoS,. The corre-
sponding strategies of utilizing 1T metallic phase MoS,, maxi-
mizing the number of edge sites and activating the inert basal
planes of 2H phase MoS, were developed to further boost the
activity of MoS,, trying to make it comparable to that of Pt.****
DFT also contributed to the development of carbon-based HER
catalysts. Carbon-based materials are attractive because of their
low cost, high abundance, and high corrosion resistance.
However, a pristine carbon-based material is known to be inert
for catalyzing the HER. Different approaches have been
employed to engineer carbon-based materials' electronic
structures and increase their activities. Among them, doping
was found to be one of the most effective methods.?” Although
many heteroatoms (e.g., B, N, O, P, and S) have been demon-
strated to be useful in boosting the HER activity of carbon, it is
still challenging to understand the possible synergistic effect
between dopants. DFT calculation can serve as an efficient tool
to gain more insights into the interaction between different
dopants. SACs are another emerging class of materials for
catalyzing the HER. Different from metal bulk or nano-
structures, where metal atoms stack with each other and form
crystal structures, single metal atoms in SACs are distributed
and confined in the substrate such as carbon-based materials or
transition metal oxides. People are interested in SACs because
they can achieve the 100% utilization of metallic atoms and
minimize metal loading, which is important for practical

This journal is © The Royal Society of Chemistry 2020

application, especially for noble metal-based catalysts. For
SACs, a challenge is to find suitable dopants for a specific
substrate. DFT can help to simplify and accelerate this search
process. Instead of testing different dopants experimentally,
DFT screening is a more efficient and cheaper method to search
for the correct dopants for a specific substrate.** MXenes, a new
class of two-dimensional materials, were also reported to show
promising HER performance recently.** DFT calculation was
used to systematically study a series of MXenes and it was found
that they are all conductive under standard conditions and can
possess a favorable H adsorption activity when the surface is
terminated with suitable groups.* These computational studies
motivated and guided more experimental efforts on MXenes.
There are also a number of unaddressed issues and chal-
lenges for coupling experiments with DFT. We discuss these
challenges from three perspectives: experimental measure-
ments, characterization and DFT simulation. In the subsection
of experimental measurements, the significance of scan rates,
reactant diffusion, bubble management, and intrinsic activity
comparison is highlighted. The determination of an accurate
ECSA is important for comparing the intrinsic activity of
different catalysts. Different methods for measuring the ECSA
are summarized and compared.*” Characterization provides
critical structural information to build models for DFT calcu-
lation. The characterization subsection presents the recent
advancement of in situ/operando techniques and discusses
some new discoveries made by using these techniques. For
example, Deng et al. employed operando Raman spectroscopy
to study amorphous MoS, for the HER and proved that S sites
are the active HER sites.*® From the perspective of DFT simu-
lation, there are two major challenges. One is the fundamental
limitation of the DFT methodology, while the other is the
simulation of the interface between the electrolyte and electri-
fied electrode. Although DFT achieves a good balance between
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computation costs and accuracy, this method has issues of
inaccurate electron correlation, zero temperature calculation,
entropy approximation, etc. The issue of inaccurate electron
correlation is more obvious when it comes to strongly correlated
systems such as many transition metal oxides.*” For the simu-
lation of the interface between the electrolyte and electrified
electrode, we discuss the discrepancy between the current
computation environment and the real working environment,
including (1) potential, (2) solvent, (3) solute and (4) pH. The
widely used constant charge scheme cannot correctly simulate
the effect of potential on the reaction pathway since potential
only affects the energy of electrochemical steps in this scheme.*®
In contrast, the constant potential scheme is able to capture the
effect of potential on non-electrochemical steps correctly. For
example, Ping et al. employed the constant potential scheme to
study the reaction mechanism of the oxygen evolution reaction
(OER) on IrO, and showed that the non-electrochemical steps
under constant charge conditions can be strongly electro-
chemically dependent under realistic constant potential
conditions.* There are two general approaches to include the
effect of solvent, explicit solvent models and implicit solvent
models. Although explicit solvent models give more insights
into the interaction between solvents and solutes,**** they are
computationally more expensive. Implicit solvent models, on
the other hand, replace explicit solvent molecules with polar-
izable dielectric media and are relatively computationally more
economical and can provide an average description of the
overall solvent behavior. There are some new implicit solvent
models developed recently such as the charge-asymmetric
nonlocally determined local-electric (CANDLE) solvent model,
which enables an explicit treatment of charge asymmetric
solvents.>® The effect of solutes also has to be taken into
account, and it has been demonstrated by Pham et al. that it can
be quantitatively described by using first principles molecular
dynamics (MD) calculations and electronic structure calcula-
tions with dielectric dependent hybrid functionals.** The pH
effect is complicated; however, it is important to be included in
the computation environment. One easy approach to simulate
the pH effect is to convert the pH effect to the potential effect by
using the Nernst equation, but it cannot fully describe the pH
effect.>” The pH effect can also be depicted by correlating the pH
to the chemical potential of isolated ions. Ambrosio et al
employed this method to study the pH dependence on the
BivO, (010) surface and found that protons, H,O molecules,
and hydroxyl groups are the dominant groups in strongly acidic
media, media with pH ranging from 2 to 8 and pH larger than
8.2, respectively.® In the last section, we also proposed some
strategies to improve the coupling between experiments and
DFT calculations.

2. The key factors for determining the
performance of HER electrocatalysts

A number of important factors (Fig. 2) that determine the
performance of HER electrocatalysts are discussed in this
section. The discussion of each factor starts with a general
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Fig. 2 Important factors that determine the performance of HER
electrocatalysts.

background, followed by representative examples to illustrate
how this factor affects the performance of HER electrocatalysts.
Improving the overpotential of HER electrocatalysts is one of
the most important goals in the community. Unfortunately,
there is no simple answer for the question of how to improve the
HER overpotential down to the level of Pt. Different materials
have different intrinsic catalytic activities for each step in the
HER, so a distinct approach is needed for each catalyst. Despite
the complexity of the question, there are some general
approaches to improve the activity of HER electrocatalysts such
as improving the conductivity, increasing the number of active
sites and enhancing the intrinsic activity of each active site. For
example, MoS, is a representative HER material.®® Its activity is
known to be hindered by the poor conductivity. Therefore,
using 1T metallic phase MoS, can increase its activity.*® Jar-
amillo et al. found that the edges of 2H semiconducting phase
MosS, are active sites,*” so the structural engineering approach
has been employed to maximize the number of exposed edge
sites.”**” In addition, vacancy and strain engineering have also
been employed to activate the inert 2H MoS, basal plane.** The
orbital engineering approach has been used to improve the
activity of MoS, in alkaline medium.*® For other materials, for
example, pristine carbon-based materials are known to be inert
for catalyzing the HER. Strategies such as heteroatom doping
have been used to boost its activity. 3-Dimensional graphene
structures achieved a current density of 10 mA cm ™ at a small
overpotential of 107 mV.* Transition metal oxides such as NiO
are known to be good materials for H,O adsorption and disso-
ciation but lack active H adsorption sites. By creating more
favorable H adsorption sites on the surface via doping, its
activity has been significantly improved to close to the level of
Pt, with an ultrasmall overpotential of 27 eV at a current density
of 10 mA cm ™~ 2.% These examples suggest that specific strategies
are required to tackle specific limitations in different HER
materials. A general approach is to first understand the catalytic
mechanism of the HER catalyst, identify the questions needed
to be addressed, and then develop the right strategies through
the combination of computational and experimental efforts.

This journal is © The Royal Society of Chemistry 2020
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2.1. Thermodynamic adsorption of intermediate H

The HER consists of two steps.®* The first step is called the
Volmer step, in which intermediate H is generated. For the
second step, there are two possible mechanistic pathways:
Heyrovsky step and Tafel step. In the Heyrovsky step, interme-
diate H reacts with another proton or H,O molecule to generate
an H, molecule. Alternatively, two intermediate H combine to
form a H, molecule in the Tafel step.®>*® Depending on the
reaction media, the reaction mechanism would be different. In
acidic media, the reactions are:

Volmer step: * + H" + ¢~ — *H (1)
Heyrovsky step: *H + H" + e~ — *H, (2)
Tafel step: *H + *H — *H, (3)

Among which, * is the active site on the surface. In alkaline
media, an additional H,O dissociation step is required to
generate intermediate H;* then the reactions are:

Volmer step: * + H,O + ¢~ — *H + OH™ (4)
Heyrovsky step: *H + H,O + ¢~ — *H, + OH™ (5)
Tafel step: *H + *H — *H, (6)

Previous studies showed that the activity of HER electro-
catalysts is closely related to the thermodynamic adsorption of
intermediate H on the surface of electrocatalysts, whose
strength can be evaluated by the Gibbs free energy of H
adsorption (AG},).*® The widely accepted equation for calcu-
lating the AG;; is:*%*°

AGy, = AEj, — TAS + AZPE + AEpation )

where AEj, is the enthalpy difference between the surface with
and without hydrogen, TAS is the entropy contribution, and AZPE
is the change of zero-point energy while AEgqation 1S the change of
the solvation energy contribution. There are different methods to
calculate solvation energy. Each method has its own pros and cons,
which will be discussed in section 4.3.2.2. If AGj; is much smaller
than 0, it means that the adsorption of H on the surface is too
strong, which makes it is hard for H to desorb from the surface and
would lead to a high energy barrier for the Heyrovsky/Tafel step. On
the other hand, a very positive AG;; would cause a high energy
barrier for the Volmer step. A value of AG;; close to 0 represents the
optimal thermodynamic adsorption for hydrogen. This relation-
ship proposed by Nerskov et al. is called the “Volcano plot”.* The y-
axis of the “Volcano plot” represents the exchange current density
(jo), an experimental parameter to evaluate the intrinsic activity of
the electrocatalyst. The larger the j,, the higher the intrinsic activity.
While tuning the value of AG}; has been proved to be an effective
approach to enhance the activity of some HER catalysts, it is
necessary to point out that a AGj; close to 0 does not guarantee
a high HER activity, which depends on other parameters as well.>®
Some commonly used approaches for tuning the value of AG;; of
HER electrocatalysts are discussed in the following part.

This journal is © The Royal Society of Chemistry 2020
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2.1.1. Heteroatom doping. Doping is one of the most
widely used approaches to tune the physical and chemical
properties of pristine materials and found to be effective in
manipulating AG}; via redistributing charge, creating dangling
bonds, changing the coordination numbers, etc.>***® For exam-
ples, NiCo,S, is an active HER electrocatalyst because of its high
conductivity and the presence of hybrid d orbitals between Ni
and Co.”® However, its activity was hindered by the strong
interaction between H and S sites, which slows down the
kinetics of H desorption from these sites.®”*® Wu et al
successfully modulated the electron density of NiCo,S, and
facilitated the desorption of H from those S sites via the
incorporation of N dopants.*® Due to the strong electronega-
tivity of N, the electron density of S decreases after N doping,
which makes the desorption of H from these S sites easier. The
concept of N doping was also tested for other metal sulfides,
including FeS,, NiS, and CoS,. All of them showed an obvious
performance improvement, suggesting that it is a general
approach to tune the electron density of S sites in metal
sulfides. Ni;S, is also a promising HER electrocatalyst because
of its metallic properties that can facilitate interfacial charge
transfer. However, the adsorption of H on S sites is also not
favorable and limits the performance of NisS,. Recently, Kou
et al. demonstrated that the incorporation of N into Ni;S, can
address this issue.®® DFT calculation found that the coordina-
tion number of S decreased after N doping and more dangling
bonds were exposed, which facilitated the adsorption of H. In
addition, the incorporated N dopants can serve as new active H
adsorption sites, depending on the coordination number of N.
If the coordination number of N is low (e.g., 3), then too many
exposed dangling bonds coupled with the strong electronega-
tivity of N make the adsorption of H on N sites too strong. In
contrast, if the coordination number of N is high (e.g:, 5), the
fewer dangling bonds combined with the strong electronega-
tivity of N create a favorable AG;; on N sites. The role of N is to
tune the coordination number of S and serve as a potential
active H adsorption site. NiO is another well studied HER
electrocatalyst since it is favorable for the adsorption and
dissociation of H,O molecules. However, the overall perfor-
mance of pristine NiO is limited by its unfavorable H adsorption
activity. Kou et al. tackled this issue by doping carbon into NiO
to switch the H adsorption activity of NiO.* The carbon doped
NiO achieved an ultralow overpotential of 27 mV at a current
density of 10 mA em 2. DFT calculation found that the carbon
dopant distorted the local structure of NiO and decreased the
coordination number of outermost layer Ni sites from 3 to 2,
which enriched the electron density on these Ni sites as evi-
denced by the consistent agreement between the projected
density of states (PDOS), electron density mapping and atomic
charge difference (AQ) analysis, as shown in Fig. 3. The analysis
further revealed that the shift of AGy; is associated with two
factors, the number of Ni sites that H bind to and the AQ of Ni.
If the structure has similar AQ, then the more Ni sites that H
bind to give a AGy; closer to 0, which is due to the stronger
interaction between H and multi-fold Ni. On the other hand, if
H binds to the same number of Ni sites, then a larger AQ gives
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a AGy; closer to 0, because the higher electron density of Ni
makes it easier for H to bind with it. It is anticipated that other
n-type dopants such as Si, N and P with a smaller atomic size
than Ni could have a similar effect to the carbon dopant in
tuning the electron density of Ni sites and H adsorption activity
on them.

2.1.2. Vacancy engineering. The thermodynamic adsorp-
tion of H strongly depends on the coordination number of
active sites. The existence of vacancies on the catalyst surface
can create under-coordinated sites, which have more dangling
bonds and usually show higher activity than the regular fully
coordinated sites.** Therefore, vacancy engineering is another
effective approach to adjust the thermodynamic adsorption of
H. For example, in an early study, Raybaud et al. reported that
the basal plane of 2H phase MoS, is inactive toward the
adsorption of H.”” How to activate the basal plane of 2H phase
MosS; has been a challenging and interesting topic in the field.
Li et al. successfully demonstrated how to activate the basal
plane of 2H phase MoS, through the synergistic effect of strain
and S vacancies.** The capillary force was first introduced to
strain the lattice of MoS,, followed by Ar plasma etching to
create S vacancies on the surface. The level of strain and the
concentration of S vacancies were controlled by adjusting the
topography of the gold nanocones and the Ar plasma etching
time. DFT calculation showed that the introduction of S
vacancies on the surface brings about more gap states near the
Fermi level, allowing H to adsorb on the exposed Mo sites easily.
On the other hand, the applied tensile strain shifted both the
valence band maximum (VBM) and conduction band minimum
(CBM) closer to the Fermi level, resulting in a narrower bandgap
and more gap states, which also facilitated the adsorption of H.
The strain and vacancy engineered basal plane of 2H-MoS,
showed an even higher activity than the edge-site only MoS,.
Tungsten trioxide (WO3) is another attractive material for the
HER because of its high abundance and excellent electro-
chemical stability for the HER. However, its activity is hampered
by its poor conductivity and unfavorable H adsorption activity.
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In order to solve these issues, Zheng et al. introduced oxygen
vacancies into the structure of WOj; by the liquid exfoliation
method.” The concentration of oxygen vacancies was controlled
by the annealing time in air. The authors demonstrated that the
enriched oxygen vacancies in the structure introduced more gap
states, which simultaneously improves the conductivity and the
H adsorption activity of WO;_,.

2.1.3. Strain engineering. Strain engineering is another
commonly used method to manipulate the H adsorption
activity of catalysts via tuning the DOS of active sites near the
Fermi level.>»”>7® For example, Voiry et al. systematically studied
the role of strain in tuning the AGj; of WS,.”* By chemically
exfoliating lithium intercalated WS, powder, strain was intro-
duced into the exfoliated monolayer WS, nanosheet (NS) and
observed by using a high-angle annular dark-field (HAADF)
aberration-corrected scanning transmission electron micro-
scope (STEM). The authors performed DFT calculation and
found that by gradually increasing strain from 0 to 4% on
metallic 1T phase WS,, the DOS near the Fermi level increased
accordingly. As a result, the value of AG}; shifted from 0.28 €V to
—0.15 eV. Interestingly, the HER activity was not improved
when the strain was applied on semiconducting 2H phase WS,.
They also found that only tensile strain can tune AGy, effectively
while compressive strain did not. The combination of experi-
ments and DFT proved that the tensile strain must couple with
a 1T metallic phase to facilitate the adsorption of H on WS,.

d Band theory can be used to well explain how strain tunes
the value of AGy; for metal systems.””” The principle of d band
theory is that the adsorption strength of adsorbates on a surface
strongly depends on its surface electronic structure. For
example, when oxygen-containing species are adsorbed on
a metal, the p orbitals of oxygen interact with the d orbitals of
the metal to generate bonding orbitals and antibonding
orbitals. The formation of bonding orbitals is similar for all
metal surfaces. However, the filling of antibonding orbitals is
strongly affected by the d band level of the metal surface. A
deeper d-band center would lead to an increased filling of
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antibonding orbitals and weaken the bonding of adsorbates.
The d band center could be manipulated by the introduction of
strain. Yan et al. systematically studied the effect of strain on
different metals (e.g:, Ni, Cu, and Pt) towards the HER.” Since
these metals lie in different positions in the “Volcano plot”, they
have different responses to the strain. For example, the positions
of Ni and Pt on the left side of the volcano plot indicate a very
strong H adsorption. The application of compressive strain shifts
the d band center down. A deeper d band means a larger overlap
with the orbitals of H and more antibonding orbitals are filled,
which destabilizes the adsorption of H and makes AGy; closer to 0.
In contrast, the H adsorption on Cu is weak, so tensile strain
should be applied to upshift the d band center and consequently
stabilize the adsorption of H. Their experimental results are
consistent with the DFT calculation results and the d band theory,
demonstrating that strain engineering can serve as an effective
approach to tune the activity of H adsorption.”>”*”*® Li et al
demonstrated a good example of how to combine strain engi-
neering with other strategies to steer the adsorption/desorption of
intermediates.?* Ag has been considered to be an inactive HER
electrocatalyst for decades. One of the reasons is the weak
adsorption of H on the surface of Ag. Li et al. successfully tackled
this issue through the laser ablation in liquid method to introduce
a high density of stacking faults, which created a low coordination
number environment and high tensile strain in the structure. DFT
calculation found that the coupling of a low coordination number
and tensile strain together successfully manipulated the adsorp-
tion activity of H on the surface of Ag. The AGy, of the Ag (111)
surface shifted from ~0.6 eV to the optimal thermodynamic value
of 0 on a strained Ag surface (Fig. 4c and d). Wang et al. also used
strain engineering to tune the activity of two-dimensional
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transition metals for the HER.** Interestingly, they didn't use any
heterogeneous substrate to generate strain; instead, intrinsic
strain was introduced and fine-tuned by controlling the thickness
of two-dimensional transition metal nanosheets since the cleavage
of bulk metal atoms often leads to charge redistribution and
attractive interactions between surface atoms. The DFT calculation
revealed that the attractive interaction between surface atoms
introduces surface tensile strain, and the level of strain is inversely
proportional to the thickness of nanosheets. Likewise, the HER
activity of Pd nanosheets was also experimentally found to be
strongly correlated with the thickness of Pd nanosheets, again
proving the success of strain engineering in tuning the HER
performance of metals.

2.2. Kinetics of H,O dissociation

It's well known that the activity of Pt in alkaline medium is two
to three orders lower than that in acidic media.*® There are
different explanations.*>**° Although some of them are still
controversial, one of the most widely accepted explanations
attributes this phenomenon to the pH dependence of the energy
barrier for the dissociation of H,O molecules in alkaline
medium.* Therefore, it is important to consider this factor in
evaluating or designing new HER electrocatalysts. According to
the Arrhenius equation, the energy barrier can be determined
by plotting the reaction rate as a function of temperature.®* It's
highly recommended to use the stable current extracted from
current-time measurements with a dwell time of at least 5
minutes and then use the following equation to convert current
density (j) to reaction rates (R):*

logif(n) = logio(nFNA "' R(n)) (8)

~0 0 o@o@-C5®

1
2 RC2 TS2 _ IM2

Reaction coordinate

Fig.4 The structural analysis and the reaction pathway of MoS, and carbon-doped MoS,. (a) and (b) the top-view and side-view of the sp? hybrid
orbitals (highlighted by the dashed red circle) of (a) MoS, and (b) carbon-doped MoS,. (c) and (d) The top-view and side-view electrostatic
potential of adsorbed H,O on the surface of (c) carbon-doped MoS, and (d) MoS,. (e) The reaction pathway of the HER on the surface of MoS,
and carbon-doped MoS,. Reprinted from ref. 23, copyright 2019, with permission from Springer.
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It is noteworthy that the energy barrier extracted from this
method includes not only the combined energy barriers of the
elementary steps (Volmer step and Heyrovsky/Tafel step) of the
HER but also the barriers originated from the mass diffusion of
bubbles and reactants. As a result, sometimes it's hard to
compare the experimental data with the calculated data, which
does not consider the factor of mass transfer. There are two
general methods to calculate the energy barrier of H,O disso-
ciation, ab initio molecular dynamics (MD) free energy sampling
and static configuration. For the former, one can evaluate the
forces using quantum mechanics (e.g., DFT) and move atoms
based on classical Newton's equation (often termed ab initio
MD). To get the reaction barriers, one needs to use enhanced
sampling methods such as meta-dynamics and constrained MD
at finite temperature for the catalyst systems with explicit liquid
water. Such methods are expensive and have been applied only
to limited systems.”>** The latter is a cheaper and more
commonly used method, but it requires careful examination of
water interaction with the catalyst surface. In this review, we
mainly focus on static configuration calculation, and the two
most commonly used DFT calculation methods will be reviewed
here. The first one is the Nudged Elastic Band (NEB) method,
which aims to determine the saddle point and find the
minimum reaction pathway between the known reactants and
products.””” A series of intermediates along the reaction
pathway will be generated through the linear combination of
the initial structure and final structure, and every image would
be optimized to find the lowest possible energy, which is con-
strained by a spring force between different images and pro-
jecting out the component of the force. Different from the NEB
method, which is an interpolation method to find the reaction
pathway and transition state, the DIMER method, a local
saddle-point search algorithm method via computing either
exact or approximate Hessians, can also be used to search for
the transition state. DIMER calculation starts from a minimum
basin and searches in random directions until it finds the SP.
This method is aimed to deal with systems with a complicated
reaction pathway in high dimensional configuration space. Due
to the slow convergence of NEB calculation, the DIMER method
can be coupled with the NEB method to speed up the calcula-
tion and help find the saddle point accurately.**

Given the important role of the H,O dissociation step for the
HER, several approaches have been reported to improve the
kinetics of H,O dissociation. Two commonly used approaches
are discussed in the following part.

2.2.1. Orbital engineering. The dissociation of H,O mole-
cules on the surface of HER electrocatalysts largely depends on
the orbital orientation of active sites. An unfavorable orbital
orientation could slow down the kinetics of H,O dissociation.?
For example, MoS, typically shows a decent HER performance
in an acidic medium because of the favorable adsorption of
protons.*® However, its performance is much lower in an alka-
line medium because its orbital orientation is not favorable for
the adsorption and dissociation of H,O molecules.®® Recently
Zang et al. have successfully solved this problem by doping
MoS, with carbon.”® The carbon doped MoS, achieved a current
density of 10 mA ecm™ > with an overpotential of only 45 mV,
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which is the best performance among all ever reported MoS,
based materials in alkaline medium. Their DFT calculation
found that the carbon dopant formed an sp” hybridization
structure in MoS, and created an empty 2p orbital. The vertical
characteristic of the empty 2p orbital facilitates the adsorption
and dissociation of H,O molecules (Fig. 4). Their DFT calcula-
tion and experimental results consistently proved the role of
carbon in manipulating the orbital orientation to facilitate H,O
dissociation. It is anticipated that the lower HER activity of Pt in
alkaline medium is also due to the slow kinetics of H,O disso-
ciation, as a result of the unfavorable orbital orientation. Xie
et al. demonstrated how to tune the orbital orientation of Pt-Ni
nanowires via N doping, which specifically bonded with Ni sites
and provided an empty d, orbital.®® The surface electrostatic
potential mapping analysis revealed the importance of empty
d,> orbitals for the adsorption and dissociation of H,O mole-
cules. The N doping method was also employed to tackle the
unfavorable orbital orientation in Pt-Co and Pt-Cu structures.
All these N doped Pt-based alloys showed enhanced HER
performance. These previous studies prove that orbital engi-
neering is an effective approach to facilitate the dissociation of
H,O0 molecules in an alkaline medium.

2.2.2. Constructing a heterogeneous interface. Metal
oxides/hydroxides are highly favorable for H,O dissociation.’”**
An effective strategy to promote the kinetics of H,O dissociation
is to integrate them with metal-based HER electrocatalysts. For
example, Subbaraman et al. deposited nanoscale Ni(OH), clus-
ters on the Pt surface and observed activity enhancement by
a factor of 8 for the HER in alkaline medium, compared to the
control sample without metal hydroxide clusters.** They
attributed the enhancement to the synergistic effect between
Ni(OH), and Pt, and the proposed schematic is depicted in
Fig. 5a. The H,O was dissociated on the edges of Ni(OH),
clusters first, and then the generated H migrated to nearby Pt
and recombined with each other to form an H, molecule. By
introducing Li* ions into the compact portion of the double
layered hydroxide, the noncovalent interaction (van der Waals
interaction) between hydrated cations (AC') and adsorbed OH ™
leads to the formation of OH,4-AC'(H,0), complexes, which
can induce the destabilization of the H-OH bond and further
improve the activity (Fig. 5c). This is one of the pioneering
studies on utilizing water dissociation promoters such as
Ni(OH),, to accelerate the kinetics of H,O dissociation and,
thus, enhance the HER activity. Although the authors didn't
include theoretical calculation in this work, the proposed
mechanism was widely accepted by the scientific community
and verified by other groups later.”*** This strategy was also
extended to other catalytic systems. Niu et al. reported a NizN/
MoO, heterogeneous structure, in which the two materials
worked synergistically.>® DFT calculation revealed that the
unoccupied orbital center of MoO, is low, which facilitated the
H,O0 dissociation, while Niz;N possesses a favorable H adsorp-
tion activity, with a AG}; of —0.08 eV. Therefore, the MoO,/NiN;
heterostructure required only an ultra-small overpotential of
21 mV to achieve a current density of 10 mA ecm ™2, which is one
of the best HER performances. A similar synergistic effect was
reported for other systems. Dinh et al. also reported a metal/
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metal oxide heterogeneous HER electrocatalyst, which showed
strong adsorption toward intermediate H and OH™, respec-
tively, and led to the destabilization of H,O molecules.'® The
authors tested a series combination of metals and metal oxides
and finally identified Ni and CrO, as the suitable metal and
metal oxide. Ni and CrO, were co-deposited on a Cu substrate
(denoted as CrO,/Ni-Cu), which achieved an overpotential of
48 mV at a current density of 10 mA cm ™2, one of the best re-
ported HER performances in neutral medium. To verify the
destabilization effect induced by the co-existence of Ni and
CrO,, the authors calculated the energy barrier of H,O dissoci-
ation on different surfaces (Cu, Cu-Ni, CrO,/Cu and CrO,/Ni-
Cu) and found that the energy barrier on CrO,/Ni-Cu has the
smallest value of 0.64 eV.

2.3. Thermodynamic adsorption of OH

According to the Brensted-Evans-Polanyi (BEP) relationship,
the energy barrier of a chemical reaction depends on the
enthalpy difference between the initial state and the final
state.’®% When the energy of the final state is lower than that
of the initial state, the energy barrier is typically lower. This rule

(a)
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also applies to the process of H,O dissociation. Since the energy
barrier of H,O dissociation relies on the final state energy, it
would be affected by the adsorption of intermediate H and
OH . The thermodynamics of the adsorption of intermediate H
on the catalyst surface has been extensively studied and
a consensus has been reached in the community that an
optimal value of AG}; should be close to 0. Yet, the role of OH ™
adsorption has been rarely studied, although it can also
significantly affect the HER activity. If the adsorption of OH™ on
the surface is too strong, while the energy barrier of H,O
dissociation would be lower it could take too much energy to
remove the adsorbed OH™ from the surface, which poisons the
active sites and slows down the kinetics of the HER. In contrast,
if the adsorption is too weak, then the energy barrier of H,O
dissociation would be high and the kinetics of H,O dissociation
would limit the HER performance.>® Therefore, the adsorption
of OH™ should also be optimized. Subbaraman et al. investi-
gated the HER activity on 3d M(Ni, Co, Fe, and Mn) hydro(oxy)
oxide surfaces and found that it decreases with the strength of
the M-OH bond (Ni, Co, Fe, and Mn).** This relationship is
independent of the source of OH ™, no matter whether the OH™
is from the electrolyte or the product of H,O dissociation. Their
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Fig.5 Coupling of Ni(OH), with Pt for an efficient HER in alkaline medium. (a) The schematic diagram of the working mechanism of the Ni(OH),/
Pt heterostructure; (b) the STEM image and cyclic voltammetry (CV) curve of the Ni(OH),/Pt-islands/Pt(111) surface; (c) the HER activity
comparison of a series of Pt surfaces modified with different surface structures. Reprinted from ref. 24, copyright 2011, with permission from the

American Association for the Advancement of Science.
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work provided a possible strategy to tune the adsorption of OH™
by changing the bond strength of M-OH. The authors also
investigated the effect of optimizing the adsorption of OH™ on
the surface for the hydrogen oxidation reaction (HOR). By
introducing more defects on the surface of Ir, the adsorption of
OH™ on the surface was facilitated and consequently, the HOR
activity was boosted.* They also found that the PtRu alloy has
a higher activity than Pt because of the existence of Ru that
facilitates the adsorption of OH . The findings on the OH™
adsorption in the HOR provide important insights into the
HER.

2.4. Conductivity

The electrode conductivity of the electrode is determined by
three factors: (1) the conductivity of the catalyst, (2) the
conductivity of the substrate (or the current collector), and (3)
the electric contact between the catalyst and substrate. The
improvement of any of these three factors could improve the
electrode conductivity and, thus, enhance HER activity. A
representative example is MoS,, which has two common pha-
ses, semiconducting 2H phase and metallic 1T phase.*
Lukowski et al. reported an exfoliation method to prepare 1T
phase MoS,, which achieved a current density of 10 mA cm™>
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with an overpotential of 187 mV.* This value is much better
than that of 2H phase MoS, (Fig. 6a). The enhanced perfor-
mance was attributed to the better conductivity of the electro-
catalyst. Alternatively, if the active catalyst material is less
conductive, it is typically deposited on a current collector. There
are numerous reports on how to grow catalysts on conducting
substrates such as graphene,'* carbon nanotubes,*” Ni foam,'*®
etc. For example, Li et al. grew MoS, on reduced graphene oxide
(RGO) and achieved a small Tafel slope of 41 mV dec™*, which is
much smaller than that of MoS, nanoparticles without the
substrate (Fig. 6b)." Nevertheless, these three factors are often
coupled with each other and it's hard to distinguish the
contribution of each factor to the electrode conductivity. For
example, the improvement of the conductivity of the catalyst or
substrate would also reduce the contact resistance between
them. Voiry et al. studied the effect of contact resistance (R.)
between the substrate and MoS, for HER activity.'” By carefully
controlling the treatment of 2H phase MoS, with n-butyl-
lithium, 2H phase MoS, was converted to 1T phase MoS, to
different extents and consequently, the R. was reduced. As
aresult, the efficiency of electron injection from the electrode to
the catalyst was improved. The phase engineered MoS, achieved
an onset potential of ~—0.1 V and a Tafel step of ~50 mV dec,
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Fig. 6 The effect of conductivity on the activity of MoS, for the HER. (a) Phase engineering of MoS, from a 2H phase to a 1T phase to improve its
conductivity; (b) coupling MoS, with graphene to improve the conductivity of the substrate and electric contact. (a) Reprinted from ref. 40,
copyright 2013, with permission from American Chemistry Society; (b) reprinted from ref. 106, copyright 2011, with permission from American

Chemistry Society.
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comparable to those of 1T phase MoS,. The authors claimed
that the basal plane of 2H MoS, with S vacancies is active toward
the HER, but it is rendered inactive because of the high R,
between the MoS, and the substrate. This problem was allevi-
ated by minimizing the R.. In addition to directly deposit the
catalyst material onto a current collector, avoiding using non-
conductive binders such as Nafion is also important for
reducing the R, between the substrate and the catalyst.™*°

2.5. Charge transfer

Charge transfer between the catalyst surface and electrolyte is
another important factor governing the HER activity of an
electrocatalyst. It can be evaluated from the charge transfer
resistance (R.) extracted from Nyquist plots by performing
electrochemical impedance spectroscopy (EIS).*” If the Nyquist
plot has a semi-circle, the diameter of the circle can be
approximated as the R, value of the system. The larger the
diameter, the larger the R.. R is determined by many factors
such as the applied potential on the working electrode, the
conductivity of the catalyst, the contact surface area between the
catalyst and electrolyte, the conductivity of the electrolyte, etc.
The improvement of any of these factors would decrease the R;.
For example, the larger the applied potential, the larger the
driving force for the transfer of electrons. When the electrode
materials have better conductivity, the R. is also smaller.
Increasing the contact surface area between the catalyst and
electrolyte would also decrease the R, because contact resis-
tance is inversely proportional to the surface area of electron
transport. Finally, improving the conductivity of the electrolyte,
by increasing the concentration of conductive species or using

it bbb

Iﬂlmlllll.ll Ii.llﬂl l?lllﬂim Iﬁl

View Article Online

Journal of Materials Chemistry A

more conductive species in the electrolyte, is also helpful. For
example, Patil et al. showed that when increasing the concen-
tration of the KCI electrolyte from 10 mM to 100 mM and final
500 mM, the HER activity of the catalyst increased
accordingly.""*

2.6. Bubble effect

When bubbles are generated on the surface of catalysts, they
don't detach from the electrode surface immediately. Instead,
they attach on the surface of the electrode and grow to a certain
size before they leave the surface in the form of bubbles. The
covered bubbles will hamper the electron transfer between the
catalyst and electrolyte, which increases the electric resistance
and causes a voltage drop. This effect is called the bubble
effect.**'"»'** The bubble effect mainly includes two parts: the
surface area reduction by bubble coverage and the formation of
a bubble froth layer. Usually, the higher the current density, the
higher the bubble coverage on the catalyst surface. Qian et al.
reported that the ohmic resistance is proportional to the bubble
coverage.'™ One of the commonly used approaches to mitigate
the bubble effect is to create nanostructures, which make it
easier for bubbles to release from the electrode surface. Lu et al.
synthesized a nanostructured MoS, film, which showed a much
higher activity toward the HER compared to the flat film.*®
Adhesive force measurements found that the adhesive force of
bubbles on a nanostructured surface is much smaller than that
on the flat surface, as indicated by the smaller bubble size on
nanostructured MoS, (Fig. 7). The second approach to minimize
the bubble effect is to make the electrode surface super-
aerophobic. For example, Hao et al. synthesized CuzP
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Fig. 7 The minimization of the bubble effect by creating nanostructures. Bubbles forming on a (A) flat surface and (B) nanostructured surface.
Reprinted from ref. 28, copyright 2014, with permission from Wiley-VCH.
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microsheets and they showed a high activity toward catalyzing
the HER and OER.” The authors measured the contact angle of
bubbles on the surface of materials and found that the contact
angle on the superaerophobic surface was larger than those of
control samples, suggesting that the superaerophobic surface
facilitates the detachment of bubbles. However, it is noteworthy
that the superaerophobic characteristic also makes it harder for
electrolytes to get access to the active sites on the catalyst
surface. Therefore, a balance has to be maintained if this
strategy is employed.

2.7. Stability

The stability of electrocatalysts is of great importance for prac-
tical applications and it has rarely been studied seriously. There
are two ways to experimentally characterize the stability of
electrocatalysts.® The first one is the current-time test. A
constant potential is applied and how the current changes with
time is recorded. This method is closer to the practical appli-
cation. The second method is CV cycling, which is also called
the accelerated stability test. Using this method, the electrodes
are scanned in the HER potential window for a certain number
of cycles, and the LSV curves before and after CV cycling are
compared with each other. The better the overlap of LSV curves
before and after CV cycling, the better the stability. It's worth
mentioning that both methods are qualitative measurements.
Recently, Geiger et al. proposed a metric—stability number to
evaluate the stability of electrocatalysts quantitatively."*® The
definition of the stability number is the ratio of the amount of
evolved gas to the amount of dissolved catalyst. The larger the
number, the better the stability. They used this method to study
the IrO, system for the OER and made a quantitative compar-
ison between different samples. However, the application of the
stability number is limited in certain situations. For example, if
the catalyst degradation mechanism is particle aggregation,
which doesn't involve particle dissolution, then it's hard to use
the stability number to evaluate the stability of the catalyst.
Theoretically, the stability of an electrocatalyst could be simu-
lated by calculating the Pourbaix diagram of the material. In
this way, the thermodynamically stable phase under working
conditions can be found, but this method cannot take the
kinetics of material evolution into consideration. If the elec-
trocatalyst is transforming from its semi-stable phase to a ther-
modynamically stable phase under the working conditions and
the process is very slow, then the Pourbaix diagram cannot
capture this process and will only give the thermodynamically
stable phase, which could be misleading. Another way to
simulate the stability of the catalyst is to perform MD simula-
tion, which however is only able to evaluate the catalyst's
stability on a very short-time scale and cannot reflect the activity
variation over a long time scale.™®

There are several mechanisms for the degradation of elec-
trocatalysts, including particle detachment, dissolution, aggre-
gation, and carbon corrosion.* One important technique that
has been used to probe the degradation mechanism of catalysts
is identical location transmission electron microscopy

(ILTEM)."*7**8  The same position before and after

8794 | U Mater. Chem. A, 2020, 8, 8783-8812

View Article Online

Review

measurements will be located and compared to reveal the
change of the catalyst during the tests. For example, Mayrhofe
et al. found that the absolute number of Pt/C particles decreased
a lot after electrochemical tests, while there was only a very
small increase of particle size, indicating that a lot of the
particles detached from the surface in the electrochemical
tests.””"*® The dissolution of Pt can also be observed under
ILTEM. Although Pt is very stable, it can still dissolve at pH < 2
and potential beyond 0.85 V vs. the standard hydrogen electrode
(SHE), according to the Pourbaix diagram of Pt (25 °C)."*° Perez-
Alonso et al. observed the dissolution of Pt by using ILTEM."*
They observed that both the number and the size of Pt particles
decreased after 3000 degradation cycles between 0.6 Vand 1.2 V
versus the reversible hydrogen electrode (RHE), suggesting the
detachment and dissolution of Pt particles. Particle aggregation
is another mechanism of catalyst degradation.’®'***>* The
aggregation of particles is often due to the migration of parti-
cles, which can be directly observed under ILTEM. As shown in
Fig. 8a and b, separate Pt particles aggregate into “string-shape”
clusters after electrochemical measurements, indicating that
the migration caused the aggregation of Pt particles. Similar
“string-shape”, “L-shape” or “T-shape” clusters were observed
in other areas under ILTEM. Carbon corrosion is another
degradation mechanism.”*»*****% 1t has been commonly
observed in fuel cells since their relatively high operation
temperature can speed up the corrosion of the carbon support.
As a result, the porosity decreases and limits the mass transfer.
It is important to point out that multiple degradation processes
often occur at the same time during catalytic reactions (Fig. 8c
and d).

Long-term stability is a very important aspect of any elec-
trocatalyst and extending the lifetime of the catalyst is always
desired. Some general approaches have been demonstrated to
be useful in enhancing the long-term stability of HER catalysts.
First, binder-free electrocatalysts are preferred over powdered
form catalysts because electrolysis is performed at high currents
in practical systems, and powders are more likely to disintegrate
from the electrode under these conditions. Second, the active
phase of HER materials should be a thermodynamically stable
phase, because the meta-stable phase has the risk of being
reduced back to the thermodynamically stable phase during the
HER. For example, if Ag,O is used as a HER electrocatalyst, it
will be reduced to form metallic Ag during the reaction
according to the Pourbaix diagram and lose its activity.**® Third,
adding a geometric structure could protect relatively unstable
components if any. For instance, Hu et al. encapsulated few
layers of graphene on NiMo nanoparticles and improved its
long-term stability in acidic medium. Their data showed that 3-
5 graphene layers achieved the best balance between activity
and stability.”” Fourth, using certain pretreatment processes to
remove defects, dangling bonds, or surface oxides could also
improve catalyst's stability. Ledendecker et al. found that by
pretreating tungsten carbide (WC) with NaOH to remove native
oxide layers, a significantly lower dissolution rate was observed
at open circuit potential."*® Nevertheless, it is noteworthy that
many defects and surface oxides also exhibit good catalytic
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(a)

Fig. 8 The degradation of catalysts in measurements. (a) and (b) the
images showing the migration and aggregation of Pt/C (a) before and
(b) after 3600 cycles between 0.4 V and 1.4 V vs. RHE at a scan rate of
1V s7tin 0.1 M HClO,. (c) and (d) the images showing four different
degradation mechanisms of Pt/C (d) before and (d) after 3600 cycles
between 0.4V and 1.4 V vs. RHE ata scan rate of 1V s 1in 0.1 M HCIO,.
Reprinted from ref. 31, copyright 2012, with permission from the Royal
Society of Chemistry.

activities. Therefore, this strategy is somewhat a trade-off
between activity and stability.

3. The power of coupling
experiments with DFT for the HER

This section discusses the accomplishments made by coupling
experiments and DFT in gaining insights into the fundamentals
of the HER and facilitating the development of new HER
electrocatalysts.

3.1. Insights into the fundamentals of the HER obtained
from DFT

3.1.1. Explanation of experimental phenomena. DFT has
been used to explain experimental results, for example, the pH
dependence of H binding energy on the surface of Pt. The
activity of Pt for catalyzing the HER in alkaline medium is two to
three orders lower than that in acidic medium.* To explain the
experimental observation, Cheng et al. employed in situ DFT
calculation by taking the explicit solvent and potential into
consideration and studied the H binding energy dependence
over the Pt(100)/H,O interface.** As shown in Fig. 9, when pH
increases from 0.2 to 12.8 at a potential of +0.3 V vs. RHE, it
negatively shifts the potential from 0.29 V to —0.46 V vs. SHE. As
a result, the adsorption of water on the surface was repelled,
which in turn increased the adsorption energy of H on the
surface of the electrode and consequently decreased the HER

This journal is © The Royal Society of Chemistry 2020

View Article Online

Journal of Materials Chemistry A

The same voltage at RHE scale

High pH
Low Voltage (SHE)

Low pH
High Voltage (SHE)

Hydl"ogen

Weak Binding Strong Binding

Fig. 9 The in situ quantum chemistry simulation of the pH depen-
dence of the H binding energy over the Pt(100)/H,O interface.
Reprinted from ref. 32, copyright 2018, with permission from the
American Chemistry Society.

activity. This work demonstrated the importance of considering
water adsorption or surface hydrophilicity in the design of HER
electrocatalysts.

3.1.2. Prediction of the reaction mechanism of the HER. It
is noteworthy that the reaction mechanism of the HER is ex-
pected to be different for different materials. For example, Tang
et al. studied the mechanism of the HER on the basal plane of
1T phase MoS, by DFT and the calculated AGy; indicated that
the HER probably occurred with H coverage between 12.5-
25%.% The energy barrier calculation showed that under the H
coverage of 25%, the Volmer step is fast with a small energy
barrier of around 0.16 eV, while the Heyrovsky step (with an
energy barrier of 0.62 eV) is preferred over the Tafel step (with
a barrier of 1.07 eV). These values suggested that the HER
proceeds via the Volmer-Heyrovsky reaction pathway, which is
consistent with the measured Tafel slope of 40 mV dec . The
authors also found that the HER activity of 1T phase MoS,
would increase when Mo was substituted by some other
elements, like Mn, Ni, Fe, etc. Huang et al. performed the HER
mechanistic study on the edge of 2H phase MoS,.** They found
that the HER took place via the Volmer-Heyrovsky pathway
involving an electron-rich molybdenum hydride and a hydro-
nium cation. The estimated energy barrier of 17.9 kcal mol " is
in good agreement with the experimental value of
19.9 keal mol ™" estimated from turnover frequency (TOF). The
protonation of the electron-rich Mo hydride is more favorable
than the protonation of hydrogen on sulfur since the electron
localized around the Mo-H bond is easier to transfer to form
a H, bond. In the discussion of TMD HER catalysis, S-H has
always been considered as an important intermediate. However,
the authors found that the S-H bond was not a critical param-
eter for describing the HER activity since it did not play a direct
role in determining the effective energy barrier. In contrast, the
kinetic barriers, instead of equilibrium thermodynamics, are
suggested to be the descriptor for evaluating the HER perfor-
mance, which is supported by the consistency between the
calculated and experimentally determined energy barriers.
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Huang et al. also investigated the reaction mechanism of the
HER on the basal plane sulfur vacancy site of 2H phase MoS,
using grand canonical potential kinetics (GCP-K).** Both the
potential and pH dependence of the HER at the sulfur vacancy
of the basal plane of 2H phase MoS, can be described by using
the GCP-K formulation. The authors found that the rate-
determining step of the HER in both acidic and alkaline
media was the Volmer step, in which the second H was adsor-
bed from the solution. The GCP-K formulation is able to show
that the stretched bond distance changes continuously as
a function of the applied potential, which explains the reason
for the higher activity in the alkaline medium since the transi-
tion state (TS) is closer to the product, leading to a smaller Tafel
slope of 60 mV dec™". Their calculation results also suggested
that the second H at the chalcogenide vacant site was the most
active one. Based on that, the authors screened the rest of the
2H group VI TMD and found that MoTe, shows the most
promising HER activity.

3.2. Development of new HER electrocatalysts facilitated by
DFT

3.2.1. TMDs. TMDs are a well-studied class of materials for
the HER due to their low cost and high efficiency.*** Hinne-
mann et al. found that natural enzymes, hydrogenase enzyme
and nitrogenase enzyme, show high activity toward generating
hydrogen. These enzymes have a favorable H adsorption activity
compared to Pt, neither too weak nor too strong, with a AGy,

View Article Online
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value close to 0 (Fig. 10a).*® They used AGy; as the descriptor to
screen and search for high performance electrocatalysts for the
HER. The edges of MoS, have a AG}; value close to 0, suggesting
its possible high activity toward the HER. This hypothesis was
confirmed by the experimental results showing that MoS,
deposited on graphite indeed had a reasonably good HER
activity. Their work proved that AGj; is a good descriptor for
searching for HER electrocatalysts, and inspired others to work
on MoS,. Although 2H phase MoS, showed a decent activity for
catalyzing the HER, it is still not comparable to Pt. The reasons
include the poor conductivity, low density of active edge sites
and low activity of the largely exposed basal planes of 2H phase
MoS,. Therefore, a number of strategies such as improving the
conductivity,***** maximizing the number of active edge
sites®**** and activating the inert basal planes of 2H phase
MoS,**34132 have been developed in the past 10 years to
improve its HER performance. Among these strategies, here we
would like to focus on the strategies of maximizing the number
of edge sites and creating amorphous MoS,.

In order to investigate the active sites of 2H phase MoS,,
Jaramillo et al. synthesized MoS, nanoplates on Au (111) using
a physical vapor deposition method.*” Fig. 10b shows the
morphology of synthesized MoS, under a scanning tunneling
microscope (STM). They found that the HER activity of MoS, is
not proportional to the area of MoS, nanoplates. Instead, it is
proportional to the edge length of MoS, (Fig. 10c and d), which
suggests that the edges of 2H phase MoS, are the active sites for
the HER. This pioneering work motivated a lot of follow up
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Fig. 10 MoS; as an electrocatalyst for the HER. (a) The AG}, of Au, Pt, Ni, Mo, hydrogenase, nitrogenase models and MoS;; (b) the morphology of
physical vapor deposited MoS, under a STM; (c) and (d) the activity correlation of MoS, with the (c) coverage area and (d) edge length. (a)
Reprinted from ref. 36, copyright 2005, with permission from the American Chemistry Society. (b)-(d) Reprinted from ref. 42, copyright 2007,

with permission from the American Association for the Advancement
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studies to engineer the structure of MoS,, aiming to maximize
the number of edge sites. For example, Kong et al. grew a verti-
cally aligned MoS, thin film on a substrate and exposed the
maximum number of edge sites.*® Kibsgaard et al. reported
a highly ordered double-gyroid MoS, structure with edge sites
preferentially exposed, which showed high activity toward the
HER.”” Another approach to enhance the activity of MoS, is to
synthesize an amorphous structure.™ Defects are created in the
structure when the long-range ordering in amorphous MoS, is
destroyed. Defect sites usually show good HER activity. For
example, Vrubel et al. synthesized amorphous MoS,., by elec-
trodeposition. The amorphous MoS,,, achieved a current
density of 20 mA cm ™2 at a small overpotential of 170 mV.*** The
undercoordinated S sites in amorphous MoS,., are similar to
the edge sites in crystalline 2H phase MoS, and are the possible
active sites for catalyzing the HER.'*

3.2.2. Carbon-based materials. Carbon-based materials are
attractive HER catalysts due to their low cost and high abun-
dance.**® Besides, compared to metal-based catalysts, they have
better corrosion and oxidation resistivity, which is significant
for practical applications. However, pristine carbon-based
materials are known to be inert for the HER. Doping engi-
neering methods have been reported to activate the catalytic
activities of carbons under the guidance of DFT. DFT calcula-
tions revealed that by co-doping graphene with N and P atoms,
the AGj; can be switched from a positive value to close to 0.1
Zheng et al. synthesized N and P co-doped graphene (N,P-G) and
reported its HER performance. Obvious performance enhance-
ment was observed for N,P-G compared to the undoped gra-
phene sample. Since then, a number of follow-up studies of
using doped carbon materials as HER electrocatalysts have been
reported.’”**”% For example, Zheng et al also coupled
graphitic-carbon nitride (g-C3;N,) with nitrogen-doped graphene
(NG).*” g-C3N, has favorable H adsorption active sites, while the
presence of NG facilitates charge transfer. The hybrid material
achieved a current density of 10 mA cm™? at an overpotential of
~240 mV and a Tafel slope of 51.5 mV dec *. These were the
best values reported for carbon-based HER electrocatalysts at
that time. Jiao et al. systematically investigated the role of
different doping on the HER activity of carbon-based materials
via a combination of DFT calculation, spectroscopic character-
ization, and electrochemical measurements.”* The authors
fitted the highest peak position (E,) of DOS of the doped
carbons with respect to AG;; and found that for a graphene
surface, the higher the Ej,, the more strongly the H is adsorbed
on the surface. The interaction of H with the surface of gra-
phene splits the hybridized energy states into two parts: the
antibonding states, which usually cross the Fermi level, and the
bonding states, which usually are below the Fermi level. The
bonding strength of H on the surface is usually determined by
the filling of the antibonding states. A higher energy of E,
means that the highest peak position is closer to the Fermi level,
which moves up the antibonding states with a lower occupancy,
stabilizing the bonding of H. Since the adsorption of H on the
graphene surface is usually weak, the stronger bonding of H on
the surface shifts AGy; closer to 0, corresponding to a higher
activity. The AGy; of different dual heteroatom doped graphene

This journal is © The Royal Society of Chemistry 2020
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was well correlated with the experimental results, showing an
activity order of N,S-G > N,P-G > N-G > N,B-G. Their work
demonstrated that the activity of carbon-based materials can be
boosted by tuning the electronic structure via rational hetero-
atom doping.

3.2.3. Single-atom catalysts. The concept of single-atom
catalysts (SACs) is proposed because of the desire to achieve
100% utilization of metal atoms and reduce the cost of catalysts.
Qiao et al. demonstrated the first synthesis of single-atom Pt
anchored FeO,, denoted as Pt;/FeO, SAC, which showed a high
activity for oxidizing CO.*® DFT calculations found that the
charge transfer between Pt and FeO, made the Pt highly positive
and gave it more vacant d orbitals, which stabilized the
anchoring of Pt on FeO, and decreased the activation energy
barrier for CO oxidation. SACs have been used for other catalytic
reactions, like the HER,**'** ORR,"**™* etc. Cheng et al
utilized the atomic layer deposition (ALD) method and
successfully dispersed single platinum atoms and clusters
onto N doped graphene nanosheets (NGNs).'° Single Pt
anchored NGNs showed much higher activity and stability for
the HER compared to the commercial Pt/C catalyst. DFT
calculations indicated that the charge transfer induced partially
unoccupied 5d orbitals of Pt are the reason for the extraordinary
performance. Deng et al. reported single Pt atom doped MoS,,
denoted as Pt/MoS,."** DFT calculations revealed that the single
atomic Pt doping can facilitate the adsorption of H on in-plane S
sites neighboring to Pt sites. The authors also computed a series
of different metal-doped MoS, systems and plotted a volcano
based on their AGy, values, which was consistent with their
experimental results on HER activity. Jiang et al. synthesized
a nanoporous cobalt selenide with Co vacancies (denoted as np-
Coy.g55¢), which helped anchor single Pt in Co, g5Se (denoted as
Pt/np-Coy gsSe) (Fig. 11).'** Pt/np-Co, gsSe showed a high HER
activity in neutral medium. Operando XAS revealed a peak
corresponding to the Co-OH bond forming under the working
environment, suggesting that the single Pt doping can activate
the nearby Co for H,O dissociation. DFT calculation revealed
that Pt/np-CoqgsSe has a smaller H,O dissociation energy
barrier of 0.491 eV, compared to np-Co, gsSe (0.881 eV). Addi-
tionally, Pt/np-Co, gsSe has more favorable H adsorption sites
than Cog gsSe. The improved H adsorption and H,O dissocia-
tion together lead to a high HER activity.

3.2.4. MXenes. MXenes were first discovered by Naguib
et al. and they got the name of MXenes because of their “gra-
phene” like properties.**® MXenes are usually synthesized by
exfoliating MAX with HF followed by sonication, among
which M represents early transition metals, A represents mostly
group 13 or 14 elements (Al or Ga), and X represents usually
carbon or nitrogen. The first example of using MXenes as a HER
electrocatalyst was reported by Seh et al** DFT calculation
predicted that Mo,CT, is a promising HER electrocatalyst. First,
the H adsorption energy of Mo,CT, is in a position closer to the
top of the “Volcano plot”. Second, the basal plane of two
dimensional Mo,CT, was active for H adsorption, which is
different from MoS, whose edges are the active sites. Therefore,
Mo,CT, has more active sites per unit area compared to that of
MoS,. Two-dimensional MXenes have been used as
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Fig. 11 The synthesis and characterization of Pt/np-Cog gsSe. (a) Schematic scheme of the synthesis procedures; (b) X-ray diffraction (XRD) of
synthesized np-Cog gsSe and Pt/np-Cog gsSe; (c) scanning electron microscope (SEM) image of Pt/np-Cog gsSe and the inset shows the cross
section of Pt/np-Cog gsSe; (d) and (e) HAADF-STEM images of Pt/np-Cog gsSe under different resolutions; (f) the line-scanning intensity profile
obtained from the area highlighted by the red box in (e); (g) the scanning transmission electron microscopy-energy dispersive X-ray (STEM-EDX)
mapping of Pt/np-Cog gsSe. Scale bar: ¢ 500 nm; inset: 20 pm. (d) 2 nm. (e) 1 nm. (g) 10 nm. Reprinted from ref. 142, copyright 2019, with

permission from Springer.

electrocatalysts for different reactions, including the HER, OER,
ORR, etc.**"*"'*® Gao et al. employed DFT calculation to study
a series of two-dimensional MXene materials and found that
MXenes such as Ti,C, V,C, and Ti;C, are all conductive under
standard conditions, which allows efficient charge transfer
during the HER.* Besides, the surface Pourbaix diagram indi-
cated that MXenes are typically terminated by oxygen or
hydroxyl groups, which have a favorable AG}; close to 0. Their
computational work inspired numerous experimental studies
on developing MXenes as HER electrocatalysts."**'*° For

8798 | J Mater. Chem. A, 2020, 8, 8783-8812

example, Kuznetsov et al. synthesized a single Co doped 2D
Mo,C structure (denoted as Mo,CT,:Co) that showed an excel-
lent HER activity. EXAFS studies revealed that Co occupies the
Mo sites and activates the terminated oxygen ions for H
adsorption.'*® Zhang et al. synthesized Mo,TiC,T, with abun-
dant exposed basal planes and Mo vacancies."® Mo vacancies
help immobilize Pt atoms, and single Pt doped Mo,TiC,T,
(denoted as Mo,TiC,T,-Pts) showed an impressive high mass
activity, which is about 40 times higher than that of the
commercial Pt/C catalyst. The DFT calculation unveiled that the
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Table 1 HER performance of representative state-of-the-art HER electrocatalysts
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Category Catalyst Electrolyte 7 (MV)@10 mA cm 2 Tafel slope (mV dec ")
TMO C-Ni;_,0%° 1.0 M KOH 27 36
NiO/Ni-CNT*** 1.0 M KOH ~90 ~75
NiO NRs-m-Ov**® 1.0 M KOH 110 100
Ni/NiO-250 (ref. 157) 1.0 M KOH 145 43
Ni, Zn dual doped CoO"*® 1.0 M KOH 53 47
Ni/NiO@C-2 (ref. 100) 1.0 M KOH 64 55
NiO,@BCNTs**® 1.0 M KOH 79 119
TMS N doped Ni;S, (ref. 69) 1.0 M KOH 155 113
Ni;S,/NF®° 1.0 M KOH 223 N/A
Ni;S, (ref. 161) 1.0 M KOH 335 97
NiC0,S,/NF*®* 1.0 M KOH 210 58.9
Ni;S, NW'e3 1.0 M KOH 199 106.1
N-NiS/MoS, (ref. 164) 1.0 M KOH 71 79
MoONiS@NiS/CC'®® 0.5 M H,SO, 33 80
A-RuS, (ref. 166) 0.5 M H,S0, 141 65.6
TMD Porous MoS, film®” 0.5 M H,S0, 150 50
Single-layer MoS, (ref. 167) 0.5 M H,S0, 185 45
SE-MoS,, film*®® 0.5 M H,S0, 104 59
Monolayer MoS, (ref. 169) 0.5 M H,S0, 226 98
MoS,@C*"° 0.5 M H,SO, 136 78
Porous 1T MoS, NSs'”* 0.5 M H,SO, 153 43
P-MoS, NSs'”? 0.5 M H,S0, 43 34
Ni-Co/1T-MoS, (ref. 173) 0.5 M H,S0, 70 38
1T MoSe, (ref. 174) 0.5 M H,SO, 152 52
MoSe,/SMCNT" 7> 0.5 M H,S0, 100 63
B-MoSe, NSs'7® 0.5 M H,S0, 84 39
MoSSe nanodots'”” 0.5 M H,S0, 140 80
1T WS, NSs'7® 0.5 M H,S0, 142 70
CO-WS,/W;50,0 (ref. 179) 0.5 M H,S0, 210 49
FeS,-RGO film*®® 0.5 M H,S0, 139 66
OGNs@MoS, (ref. 181) 0.5 M H,S0, 118 73
MOoS,/Ni;S, (ref. 182) 0.5 M H,SO, 98 61
Ni-Mo-§'% 0.5 M H,S0, 200 85
(Fe,Ni;_,)oSs (ref. 184) 0.5 M H,SO, 138 82
FePSe;/NC'®® 0.5 M H,S0, 70 53
Carbon-based materials N,S-Doped graphene'®® 0.5 M H,S0, 280 80.5
EDA-CNTs'®” 0.5 M H,S0, 150 116
N,P-Doped graphene'*® 0.5 M H,SO0, 420 91
N,P-Doped graphene'*® 1.0 M KOH 480 145
N,S-Doped CNT*#® 1.0 M KOH 450 133
N,P-Doped C NWs'# 0.5 M H,S0, 163 89
3D graphene NWs>° 0.5 M H,S0, 107 64
g-C;N,/graphene’®’ 0.5 M H,S0, 207 54
C;N,@NG*’ 0.5 M H,S0, 240 51.5
SACs Pt-MoS, (ref. 141) 0.1 M H,SO, ~150 96
400-SWMT/Pt*** 0.5 M H,S0, 27 38
PtSA-NT-NF'%* 1.0 M PBS 24 30
Pt SAs/DG'*? 0.5 M H,S0, 23 25
Mo, TiC,T,-Ptga**° 0.5 M H,S0, 30 30
Pt@PCM™** 0.5 M H,S0, 105 65.3
Pt@PCM*** 1.0 M KOH 139 73.6
Pt;-MoOj;_(ref. 195) 0.5 M H,S0, 23.3 28.8
Pt SASs/AG*® 0.5 M H,S0, 12 29.33
SANi-PtNWs'®” 1.0 M KOH 70 60.3
Pt/np-Co, g5 ** 1.0 M PBS 55 35
Pd-MoS, (ref. 198) 0.5 M H,S0, 78 62
Pd/Cu-Pt NRs'*® 0.5 M H,S0, 22.8 25
Ru SAs@PN>%° 0.5 M H,SO, 24 38
Ru@Co SAs/N-C>* 1.0 M KOH 7 30
Pt-Ru dimer®** 0.5 M H,SO, ~20 28.9
Fe/GD** 0.5 M H,S0, 66 37.8
Ni/GD?*** 0.5 M H,SO, 88 45.8
A-Ni-C?%* 0.5 M H,SO, 34 a1

This journal is © The Royal Society of Chemistry 2020
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Category Catalyst Electrolyte 7 (MV)@10 mA cm 2 Tafel slope (mV dec™")
Co-NG>*® 0.5 M H,SO, 147 82
Co1/PCN>*® 1.0 M KOH 138 52
Co SAs/PTF-600 (ref. 207) 0.5 M H,S0, 94 50
Mo;N;C, (ref. 208) 0.5 M H,SO, 154 86
W;N;C; (ref. 209) 0.5 M H,S0, 105 58

MXenes Mo,CT, (ref. 151) 0.5 M H,SO, 189 75
F-Terminated Ti,CT, (ref. 210) 0.5 M H,S0, 170 100
O-Terminated Ti,CT, (ref. 211) 0.5 M H,SO, 190 60.7
N-Ti,CT (ref. 212) 0.5 M H,S0, 215 67
Ti;C,T, nanofibers>*? 0.5 M H,S0, 169 97
Nig.9C0p.1@Nb-Ti;C,T, (ref. 214) 1.0 M KOH 43.4 116
Pt/Ti;C,T,-550 (ref. 215) 0.1 M HCIO, 32.7 32.3
TBA-Ti;C,T,-Pt-20 (ref. 216) 0.5 M H,S0, 70 65
Co-M0S,@MOo,CT, (ref. 217) 1.0 M KOH 112 82
MoS, L Ti;C, (ref. 218) 0.5 M H,S0, 110 ~40
Nig oFeg 1 PS;@Ti;C, Ty (ref. 219) 1.0 M KOH 196 114
MOoS,/Ti;C,-MXene@C>*° 0.5 M H,SO, 135 45
MO,TiC,Ty-Ptgp**° 0.5 M H,SO, 30 30
CoP@3D Ti;C,T?*! 1.0 M KOH 168 58

favorable H adsorption activity on Mo, TiC,T,-Pts, is the origin
of its high HER activity.

The surface of MXenes has various possible terminations and,
therefore, their properties are highly tunable.”™** For example,
Handoko et al. combined both experimental and theoretical
approaches to investigate the effect of 5 different basal plane
functionalization (T,) on the HER activity."”* They found that the
higher the fluorine coverage on the basal plane, the lower the HER
activity. Their results indicated that the oxygen terminations of
MXenes are catalytically active toward the HER, which is different
from the case of 2H phase TMDs such as MoS,, in which only the
edge sites are active. The effect of transition metal modifications
on the activity of M,XO, was also studied by first principles
screening. Li et al. found that although the majority of pristine
MXenes showed a weak HER activity, transition metal surface
modification can greatly enhance their HER activity. The presence
of a transition metal not only optimizes AGj; but also reduces the
H, production activation barrier. A HER reaction mechanism
switch from the Volmer-Heyrovsky pathway to the Volmer-Tafel
pathway was observed after MXenes were modified with TM ada-
toms. A table (Table 1) summarizing the state-of-the-art HER
electrocatalysts is listed below.

3.3. The limitations and progress of coupling experiments
with DFT

Although significant research accomplishments have achieved,
there are still challenges in coupling experiments with DFT. In
this section, we will discuss the limitations and technical issues
and review the progress made in the past few years.

3.4. Experimental measurements

The measured “activity” of HER electrocatalysts could vary a lot
depending on the experimental measurement conditions.
Using a standardized measurement practice would be therefore

8800 | J Mater. Chem. A, 2020, 8, 8783-8812

critical for evaluating the catalyst's activity and making a fair
comparison between the experimental and simulated results.
For example, the overpotential required to achieve a geometric
current density of 10 mA cm 2 (n4,) has often been used to
compare the activity between different catalysts. 7, can be
extracted from linear scan voltammetry (LSV). However, the
current obtained from LSV includes two parts, faradaic current
and capacitive current. As shown in the following equation,
capacitive current increases with the scan rate:

do do dr
E - Ifaradlc + W E
= Ifuragic + C X (scan rate) (9)

I= Ifaradic + Icapacitive = Ifaradic +

The change of It,raq4ic With the scan rate is small compared to
that of I.apacitive and, therefore, Itaragic should be treated as
a constant. Although the real system is better to be treated as
a constant phase element (CPE) instead of a capacitive
element,”* the above equation can still qualitatively explain why
current increases with the scan rate. In order to minimize the
effect of the scan rate and obtain the real faradaic current, it is
recommended to measure the steady-state current with a dwell
time of at least 5 minutes at different potentials.*

The determination and comparison of intrinsic activity
between different HER electrocatalysts are imperative; however,
they have rarely been reported in the literature. There are two
ways to evaluate the intrinsic activity of electrocatalysts. First,
instead of normalizing the current density (j) to the geometry
surface area, j can be normalized to the mass of active catalysts
or the electrochemical surface area (ECSA). These normalized
current densities are called mass activity and specific activity,
respectively (Fig. 12a).* Depending on the structural features
and mass loading of the catalyst, different metrics should be
used to get a fair and accurate comparison. Among these

This journal is © The Royal Society of Chemistry 2020
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Fig.12 A model of ECSA and different methods to calculate the ECSA. (a) Schematic picture showing the difference between geometry activity,
specific activity, and mass activity. (b) The comparison between the Cp, -estimated ECSAs of 16 metal oxide powders (assuming a specific

capacitance of 40 pF cmeyige—2) and the surface areas measured by
copyright 2019, with permission from the American Chemistry Society.

methods, the value of the specific activity is determined by the
ECSA, which is proportional to the total number of available
active sites, which is a fair and accurate way to compare the
intrinsic activity between different catalysts. The second way is
to compare the catalyst's TOF, which is defined by the amount
of the desired product (in the case of the HER, it is the H,
molecule) catalyzed per active site per unit of time.** The key to
calculating the specific activity and TOF is how to get a precise
value of the ECSA. There are different methods to measure the
ECSA such as the non-faradaic double layer capacitance (Cpy)
method, Brunauer-Emmett-Teller (BET) method, surface redox
reactions method, etc.** Among them, the Cp; method is
currently the most widely used for measuring the ECSA. The
main uncertainty of using the Cp;, method stems from the
uncertainty in determining specific capacitance (Cgpec), @ quan-
tity which varies from one material to another. Even for the
same material, different growth methods can sometimes lead to
different Cpe. values. For example, the Cp. of a (100)-oriented
Lay ¢STro,MnO; thin-film was measured to be 77 pF cm 2>
which is higher than 40 uF cm™2,*** a widely accepted value for
metal oxides in the literature. Another uncertainty in the
determination of Cgpe. is the possible current contributions
from other side reactions (even in the non-faradaic reaction
potential window) such as adsorption/desorption of H, inter-
calation, corrosion, etc.””® These side reactions may lead to
overestimation of the double layer capacitive current. In addi-
tion, the electrical conductivity of the material can also affect
the accuracy of the Cpy, method.”*® As shown in Fig. 12b, the
ECSAs of 16 metal oxides measured by the Cp;, method are
displayed and compared to the values obtained from BET
measurement, a method based on physical adsorption of gas
molecules on a solid surface. The results showed that the ECSAs
of metal oxides with a high electrical conductivity, like IrO,,
RuO,, LaNiO; and LaCoOs;, are pretty close to the values ob-
tained from the BET method, while the ECSAs of those with
poor electrical conductivity deviate significantly from the BET
determined values. Therefore, it is important to know that the
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the Brunauer—Emmett-Teller (BET) method. Reprinted from ref. 45,

Cpi, method is not perfect and should be used cautiously to
measure the ECSA of electrocatalysts.

3.5. Characterization

Accurate structural information is the key to building accurate
and reliable DFT models. Yet, most of the time catalysts are
characterized in an environment that is different from the
conditions in the catalytic reaction. As a result, inaccurate
information could be obtained. To solve this problem, operando
characterization techniques that can collect structural and
activity/selection information during catalysis simultaneously
have been developed.**”?*® They are powerful in determining the
real active sites and correlating structure properties with cata-
Iytic activity. For example, Hu et al. observed that the catalytic
activity of 2D nanosheets of a Ni-S coordination polymer was
getting better during CV cycling (Fig. 13).>*° The in situ XAS
studies unveiled that the increased activity is because of the
transformation of the Ni-S coordination polymer into an
ultrathin Ni nanosheets with a trace amount of S adsorbed on
the surface. Kornienko et al. used operando XANES and Raman
spectroscopy to monitor the change of CoS, during the HER
process.”®® They found that the CoS, catalyst was converted to
a CoS,-like structure under cathodic potential. The high activity
of CoS, was believed to originate from the exposed S sites
around those Co ions, which might establish different binding
strength compared to the sites in bulk CoS,. Cao et al. used
operando XAS to investigate the evolution of a single cobalt
doped catalyst and confirmed the formation of a high-valence
HO-Co01-N2 moiety due to the interaction between the Co-N4
structure and hydroxide.>*® This HO-Co1-N2 structure could
further interact with H,O molecules and serve as a H,O disso-
ciation active site. The use of XAS helped identify the intrinsic
active sites of this single cobalt doped catalyst. Casalongue et al.
combined in situ ambient pressure X-ray photoelectron spec-
troscopy (APXPS) with DFT calculation and successfully deter-
mined the HER active sites of MoS;.** MoS; was gradually
reduced to MoS, during the HER process, accompanied by an
activity enhancement, indicating that MoS, was the active phase

J. Mater. Chem. A, 2020, 8, 8783-8812 | 8801


https://doi.org/10.1039/d0ta02549f

Published on 14 April 2020. Downloaded by University of California - Santa Cruz on 6/11/2021 6:46:43 PM.

Journal of Materials Chemistry A

View Article Online

Review

(0) [Ni K-edge —— Ni foilx1/2
Ni-Ni -=-==Ni-BDT
-------- Ni-BDT-A
< Ni-S 1\ In-situ
¥ ! EXAFS
X ]
\?j 1
|— ]
L H
L

4 5 6

3
R (A)

L T R P L e AL |
04 -03 -02 -01 00 01
E (V vs. RHE)

Fig. 13 The evolution of a Ni—-S coordination polymer in electrochemical measurements. (a) and (b) the SEM images (a) before and (b) after HER
measurements; (c) the EXAFS of reference (Ni foil) and Ni-DBT before and after electrochemical measurements; (d) LSV curves of Ni(OH),, Ni-
BDT, Ni-BDT-A, and Pt/C on a carbon cloth electrode in 1 M KOH (iR corrected). Reprinted from ref. 229, copyright 2017, with permission from

Cell Press.

for the HER. Deng et al. reported operando Raman spectroscopy
on amorphous MoS,.* Under cathodic potential, a peak at
2530 cm™ ' corresponding to the S-H stretching vibration mode
was observed in operando Raman spectroscopy (Fig. 14). In
addition, the absence of Mo-H stretching mode excluded the
possibility of Mo serving as an active site for the HER. Another
interesting phenomenon observed under operando Raman
spectroscopy was that the Raman signal of S-H stretching
vibration mode appeared as early as +0.18 V vs. RHE, which
indicated that the Volmer step (proton discharge step) occurred
prior to the standard potential of H, evolution (0 V vs. RHE), but
the adsorbed H didn't desorb from the surface in the form of H,
until —0.15 Vvs. RHE. It indicated that the H desorption step is
the RDS, which is consistent with the experimentally measured
Tafel slope of 40 mV dec ™. DFT calculation further showed that
only non-apical S sites in the MoS, structure were active for the
HER. Another technique that has been used to probe the cata-
lytic active sites is direct instrumental identification. For
example, Jonas et al. employed an electrochemical scanning
tunneling microscope (EC-STM) to study the HER on Pd islands
covered an Au (111) surface.*® They observed the largest
tunneling current on the boundary of Au and Pd, the smallest
current on Au and intermediate current on the Pd surface. This
is in good agreement with the fact that HER activity is higher on
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the Pd islands deposited the Au (111) surface compared to the
pure Au (111) surface and many layer Pd deposited Au (111)
surface.

To summarize, these operando techniques, including XAS
(XANES and EXAFS), XPS and Raman (or IR), are extremely
useful in the determination of active sites and the catalytic

Amorphous MoS,

S
<
2
: . -
2| Mo-S +H*=> Mo-S-H,, /=S Mo-S +H,
— ’ -~

e During HER \‘\ .

w— Before HER Y

1500 2000 2500 3000 3500

Raman shift (cm™)

Fig. 14 The operando Raman spectroscopy of MoS, in the HER. The
peak around 2530 cm ™! was assigned to the S—H stretching vibration
mode. Reprinted from ref. 46, copyright 2016, with permission from
the American Chemistry Society.
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mechanism. Operando XANES is able to determine the oxida-
tion states of the catalyst.>*® EXAFS analysis with proper fitting is
able to investigate the coordination environment of the active
sites in the material, including the coordination number and
coordinating species. The challenge is to distinguish the signal
from the bulk and surface of the catalyst. Operando APXPS is
complementary to the XAS techniques since it extracts only the
chemical information of the surface.”' Finally, if the catalyst
contains X-H bonds, then operando Raman (or IR) spectros-
copy would be highly favorable because of its high sensitivity to
the vibrational mode of the X-H bond.*®

3.6. DFT simulation

The discussion of DFT simulation is elaborated from two
aspects, the methodology development and the simulation of
the electrolyte/electrode interface.

3.6.1. Methodology of DFT. The relatively low computation
cost and reasonable accuracy for ground state properties make
DFT outstanding and the most popular amongst all available
electronic structure methods. However, the accuracy of the
exchange-correlation (xc) functional is a recurring issue within
the framework of DFT. In particular, there are many xc func-
tionals, all of which vary in accuracy and computational
expense. With new xc functionals being developed every year, it
can be difficult to stay up-to-date. Here we briefly summarize
a few studies to offer some perspective.

Commonly, xc functionals are either constructed from
external parameter fitting of large databases (“empirical xc
functionals”) or from a rigorous theoretical framework with
exact constraints (“nonempirical xc functionals”). For example,
the revM06-L functional, which was optimized against a vast
database with smoothness restraints, yields a mean unsigned
error of 3.07 kcal mol " for 422 chemical energies, offering
a significant improvement over the previous implementation of
MO6-L."* Another adaptation is the approach used by Hensley
et al., wherein they implemented and weighted the sum of the
energies from RPBE and optB, and found that they were able to
yield accurate adsorption energies on transition metal
surfaces.”®* On the other hand, these empirically fitted param-
eters can be a limitation of these xc functionals as they may rely
on unrealistic error cancellation effects, which can be
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fortuitous. These characteristics limit the generality and
predictive power of standard xc functionals which can be highly
system dependent. For example, Yungok et al. studied the xc
functional dependence of H chemisorption thermodynamics
with full consideration of binding energies, zero-point energy
(ZPE) and vibrational entropy. It was found that the binding
energy is the main factor determining the accuracy, but its
predictive power is deteriorated by the high variability in the
potential energy surface. On the other hand, the vibrational free
energy of a weakly interacting van der Waals system showed
a stronger xc functional dependence. Their discovery high-
lighted the importance of choosing the correct functional to
provide a valid theoretical explanation and prediction.'**"?3*233

On the other hand, nonempirical xc functionals were devel-
oped by satisfying theoretical constraints and less dependent
on the specific characteristics of systems. For example,
a strongly constrained and appropriately normed (SCAN) semi-
local density functional was constructed by enforcing 17 known
exact constraints.>*® This functional is more accurate than the
GGAs PBE and PBEsol, at nearly the same computational cost. It
was shown to give better barrier heights for 76 chemical reac-
tions (BH76 set).**” However, its application in heterogeneous
catalysis such as the HER has not been well validated so far.
Other nonempirical xc functionals include Koopmans-
compliant hybrid functionals>****" and dielectric-dependent
hybrid functionals.>*** The motivation of these functionals
is to well describe the dielectric screening of solid-state systems
and provide more accurate electronic structures. Therefore,
they have been mostly used for predictions of bandgaps and
band alignments instead of reaction energies or barriers.

In addition, advanced theoretical frameworks beyond DFT
have been applied to heterogeneous catalysis, which include
more accurate electron correlations such as the Random Phase
Approximation (RPA), whose exchange treatment is exact and
the correlation part is obtained from the linear density response
function. Per et al. employed RPA to compute both the
adsorption and surface energies of 10 surface reactions under
a low coverage and found that it achieved a high accuracy
compared to experimental data while DFT failed to describe
either of them accurately (Fig. 15).>*® Their study proved that
RPA is a better and more universal total energy method for
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Fig. 15 Deviations of surface properties between RPA and other methods. (a) Adsorption energy and (b) surface energy calculated by RPA and
other methods. Reprinted from ref. 246, copyright 2018, with permission from the American Chemistry Society.
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surface science, although it's more computationally
demanding. They also employed RPA to calculate the adsorp-
tion database of 200 adsorption energies involving OH, CH, NO,
CO, N,, N, O, and H over a wide range of 3d, 4d, and 5d tran-
sition metals, which showed a good consistency with a more
advanced renormalized adiabatic LDA (rALDA) method, indi-
cating the reliability and generality of RPA for adsorption and
surface energy calculations. Another beyond-DFT method for
catalysis applications is the multireference method that
improves upon the single-particle approach of DFT-based
methods. These methods include explicit arrangements of all
electrons (i.e., electronic configurations) that are possible
within a given user-defined spin and spatial symmetry.>*” While
this offers simulations of multi-electron catalysis processes, it is
also limited by its greater computational expense.

In summary, regardless of the method chosen, it is clear that
a serious consideration of the balance between computational
accuracy and computational expense must be made in the
methodology-benchmarking process. We note that community-
driven benchmarking can heighten the uniformity and clarify
the choice of DFT-based methods.***

3.6.2. Simulation of the interface between the electrolyte
and electrified electrode. The implementation of DFT calcula-
tion in electrocatalysis is very challenging since it has to not
only describe the electronic structure of the catalyst but also
simulate the electrode/electrolyte interface, which poses extra
challenges for the implementation of DFT calculation in elec-
trocatalysis.*® In this section, the limitations and progress of
including the effect of potential, solvent, solute, and pH in the
computation will be discussed.

3.6.2.1. Potential. There are two different schemes to
include the effect of potential, constant charge scheme and
constant potential scheme. For the constant charge scheme, the
number of electrons keeps constant, and there is no charge flow
in or out of the system. In this scheme, the effect of potential is
indirectly included by correcting the energy of the electro-
chemical step (i.e. the steps which have electron transfer) using
qU, which means that potential doesn't have an effect on the

(a) 1.4

constant charge

12 F constant potential 0 V —
constant potential 1.16 V

View Article Online
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energy of the chemical step (i.e. the steps which don't have
electron transfer). However, in reality, even if the step is
a chemical step, potential still has an effect on its energy, which
is not able to be reflected in the constant charge scheme. While
for the constant potential scheme, potential has an effect on the
chemical steps since electrons have to flow in or out of the
system to keep the Fermi level fixed, which is closer to the
realistic situation.*®*** Fig. 16 shows the reaction pathway of the
ORR on Pt, which clearly shows the difference between the
constant charge scheme and constant potential scheme that
there is only electron transfer for electrochemical steps in the
constant charge scheme, but there is electron transfer for all
steps in the constant potential scheme. Wang et al. also
employed the constant potential scheme to simulate electric
double-layer capacitors and they found that when the potential
difference between two electrodes is large such as AY =4V, the
constant potential scheme showed a significant enhancement
over the constant charge scheme of “inner-sphere adsorbed” Li"
ions very close to the electrode surface. The ability of the
constant potential scheme being able to respond to local charge
fluctuations in the electrolyte indicates that the constant
potential scheme could reduce the energy/barrier for the
approach of Li* ions to the electrode surface.?°

3.6.2.2. Solvent. Since the solvent strongly affects the
activity of electrocatalyst, it's necessary to include the effect of
the solvent in the DFT calculation. There are two different
approaches to simulate the effect of solvent, the explicit solvent
model and the implicit solvent model.>** The explicit solvation
model is to include solvent molecules explicitly around the
surface of the catalyst, and then these solvent molecules will be
simulated together with a catalyst to reach thermodynamic
equilibrium or compute free energy barriers based on ab initio
MD as discussed earlier. The explicit solvent model can capture
the hydrogen bond interaction, explicit charge transfer between
the solvent and catalysts if any, a reasonable ion distribution
and physical sampling of solvents.**> However, the inclusion of
a large number of solvent molecules required to capture the
essential equilibrium properties and statistic averaging

(b) 4.5
constant charge
4 constant potential 0 V [——
constant potential 1.16 V =

35

Fig. 16 The number of (a) transferred electrons in each step and (b) cumulative transferred electrons in all steps for the reaction pathway of the
ORR on Pt calculated by using the constant charge and constant potential schemes. Reprinted from ref. 48, copyright 2013, with permission from

the Royal Society of Chemistry.

8804 | J Mater. Chem. A, 2020, 8, 8783-8812

This journal is © The Royal Society of Chemistry 2020


https://doi.org/10.1039/d0ta02549f

Published on 14 April 2020. Downloaded by University of California - Santa Cruz on 6/11/2021 6:46:43 PM.

Review

substantially increases the computation cost. As a result,
implicit solvent models or combined explicit few layers of water
molecules with implicit solvent models remain popular.**®
Instead, the implicit solvation model uses a homogeneously
polarizable medium to simulate the effect of solvent molecules.
Therefore, it is also called the continuum solvation model.***
Several parameters need to be included in the construction of
implicit solvent models, among which the dielectric constant is
the most important because it represents the polarizability of
the solvent. Compared to the explicit solvation model, the
implicit solvation model can gain the long-range electrostatic
effect of the solvent. Its disadvantage is that it cannot include
the charge transfer process and physically resolve the local
structure of the solvent.

There are two kinds of implicit solvation models, one
involves the parametrization based on atomic radii while the
other is based on solute electron density.*® The one based on
atomic radii such as “SM” series and polarizable continuum
models (PCMs)**?°*2%¢ can be quite accurate for certain
systems, but numerical problems which complicate the geom-
etry optimization and MD calculation of the solute would be
generated when it is extrapolated to new systems.>* On the other
hand, the solute electron density based implicit solvation model
such as the self-consistent continuum solvation (SCCS)
approach®”*® uses a varying dielectric constant determined
from the solute electron density, which avoids the numerical
issues in atomic radii based models. Besides, density-based
models require fewer parameters for the fitting, which makes
them more reliable to extrapolate from one system to another
system. However, the fewer parameters of density-based models
also make them less accurate compared to atomic radii-based
models. Especially for those charge asymmetric systems,
density based models over solvate cations and under solvate
anions.”® Sundararaman et al. developed a density-based
implicit solvation model, which is able to handle the afore-
mentioned charge asymmetric problem by including the cavity
dependence on the solute electron density and potential. This
new model is based on the charge-asymmetric nonlocally
determined local electric response and referred to as the
CANDLE solvation model.*® As shown in Fig. 17, the CANDLE
model shows a much better consistency with the experimental
results compared to the linear PCM method and can reproduce
solvation energies of neutral molecules, cations and anions
with only a mean absolute error of 1.8 kcal mol " in water and
3.0 kcal mol ™" in acetonitrile.

3.6.2.3. Solute. The solute strongly affects the activity of the
electrocatalyst, which has already been verified experimentally
and theoretically. For example, Shinagawa et al. studied the
effect of solute concentration on the ORR and HOR on Pt in
a buffered solution.> It was found that a higher concentration
of solute decreased the gas solubility and increased the kine-
matic viscosity of the solution and the diffusion coefficient of
the dissolved gas. Pham et al. studied the electronic structure of
an aqueous liquid by a combination of first principles methods,
experimental verification, and spectroscopic measurements.>*
By using a dielectric hybrid functional and range-separated
hybrid (RSH) and self-consistent hybrid (sc-hybrid)
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Fig. 17 Acid dissociation constant (pK,) of different molecules and
ions in H,O predicted by using the CANDLE model and linear PCM
method compared to that of the experiment. Reprinted from ref. 53,
copyright 2015, with permission from the American Institute of
Physics.

functionals, the ionization potentials (IPs) of 16 solvated anions
can be accurately captured and were comparable to the experi-
mental data. Besides, the proposed computational framework
can also be applied to other liquids, which proved the generality
of the method and paved the way for understanding and engi-
neering the electrolyte for different energy conversion and
storage techniques.

3.6.2.4. pH. The activity of an electrocatalyst strongly
depends on the pH of the electrolyte. A good example is that the
HER activity of Pt in alkaline medium is two to three orders
lower than that in acidic medium.** One approach to simulate
the effect of pH is to convert the pH effect to the potential effect.
For example, Cheng et al. studied the pH dependence of H
binding energy on Pt(100)/H,O and a pH change from 0.2 to
12.8 at U = +0.3 V (vs. RHE) was converted to a potential change
from +0.29 to —0.46 V on the SHE scale by using the Nernst
equation.”” However, this conversion is only applicable for
surfaces on which H and OH ™ are the only charge determining
ions.>***%> Another approach to simulate the effect of pH is to
correlate pH at the point of zero charge (pHypc) with the
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Fig. 18 The pH-dependent surface chemistry of the BiVO,(010)-
water interface. Reprinted from ref. 55, copyright 2018, with permis-
sion from the American Chemical Society.
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Fig. 19 A schematic illustration of coupling experiments with DFT calculation.

chemical potential of an isolated proton. Ambrosio et al. used
this method to study the pH dependence surface chemistry over
a BivO, (010)-water interface by supplementing electronic
structure calculation, MD calculation, and the thermodynamic
integration method together.* A pH dependence diagram of the
BivVO, (010) surface in an aqueous environment was plotted via
the h-rvv10 level of theory, finding that protons, H,O mole-
cules, and hydroxide ions are the dominant adsorbates under
strong acidic conditions, pH ranging from 2 to 8, and pH larger
than 8.2, respectively (Fig. 18).

4. Summary and outlook

Integrating experimental and computational efforts has been
proven to be highly effective in moving forward in the field of
electrocatalysis. In this article, we have reviewed the recent
accomplishments, developments, and limitations in imple-
menting DFT for studying HER catalysts. Here we would like to
share some suggestions on the coupling of experiments and
DFT calculation (Fig. 19). First, in order to improve consistency
between experimental and simulation results, the catalytic
system has to be well defined and it should be as simple as
possible. A complicated structure consisting of different phases
and defects would create too many possibilities and rapidly
increase the computational cost. A single crystal system would
be preferred from a computational perspective. Second, exper-
imental measurements should be carefully performed, for
example, using steady current instead of the current obtained
from LSV, minimizing mass diffusion limitation via rotating the
electrodes and/or using ordered porous structures, and accu-
rately measuring the ECSA for determining accurate intrinsic
activities. Third, it is important to use the correct and accurate
structural information to build the DFT model. Operando
techniques are highly preferred in probing the structural
information of the catalyst under the working environment.*** If
in situ measurements are impossible, then the structural
information of the catalyst should be collected at least before
and after the electrochemical measurements to verify any
possible structural changes during the reaction. The surface
Pourbaix diagram is recommended to be calculated given the
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thermodynamically most stable phase and surface termination
varies under different pH and potential conditions.**® Finally, to
perform DFT calculation closer to the real working conditions,
xc functionals have to be carefully chosen. In certain cases, it is
recommended to use higher level total energy calculation
methods, such as RPA, to compute desired quantities.
Furthermore, correctly and accurately simulating the interface
between the electrolyte and electrified electrode is critical for
understanding the catalytic reactions. Factors, including
potential, solute, solvent and pH, should be carefully consid-
ered. Although numerous methods have been developed to
simulate these effects, each method has its limitations. For
example, the implicit solvation model is not able to capture the
charge transfer process and physically resolve the local struc-
ture of the solvent. Therefore, new methods have to be devel-
oped to tackle these issues. We believe that the seamless
coupling between experiments and DFT calculation can deepen
the understanding of catalytic mechanisms of different cata-
lysts and accelerate the development of new electrocatalysts for
different reactions and conditions.
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