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Abstract—Under-panel cameras provide an intriguing way to maximize the display area for a mobile device. An under-panel camera
images a scene via the openings in the display panel; hence, a captured photograph is noisy as well as endowed with a large diffractive
blur as the display acts as an aperture on the lens. Unfortunately, the pattern of openings commonly found in current LED displays are
not conducive to high-quality deblurring. This paper redesigns the layout of openings in the display to engineer a blur kernel that is
robustly invertible in the presence of noise. We first provide a basic analysis using Fourier optics that indicates that the nature of the
blur is critically affected by the periodicity of the display openings as well as the shape of the opening at each individual display pixel.
Armed with this insight, we provide a suite of modifications to the pixel layout that promote the invertibility of the blur kernels. We
evaluate the proposed layouts with photomasks placed in front of a cellphone camera, thereby emulating an under-panel camera. A
key takeaway is that optimizing the display layout does indeed produce significant improvements.

Index Terms—Computational Photography, Under-panel cameras, Deblurring
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Fig. 1. Improvements gained by redesigning the layout of the display pixels. Shown above are deblurred images from three lab prototypes of
under-panel cameras corresponding to (from left to right) TOLED, POLED and proposed display layouts. The insets beside each result shows the
corresponding input captured photographs as well as zoomed in regions. All results emulate displays with a resolution of 300 dots per inch. The
reader is encouraged to use the zoom tool to explore all three photographs.

1 INTRODUCTION

UNDER-PANEL cameras provide a way to maximize the
display area on a cellphone. This provides a seamless

display without the wastage associated with the bezel or
potential distractions such as a “notch” and a “hole punch”,
thereby enhancing the aesthetics of the device.

The aesthetics achieved by placing the camera beneath
the display, however, also degrades the quality of the cap-
tured photographs in two distinct ways. First, a significant
portion of the incident light from a scene is blocked by the
display. In many existing devices, as much as three-fourth of
the light is blocked [1] and so the signal to noise ratio (SNR)
of the captured photograph can be quite low, except perhaps
for the brightest of scenes. Second, in addition to reducing
the light levels, the display also acts as an aperture and
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induces a diffractive blur on the captured measurements.
For the OLED displays used currently in mobile devices,
this blur can have a significant spread in hundreds of pixels.
Deblurring under such a large blur, especially at low SNRs,
is extremely challenging.

This paper aims to redesign the display layout and,
in particular, the pattern of openings through which the
under-panel camera images the scene. Our goal is to shape
the blur point spread function (PSF) so as to improve the
conditioning of the ensuing deblurring problem. A basic
result from Fourier optics suggests that the PSF observed
is the squared magnitude of the scaled Fourier transform
of the aperture pattern. Specializing this result to under-
panel cameras, we show that the periodicity of the pixel
layout as well as the specific opening at each display pixel
are important factors that determine the robustness of the
blur PSF to inversion.



Armed with the insights gleaned from Fourier analysis
of under-panel cameras, we introduce two key variations
in the display layout. First, we argue that avoiding the
periodic tiling of the display pixels, and replacing it with
a random tiling, whose specifics we describe later, has the
effect of reducing anisotropy of the blur. Second, optimizing
the shape of the display opening found at a single display
pixel can further improve the invertibility of the blur PSF;
this optimized pattern is randomly tiled to create the display
layout. Together, these innovations provide a rich design
space for engineering PSFs that are superior to popularly
used P-OLED and T-OLED displays.

Contributions. This paper advances under-panel camera
technology by providing optimized display patterns that
improve the quality of restored photographs. In this regard,
we make the following contributions.
• Analysis of the PSF. Using Fourier optics, we analyze the

properties of PSF of a camera under a typical OLED
display, and connect its spread, periodicity and falloff to
the repetitiveness as well as shape of the display openings.

• Improving PSF conditioning via random tiling. We propose
a simple modification to display layout in the form of
a random tiling where each of its pixels is randomly
flipped or rotated by 90◦. We provide detailed theoretical
analysis of this random tiling and show that it improves
the robustness of the PSF to inversion.

• Improving PSF conditioning via optimization. Finally, we
improve the conditioning of the PSF by optimizing the
shape of the opening at a pixel, which is kept the same
across the display except for the random tiling. We explore
two distinct approaches to achieving this: first, optimiz-
ing the invertibility of the PSF, and second, end-to-end
optimization based on reconstruction performance over a
collection of images.

Our proposed layouts are optimized with pre-determined
constraints on the display LEDs, in terms of their size and
pitch and hence, in principle, are realizable with appropriate
redesign of the power/control circuitry. The contributions
above are analyzed in simulations as well as real results
captured from a lab prototype. The code and dataset for this
work is publicly available [2]. Figure 1 shows an example of
the improvements that are achieved with this redesign of the
display layout. We can immediately observe that the quality
of the deblurred photograph is significantly enhanced with
the optimized display layout.

Limitations. The contributions above come with certain
limitations. Perturbing display layout, especially breaking
the periodicity, is likely to complicate the fabrication of the
display and the design of the power and control wiring; but
given the maturity of CMOS fabrication, we expect this to be
an engineering challenge and not a fundamental limitation.

2 RELATED WORK

Computational displays. There is a rich literature on de-
signs that seek to enhance the capabilities of a display [3];
we focus on those that integrate a display with a cam-
era. Early work in this space focuses on camera-projector
systems that capture images from behind semi-transparent
projection screens. TouchLight [4] uses stereo cameras to

track gestures and DepthTouch [5] places a depth camera be-
hind a projection screen to sense objects at different depths.
BiDiScreen [6] instead interlaces image diodes into a thin
liquid-crystal display and utilizes the display as a pinhole
array to form a lensless imager. However, their design
requires displays that have low pixel densities and, further,
the imaging quality is significantly worse than webcams and
cellphone cameras.

Design of LED displays and under-panel cameras. OLED
displays do not require a backlight panel and can transmit
light through their transparent substrates and cathodes [1];
this raises the potential for acquiring high-resolution pho-
tographs by placing cameras “under” the display panel
without sacrificing the quality of displays [7], [8], [9]. In par-
ticular, there has been a focus on using Transparent-OLED
(T-OLED) and Pentile-OLED (P-OLED), displays that are
commonly used in commercial televisions and cellphones.
Cheng et al. [7] place a camera behind a T-OLED screen,
simulating the point spread function (PSF), and demonstrate
that the image quality is significantly worsened due to the
diffractive blur introduced by the screen.

Image restoration for under-panel cameras. Recent in-
terest in deploying under-panel cameras in smartphones
has spurred interest in techniques that can restore images
captured with them. In particular, many recent techniques
[8], [10], [11] use deep neural networks to handle the large
blur and low SNR in under-panel imagery. To recover high-
quality images, Zhou et al. [8] exploit convolutional neural
networks to deblur and denoise the images captured under
both T-OLED and P-OLED; they demonstrate that a deep
neural network, with a UNet architecture [12] model, pro-
duces deblurred photographs that are significantly better
than simple techniques like Wiener deconvolution. Emerton
et al. [9] propose to tackle degradations from diffraction
using structured light with specialized frequencies to il-
luminate the target scenes; the need for control of scene
illumination, unfortunately, places significant constraints on
the use of the device. Sundar et al. [13] deblur on low-
resolutional images and uses a guided filter network to
restore high-resolutioinal images. Puthussery et al. [14] use
an encoder-decoder network and adds to each block mul-
tiple densely connected convolutional layers with different
dilations. Similarly, the best-performing methods in [15] use
a UNet architecture with dense residual blocks [16] added
to each encoding and decoding unit. We refer to the network
architecture as UNet-RDB, and train a model based on it for
deblurring our captured photographs.

Coded apertures. The idea of using an amplitude mask to
code the aperture of a lens has a long history in compu-
tational photography, including early work in lensless X-
Ray and Gamma ray imaging [17]. Recent work in such
coded aperture cameras has focused on robust estimation of
depth from a single [18], [19] as well as multiple [20] images
as well as estimating light fields [21] from a single coded
image. Conceptually, the ideas in our paper fall firmly under
this category of coded aperture cameras. The key difference,
however, is in the smallest feature size in the coded aperture.
Most prior works operate with openings where the smallest
feature is significantly larger, often in hundreds of microns.
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Fig. 2. Layout of the under-panel camera. The overall aperture consists
of a collocated OLED display panel and a finite lens aperture.

This permits the use of geometric optics for modeling the
effect of the aperture, and further, also implies that a scene
that is in focus appears sharp with little or no blur. In
contrast, displays have a pixel pitch that is often smaller
than 100 µm and hence, the openings have features in
the scale of microns, requiring the use of tools from wave
optics for modeling and analysis. This also results in a large
diffractive blur even for the in-focus scene.

Coded apertures that use phase masks have also found
extensive use for similar problems including extended
depth of field imaging [22] as well as depth from defocus
[23], [24]. The use of phase modulation requires that these
techniques operate under a wave model, and, in this sense,
are similar to the techniques used in this paper. However,
the aperture pattern in an under-panel camera has to ac-
commodate the OLED array, which necessarily blocks light
and often in a periodic pattern; hence, we cannot model the
resulting aperture as a pure phase mask.

Hence, both the design of coded apertures as well as the
underlying modeling associated with prior work does not
easily translate to under-panel cameras.

3 UNDER-PANEL IMAGE FORMATION

In this section, we present the basics of image formation for
an under-panel camera, focusing specifically on the blur PSF
and its relationship to the display layout.

3.1 Derivation of the Blur PSF

Setup. Figure 2 provides the basic setup of our display-
camera system. We assume that the camera lens can be
well approximated as a thin lens with focal length f0 and
with an aperture given by p(x, y). The display openings
are described using a binary-valued function o(x, y), which
is assumed to be collocated with the aperture of the thin
lens without any separating distance between them; this
assumption greatly simplifies the derivation and is impor-
tant for analytical reasoning. Finally, the incident light is
assumed to be is spatially and temporally incoherent.

Spatially-invariant blur model. Let’s suppose that the
camera is focused on a scene at infinity. The image formed
on the sensor can be written as:

iblur(x, y) =

∫
λ
[isharp(x, y;λ) ∗ k(x, y;λ)]s(λ)dλ,

where ∗ denotes the convolution operator, λ is the wave-
length of light, s(λ) is the camera spectral response, and
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Fig. 3. Modeling the effective aperture of an under-panel camera

isharp(x, y;λ) is the sharp image at wavelength λ that would
be formed on the sensor with an ideal thin lens, and
without the display. The term k(x, y;λ) is the blur kernel
at wavelength λ, whose expressions we derive next. It is
worth pointing out that the shift invariance as well as lack
of interference between scene points is a consequence of
the thin lens and the incoherence of light, respectively. The
interested reader is referred to Chapter 3 of Goodman [25].

From basic Fourier optics, the blur kernel k(x, y;λ) can
be written as the squared magnitude of the scaled Fourier
transform of the effective aperture function. Specifically, the
effective aperture function a(x, y) is the product of the lens
aperture p(x, y) and the display openings o(x, y), i.e.,

a(x, y) = p(x, y)o(x, y), (1)

then the blur PSF is given as

k (x, y;λ) =

∣∣∣∣ 1

jλf0
A

(
x

λf0
,
y

λf0

)∣∣∣∣2 , (2)

where A(u, v) is the Fourier transformation of the a(x, y).

Specializing to under-panel cameras. We now specialize
the expression for the blur PSF to features commonly found
in an under-panel camera. In an under-panel camera, we
expect the display openings to be periodic since each display
pixel is identical. Let T µm be the pixel pitch of the display;
this pitch also determines the resolution of the display given
as 25400/T dots per inch (DPI). If we denote m(x, y) to
be the opening pattern as pertaining to a single pixel, the
overall display openings o(x, y) can be constructed with
copies of m(x, y) repeating at a periodicity of T along both
axes. As noted in Figure 3, we can mathematically express
this as follows:

o(x, y) = m(x, y) ∗
∑
r

∑
c

δ(x− rT )δ (y − cT ) , (3)

where δ(x) is the Dirac delta function. That is, the display
panel is represented as the per-pixel opening m(x, y) con-
volved with a delta train of periodicity T along both axes.

Noting that the Fourier transform of a delta train with
periodicity T µm is also a delta train, but with periodicity
1/T (µm)−1 and, further, multiplication in space domain
leads to convolution in Fourier domain, we can write the
A(u, v), the Fourier transform of the effective aperture, as

A(u, v) = P (u, v) ∗
[
M(u, v)

∑
k

∑
l

δ

(
u− k
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)
δ
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)
(4)
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Fig. 4. Two commonly used OLED patterns, (a) T-OLED and (b) P-
OLED, and the blur induced by them. For each LED type, we show (left)
the display opening pattern, (center-left) the three-color tonemapped
PSF, as well as (center-right) the PSF, in log-scale, corresponding to
the green channel. The PSF for each color was computed by averaging
across multiple wavelengths and weighted by camera spectral response.
(right) The Fourier transform of the blur PSF, which is also the scaled
auto-correlation of the aperture pattern.

The expression above captures the dependence of the blur
PSF on all the key terms that define the under-panel camera;
we analyze this dependence next.

3.2 Properties of the Blur PSF

We can analyze the blur PSF derived in (2) and (4) and
derive some of its critical properties. This allows us to make
the following observations about the blur PSF.

Periodic sub-structures. The blur PSF is made of repeated
copies of P (u, v) — scaled locally by M(u, v). Once we
account for the scaling by 1/(λf0) of A(u, v), the periodicity
of P is λf0/T . For a display with 150 DPI, lens focal length
f0 = 10mm and wavelength λ = 0.53µm, this periodicty
comes to 32µm, i.e., 10-15 pixels wide on the sensor. In
contrast, P (u, v) once scaled by 1/λf0 is the airy disk of the
open aperture and is constrained to a few pixels. Hence, we
can expect the blur PSF to have sparse repeating structures,
each shaped like an airy disk, as seen in Figure 4.

PSF envelope and directionality. While the local structure
of the PSF is shaped by P , the overall envelope of the blur
kernel, that determines it spread, is primarily determined
by M(u, v). This implies that the per-pixel display opening
m(x, y) has a dominant role in shaping the blur PSF that
we observe. This happens in two distinct ways. First, since
m(x, y) is spatially compact and restricted to be within a
square of width T µm, where T is the pixel pitch, we
can expect its Fourier transform M(x, y) to have a spread
that is inversely proportional to T . Second, directionality or
anisotropy in the shape of m(x, y) leads to directionality in
the shape of M(u, v) and, consequently, in the PSF that we
observe; an example of such anisotropy can be seen in the
T-OLED display in Figure 4. Directional PSF implies that
we would preserve detail preferentially in some directions
as opposed to others. Hence, all things considered, displays
with larger pixel pitch produce smaller blur and pixel open-
ings that are symmetric produce isotropic blur kernels.

Invertibility. We can analyze the invertibility of the blur PSF
by looking at its magnitude spectra, i.e., the magnitude of its
Fourier transform. Nulls and small values in the magnitude
spectra are undesirable as they lead to noise amplification
when we deblur the image.

Connection to the auto-correlation of the aperture. From (2),
we can express the Fourier transform of k(x, y;λ) as

K(u, v;λ) = ACa(λf0u, λf0v) (5)

where ACa is the auto-correlation function of a(x, y); this
expression comes from the fact that the power spectral
density and auto-correlation are Fourier pairs, and hence
|A(u, v)|2 is the Fourier transform of ACa(x, y). Since each
color channel is a weighted sum over the visible waveband,
the magnitude spectra of the blur in each color channel
will be the corresponding weighted sum of K(u, v;λ), or
equivalently, ACa(λf0u, λf0v). This smoothens the PSF as
well as its Fourier transform; however, it does not change
the conclusions that we draw below which are based on the
monochromatic blur kernel.

Auto-correlation for periodic tiling. The auto-correlation of
a(x, y) depends on the lens aperture p(x, y) as well as the
per-pixel display opening m(x, y) as given by (1) and (3).
While a general expression for ACa(x, y) is hard to derive,
we can derive meaningful insights simply by looking at
its values for small values of (x, y). Specifically, when the
pitch of the display T is significantly smaller than the
lens aperture, there are multiple display pixels within the
aperture. In this scenario, the auto-correlation ACa at small
displacements (x, y) becomes repeating copies of ACm, the
auto-correlation of m(x, y), scaled by the number of copies
of m(x, y) within the lens aperture. Here, we directly see the
effect of the per-pixel pattern m(x, y) and its periodic tiling
in the invertibility of the blur PSF. If m(x, y) is compact
along any direction, then we can expect the repeated copies
of its auto-correlation to not overlap which results in nulls.
Further, even if nulls are avoided, decaying tails in the ACm
would lead to a blur kernel that is not robust to noise.
The auto-correlations associated with T/P-OLED displays
are shown in Figure 4; we can clearly observe the periodic
structures with peaks and nulls, as a consequence of the
periodicity of the display tiling.

4 RETHINKING DISPLAY PIXEL LAYOUT

We now propose new display layouts that are motivated
by the analysis laid out in Section 3.2. In particular, we are
interested in enabling robustly-invertible PSFs by shaping
the pixel layout over the aperture.

Approach. A straightforward approach is to optimize the
entire pixel layout over the lens aperture under an appro-
priate cost on the PSF. However, any solution has to accom-
modate an LED array with the appropriate resolution and
fill factor/LED footprint. While it is possible, in principle,
to write out this as a constrained optimization problem, we
adopt a different technique that makes the display design
significantly simpler.

Our proposed approach relies on two key observations.
• Random tiling. First, the periodic tiling of m(x, y) in the

display layout causes its auto-correlation to have small



T-OLED / random tiling

top10-L2 loss / periodic

top10-L2 + inv loss / periodic

top10-L2 loss / random

top10-L2 + inv loss / random

Optimize 
with

random 
tiling

Random 
tiling

Optimize 
pattern

T-OLED / periodic tiling

~0.6𝑚𝑚168𝜇𝑚

P-OLED / periodic tiling P-OLED / random tiling

Fig. 5. We propose to optimize pixel layout by random tiling pixels and
optimizing individual pixel openings. The figure above shows how the
blur PSF changes when we introduce random tiling without changing the
per-pixel pattern (top row), and when we optimize for per-pixel patterns
under different criteria (bottom row), both with and without random tiling.

values and nulls, which results in a non-invertible blur.
This can be alleviated if we tiled the display randomly,
where each pixel is randomly chosen between one of
many patterns.

• Optimizing for the per-pixel pattern m(x, y). Second, we can
optimize the shape of the opening at a single display pixel
with the goal of producing a robust PSF. This pattern
is subsequently tiled, with random rotations and flips,
to create a random tiling over the aperture of the lens.
As a result, the number of parameters to optimize is
significantly smaller than what we would have if we
optimized for the entire display.

This design methodology has the added advantage of re-
lying on a single per-pixel pattern m(x, y). As long as this
pattern permits the LED of a certain footprint, its tiling at
the desired DPI, under the random rotation and flip, ensures
a feasible LED array over the aperture. Figure 5 illustrates
how the PSF changes with each of the two modifications.

4.1 Random Tiling of the Display Pixel
To understand how random tiling affects the PSF, we will
perform the derivation with a 1D display and sensor; the
extension to 2D is straightforward and provided in the
supplemental material.

1D analysis. Let’s first consider a simple 1D display where
each pixel is randomly chosen between one of two patterns.
Letm1(x) andm2(x) be the two potential candidates at each
pixel. Also suppose that there are R display pixels over the
lens aperture. With this, the overall aperture function ar(x),
including the lens aperture, is given as

ar(x) =
R−1∑
k=0

1 + Uk
2

m1(x− kT ) +
1− Uk

2
m2(x− kT ), (6)

where {Uk, 0 ≤ k ≤ R − 1} are iid Bernoulli random
variables taking values in {+1,−1} with equal probability;
hence, Uk selects between m1 and m2 at the k-th pixel. By
rearranging the terms involving Uk in (6), we get

ar(x) = b1(x)∗
R−1∑
k=0

δ(x−kT )+b2(x)∗
R−1∑
k=0

Ukδ(x−kT ), (7)

where

b1(x) = [m1(x)+m2(x)]/2, and b2(x) = [m1(x)−m2(x)]/2.

The term involving b1(x) is similar to the display model
from before, namely, tiled copies of a pattern over the lens
aperture. However, this is now modified by the second term
whose effect can be studied next.

From basic signal processing, we can write the Fourier
transform of the aperture ar as

Ar(u) = B1(u)
R−1∑
k=0

e−j2πukT +B2(u)
R−1∑
k=0

Uke
−j2πukT .

When the pixel pitch T is much smaller than the lens
aperture, or equivalently when R is large, the observed
PSF is well approximated by the expected value of |Ar(u)|2,
which can be expressed as

E[|Ar(u)|2] = |B1(u)∆(u)|2 +R|B2(u)|2. (8)

In essence, when we randomly tile two patterns m1 and
m2, the expected blur PSF is the sum of two terms: the first
term |B1(u)∆(u)|2 that corresponds to a periodic tiling of
m1 +m2 over the aperture of the lens, and the second term
that is simply R times the Fourier transform of m1 −m2.

Further, as before, we can analyze the Fourier transform
of the blur for invertibility and robustness. Here, there are
two terms: first, the auto-correlation of (m1 + m2)/2 with
its periodic tiling over the aperture — this has a behavior
similar to what we get with a conventional tiled display,
however, (m1 +m2)/2 is more isotropic than a single m1 or
m2; and second, the auto-correlation of R(m1 − m2)/2 —
without any tiling — which stabilizes the PSF.

Extending analysis to the 2D case. To extend the analysis
to the 2D display case, we need to first identify the number
of patterns that we choose from. While this is something
we can choose freely, there are advantages to having a
single pixel layout and simply rotating / flipping it. As a
consequence, there are four distinct patterns that can appear
in any pixel: the unperturbed pattern, the pattern under a
90◦ rotation, the pattern under a flip, and finally, the pattern
under both operations.

As with the 1D case, the key observation is that the PSF
for a randomly tiled display is made of two terms: a term
that corresponds to periodic tiling and a second term that is
non-repetitive. We provide the details in the supplementary.

Evaluating the efficacy of random tiling. Figure 5 shows
how the PSF of the T-OLED and P-OLED pattern changes
when we subject it to random tiling. We can observe that
both the periodic sub-structures as well as the anisotropy of
the original PSF are reduced significantly. While we provide
a detailed quantitative evaluation of random tiling in Sec-
tion 5, Figures 6 and 7 show how the auto-correlation and
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Fig. 6. Effect of random tiling and pixel shape optimization. In the left four columns, we show the effect of random tiling to two common displays.
In the right four columns, we show our optimized pixel opening shapes from two losses, top-10 L2 and top-10L2+invertible loss, and each with two
tiling strategies during optimization.
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Fig. 7. Comparison of MTF plots. We compare radially min MTFs of
different patterns and the table summarizes the area under the MTF
curve (AUC) and light transmittance rate (LTR) for each mask. Larger
AUC is better.

modulation transfer function (MTF) change with different
display layouts; recall that 2D MTF corresponds to the
amplitude of auto-correlation function. Each curve in Figure
7 is generated by taking the radially minimum values of the
2D MTF. The plots are generated for a single wavelength
λ = 610nm. As expected, repeatedly tiled T-OLED has mul-
tiple null values in many frequencies and randomly tiled T-
OLED lifts the nulls to small values and thus stabilizes the
inversion. For P-OLED pattern, a randomly-tiled aperture
induces larger minimum values for all frequencies than that
of the repeatedly tiled aperture and thus is more robust to
inversion. Figure 7 also provides quantitative comparison
for different display layouts by summarizing the area under
the radially minimum MTF curves (AUC) of each display
and listing the corresponding light transmittance rate (LTR).
We can clearly see that randomly-tiled displays have higher
AUCs than their periodically tiled counterparts, again in-
dicating that random tilings are more robust to inversion.
We also provide an analysis for horizontal, vertical, and
diagonal MTFs in the supplementary material.

4.2 Optimizing for the Per-Pixel Pattern

While random tiling provides improvement over a periodic
one, we can further improve the efficacy of the blur PSF by
designing the per-pixel opening m(x, y). We formulate this
as an optimization problem where seek a desirable PSF, as
characterized by a loss/cost function, and optimize for the
per-pixel patternm(x, y) that minimizes this cost. It is worth
reemphasizing that we only optimize for a single pattern

m(x, y); the display layout is constructed using periodic or
random tiling depending on the specifics of the design.

Optimization setup. We discretize the variable m(x, y) into
a 2D matrix ~m ∈ RN×N . For a display pixel, each point
takes value in {0, 1}, where 0 indicates closed regions that
contains LEDs, control circuits and etc. and 1 represents
pixel openings that allow light to comes through. Since opti-
mizing over a binary-valued variable is not easily amenable
to standard descent-based optimization, we relax ~m to be
real-valued, and instead map its elements to [0, 1] using a
sigmoid function g(~m) to get a mask. The PSF A(·) is a
function of the mapped pixel opening g(~m), as well as a
number of fixed parameters that include the display pixel
pitch T , the specifics of the random tiling (if used), and other
parameters such as f0 and λ.

We seek an optimal pixel opening ~m whose PSF is
invertible with respect to Wiener deconvolution. We choose
Wiener deblurring instead of a deep neural network (DNN)
during optimization as in previous PSF-engineering works
[26], [27], [28] for the following reasons. First, a simpler
algorithm like Wiener deconvolution puts the emphasis
entirely on the system conditioning, in terms of a mask
that produces an invertible blur, so that the inadequecies
of the mask are not suppressed by a powerful inverse
algorithm. Second, by doing this, we also avoid being biased
to specifics of the DNN that is used, and the data used in the
process of training both the DNN and our technique. Finally,
Wiener deconvolution is blindingly fast which is very helpful
in the context of optimization.

Loss #1 —- PSF-induced loss. When using Wiener deconvo-
lution, the estimated deblurred image Îsharp can be written
in terms of the ground truth image Isharp as follows,

Îsharp = H(~m)Isharp,

where

H(~m) =
A(g(~m))A(g(~m))∗

|A(g(~m))|2 + ε
. (9)

Here, H(~m) is the overall system frequency response that
characterizes blurring and recovering the desired image and
it is a function of A(g(~m), the Fourier transform of PSF
induced by the pixel opening matrix g(~m). When H(~m)
is the identity operator, we obtain Îsharp = Isharp and, in
theory, we can perfectly recover the sharp image. Hence, a
good metric for optimization is to maximize the smallest



value of H(~m). In practice, instead of taking the smallest
value of H(~m), we take the average of the smallest thirty
percent of the elements of H(~m) to improve the robustness
of optimization. We vectorize and sort the values in H(~m)
so that {H(~m)}1 ≤ {H(~m)}2 ≤ ... ≤ {H(~m)}N2 . The
invertible loss is defined as

Linv = − 1

N ′

N ′∑
i=1

{H(~m)}i.

We use N ′ =
⌈
0.3N2

⌉
in all our optimizations.

The loss function Linv is closely related to the work of
Mitra et al [29], where the performance of various com-
putational imaging systems are analyzed; here, given a
forward operator A, the term Tr(inv(A>A)) is to model and
analyze system conditioning. For the convolutional model,
(A>A)−1 is closely related to the Wiener filter. However,
there are some differences in how we define the loss func-
tion. While trace(inv(A>A) minimizes MSE, we observe
that the inverse filter is only unstable at a small number
of Fourier coefficients, and so we only optimize the worst
ten percent of filter coefficients which prioritizes worst-case
performance as opposed to average.

Loss #2 — Data-driven loss. While PSF-induced loss pro-
vides a data agnostic metric, deblurring performance on
actual images is often the gold metric. Hence, over a small
dataset of images [15], we minimize the error between the
ground-truth images and corresponding deblurred images,
obtained from the Wiener deconvolution technique. Since
flat regions in the image are easy to recover, the loss is
dominated by the easy samples. We use hard-sample mining
to penalize the largest reconstruction errors [30]. Specifically,
we compute the residuals ∆I = I−Î , vectorize and rank the
absolute values of the residuals |∆~ir| in descending order,
take the top 10% residuals to compute L2 loss. Top-10 L2
loss is formulated as

Ldata =
R∑
r=1

|∆~ir|2,

where R is the number of 10% elements in the current batch.

Choice of tiling. In addition to the loss functions, we also
have different choices in how we tile the per-pixel pattern
m(x, y), that we optimize for, to create the lens aperture
function. The standard tiling creates a periodic pattern by
repeating the pattern m(x, y) till it covers the aperture of
the lens. We also have the choice of random tiling where
the pattern is randomly flipped and rotated to create the
aperture pattern. An important point is that the sequence
of random flips and rotations are randomly generated once
and fixed; at optimization time, the pattern m(x, y) is opti-
mized under this specific tiling.

Target function. Combining abovementioned losses, our
target function is formulated as

arg min
~m
αinvLinv + αdataLdata + αarea

∣∣∣~1T g(~m)~1/N2 − c
∣∣∣2 .

The last term constraints the total opening area of the
mapped pixel opening g(~m) to be around target ratio c.
We optimize for individual pixel m(x, y) of T = 168µm

in x,y directions and under the constraint that 20% of pixel
region is open, i.e. 1

T 2

∫ T
x=0

∫ T
y=0m(x, y) = 0.2, which are

parameters of a typical T-OLED pixel. We discretize the
pixel into 21 × 21 2D matrix, i.e. N = 21, where each
element represents a dot of width and length of 8µm. We
fix the focal length as f = 10mm, aperture as f/2.5 and use
wavelength of 610nm, 530nm, and 470nm. We use stochastic
gradient descent with learning rate 1 and optimize for 150
epochs. The pixel opening matrix m is initialized as an all-
one matrix, i.e. the pixel is all open. In the first iteration, we
set the area constraint as c = 1 and gradually decrease it by
0.05 every five epochs until c = 0.2.

Optimized layouts. For purposes of evaluation, we generate
four distinct display layouts by thresholding the display
pattern to binary values {0, 1} and keep the target opening
area, which are shown along with their PSFs in Figure 5.
The four sets corresponds to two distinct loss functions —
top-10 L2 loss, and top-10 L2 + invertible loss — and two
kinds of tiling — periodic and random. We will visualize the
corresponding optimized patterns and demonstrate their
performance in the simulated and real experiment sections.

5 SIMULATED EXPERIMENTS

To evaluate the performance of our techniques, we quanti-
tively compare the recovered images generated by simulat-
ing capture behind different display patterns.

Simulation setup. We utilize thirty images provided in [8]
validation set to generate degraded and ground-truth im-
age pairs. The degraded image is generated by convolving
a ground-truth image with our simulated PSFs and then
adding shot noise and read-out noise to the blurry images
according to the parameters of a typical cellphone camera.
Specifically, we use a full well capacity of 15506 electrons
and a standard deviation of read-out noise of 4.87 electrons.
We simulate five different light levels with SNR varying
from 24dB to 40dB and corresponding maximum number
of electrons varying from 270 to 10000 (not exceeding full
well capacity). To recover sharp images, we first denoise the
degraded images with BM3D [31] and then deblur them
using Wiener deconvolution. We measure the quality of
deblurred images by comparing them with corresponding
ground-truth images and compute PSNR and SSIM [32].

Effect of random tiling. We first look at the effect of intro-
ducing random tiling to existing display patterns without
altering the shape of individual pixel openings. Figure 8
reports PSNR and SSIM numbers as a function of mea-
surement noise levels. For the T-OLED display as well as
optimized ones, introducing random tiling provides im-
provements in both metrics; for T-OLED this improvement
is very significant due to inherent anistropy of the pattern.

Effect of pixel shape optimization. We compare existing
display pixels with our optimized ones. In the last four
columns in Figure 6, we show optimized patterns from two
losses, top-10 L2 loss and top-10 L2 + invertible loss, and
for each of them we show two tiling strategies — periodic
repeating and random tiling that is chosen and fixed prior
to optimization. During testing, we use corresponding tiling
strategies to form display panels. During optimization, we
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Fig. 8. Performance of random tiling and pixel shape optimization.
We compare six display layouts on the simulated dataset and evaluate
PSNR and SSIM under varying noise levels.
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Fig. 9. Effect of display pixel density. We compare four pixel open-
ings/layouts under varying display densities. The horizontal axes are
display Dot-Per-Inch(DPI), and the vertical axes are PSNRs and SSIMs
of the reconstructed images under a fixed noise level.

use 240 images from the training set of [8] to compute the
top-10 L2 loss. As shown in Figure 8, optimizing pixel shape
with periodic repeating improves the reconstruction quality
by a large margin compared to the conventional T-OLED.
Incorporating random tiling as described above leads to
additional improvements. The pattern optimized with “top-
10 L2 + invertible” loss with random tiling has the best
performance and achieves more than 8dB increase in PSNR
and around 0.11 increase in SSIM over T-OLED.

Effect of display pixel density. We show the quality of re-
constructed images of conventional patterns and optimized
patterns under different pixel densities. For the same pixel
pattern, a higher pixel density results in a larger blur kernel
and thus is harder to recover a sharp image. We fix the noise
level to be SNR= 32 dB and vary pixel density from 80 DPI
to 300 DPI. As seen in Figure 9, the recovered image quality
decreases as pixel density increases and the optimized pat-
terns outperform two common pixels T-OLED and P-OLED
under all pixel densities. Note that the improvement on P-
OLED is not as significant as on T-OLED.

Additional results. Due to space constraints, we provide
additional simulation results in the supplemental material.

6 REAL EXPERIMENTS

We build a lab prototype to qualitatively evaluate images
captured under different display designs and compare cor-
responding deblurring results.

Prototype. As shown in Figure 10, our prototype consists
of a photolithography mask that emulates the display screen

(a) Photolithography mask (b) Under-panel camera prototype

Fig. 10. Under-panel camera lab prototype. (a) shows twelve photo-
lighography masks that emulate different display designs. (b) shows our
overall prototype where we place a cell-phone camera tightly against the
printed mask and capture images by accessing the touch screen.
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Fig. 11. We capture PSFs of different display layouts and visualize
green channel in log scale. The two rows show PSFs of displays with
resolutions of 150 and 300 DPI, and of size 300 × 300 pixels and
400× 400 pixels, respectively.

and an on-the-market cellphone camera. The cellphone cam-
era has a focal length f = 5.56mm and an aperture of f/1.6.

Camera pipeline. We extract RAW images from the camera
and process them using a simple pipeline. We first radio-
metrically calibrate the cellphone camera and use a color
checkerboard, under different lighting conditions, for white
balancing and color correction. This calibration is done prior
to placing the photomask in front of the lens. For each
RAW image, we first demosaic, spatially downsample it
to 1364 × 1820, denoise and deblur it, and then correct
color and tonemap it to obtain the final result. For Wiener
deblurring, we normalize the blur kernel to sum up to 1 and
set ε = 0.037. We sufficiently pad the blurred image before
deconvolution, and then crop the recovered image.

Measured PSF. Figure 11 showcases the PSFs measured
with our prototype for different display layouts. For each
display layout, we focus the camera on a white light LED
that is placed far away from the camera in a dark room
and capture an exposure stack. We fuse each exposure stack
into an HDR image, and crop a patch around the brightest
point as PSF. Specifically, we crop a patch of 300×300 pixels
for a display that has 150 DPI, and 400×400 pixels for a
display that has 300 DPI. These PSFs are used both in Wiener
deconvolution as well as to train DNNs for deblurring.

Capture settings. We fix ISO to be the smallest value 50 and
use an exposure time of 1/125 s for most outdoor scenes
and 1/8 s for indoor scenes.
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Fig. 12. Indoor scenes captured by our lab prototype under five different displays. All display masks have a pixel density of 300 DPI. We show
Wiener deconvolved results. Indoor scenes are close to the camera.
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Fig. 13. Outdoor scenes captured by our lab prototype under five
different displays. All display masks have a pixel density of 300 DPI.
Outdoor scenes are relative far-away from the camera and can better
satisfy the infinity assumptions.

Results for 300 DPI displays. We show results captured
under 300 DPI display patterns for two indoor scenes in Fig-
ure 12 and one outdoor scene in Figure 13. Randomly tiled
T-OLED has significantly better results than a conventional
T-OLED layout. P-OLED and the optimized patterns yield
relatively good performance in recovering the details such
as texts and edges. However, P-OLED results contain more
ringing artefacts; for example, around the toy’s feet in Figure
13, purple halos around the flowers and ghosting around
the texts on the painting tubes in Figure 12. All methods
produce artefacts at specular regions on the spoon; this is a
consequence of the non-linearity induced by saturation that
violates the linear blur model. We also provide results for
the outdoor scene in Figure 13 under 150 DPI displays in the
supplementary to characterize performance of the system
under lower DPI.

Comparison of deblurring methods. When presented with
a large blur kernel, cropping introduced by the sensor has
a nontrivial effect on deblurring. We show two additional
deblurring methods that implicitly and explicitly handle the
boundary issues — a deep neural network and deblurring
with an iterative solver — on degraded images captured

using our prototype.
For the neural network, which we denote as UNet-RDB,

we use the same network structure as in [15], where each
layer in the downsampling subnet consists of two Residual
Dense Blocks (RDB) [16] and a 2D convolution layer, and
each decoding layer has two RDBs and a transpose con-
volution layer. Since the network is specified to the blur
kernel, we train for two networks, one each for T-OLED
with periodic tiling and L2+inv with random tiling. For
each network, we construct 600 training image pairs and 30
validation pairs using images in HDR+ dataset [33]. We first
demosaic RAW images in HDR+ [33] to serve as ground-
truth images, and then blur the ground-truth images using
captured PSFs and add noise to them. We randomly crop
256×256 patches and use a batch size of 10 in each iteration.
All networks are trained for 1000 epochs with a learning rate
1e-3 at the beginning and scaled by 0.1 every 250 epochs. We
use Adam optimizer with β1 = 0.9, β2 = 0.999.

As we observe in Figure 14, for the T-OLED pattern,
the UNet-RDB significantly improves the reconstruction
quality, recovering finer details with fewer ringing artefacts
as compared to Wiener deconvolution. The improvements
for the L2+inv pattern are less subtle, due to the inherent
robustness of the PSF; there is some noise suppression, but
the network also introduces some artefacts in the process.

For the iterative solver, we model the unknown sharp
image to be larger than the known blurred image, and
as a convolution of the sharp image with valid boundary
condition in MATLAB emulating convolution+sensor crop-
ping. In Figure 15, we deblur the teaser images using a
linear solver with Tikhonov prior on the image gradients.
Compared to T-OLED and P-OLED, the proposed display
layout has fewer ringing artefacts along all the edges.

Teaser. Figure 1 shows results on an outdoor scene for the
T-OLED, P-OLED, and the Top-10 L2+Inv mask, all three
with 300 DPI, and deblurred with Wiener deconvolution.
The large spread of the blur in T-OLED along the x-axis
leads to severe artefacts. These artefacts are less severe in P-
OLED patterns. In contrast, the robustness enabled by our
technique results in remarkably better results.
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Fig. 14. Comparison of deblurring methods. We compare Wiener
deconvolution and UNet-RDB on a selfie captured under conventional
T-OLED and our optimized display. We use display masks of 150 DPI.

T-OLED / Repeat Top10-L2 + Inv / RandomP-OLED / Repeat

Fig. 15. Deblurring with TV prior. We recover sharp images by opti-
mizing least square with TV prior using vanilla linear solver with valid
boundary condition. Please zoom in to see the details.

7 CONCLUSION AND DISCUSSIONS

This paper shows that photographs obtained using under-
panel cameras can be improved via careful design of the
openings in the display through which the camera observes
the scene. We show that introducing non-periodic pixel
tilings as well as optimizing the mask openings at each pixel
improves the invertibility of the diffractive blur introduced
by the display; so much so that, even simple deblurring
techniques like Wiener deconvolution can be successful.
This indicates that designing the display layout is a promis-
ing approach for making under-panel imaging practical.

OLED placement over optimized patterns. It is critical
that any change in the display layout accommodate an
LED array at the desired resolution, in terms of DPI. We
show the RGB subpixel placement for T-OLED and P-OLED
displays as well as potential subpixel placement for the

(b) P-OLED
Tile: periodic

(a) T-OLED
Tile: periodic

(c) Loss: top10-L2
Tile: periodic

(d) Loss:top1-L2 + inv
Tile: periodic

(e) Loss: top10-L2
Tile: random

(f) Loss: top10-L2 + inv
Tile: random

Fig. 16. RGB subpixel placement for different display layouts. (a-b)
show two typical RGB subpixel placement for OLED screen, and (c-
f) show examples of RGB subpixel placement in out optimized display
patterns. White region represents pixel openings and red, gree, blue
represent regions for R, G, B subpixels.

T-OLED / repeat top-10 L2 / repeat top-10 L2+inv / repeat

T-OLED / random top-10 L2 / random top-10 L2+inv / random

Fig. 17. Rendering an image using different display layouts. This is
a high-resolution rendering of the displays and each image corresponds
to a display size of 8.4mm. To view it at the correct size as it would
appear on a display with 300 DPI, please use 25% zoom.

proposed display patterns in Figure 16. In all cases, the RGB
pixels have the same footprint, in terms of area, although
with an OLED placement that is no longer uniform. This
non-uniform placement does run the risk of displaying
content that appears aliased; however, we contend that this
is minimal when operating with high-resolution displays.
To validate this, we simulate images on the different display
layouts in Figure 17. The displays are at 300 DPI and corre-
spond to a square region with a width of 8.4mm, thereby
emulating the area immediately in front of the under-panel
camera. The first and the second row show T-OLED and
two optimized displays, with periodic tiling and random
tiling respectively. We observe that compared to the conven-
tional periodic tiling, random tiled pixels yield reasonable
display performance. Although random tiling introduces
artefacts, it has a negligible visualization effect at these high
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Fig. 18. Accomodation of opaque wiring. The left two figures show
the proposed Top10 L2+Inv random display and its PSF, and the right
two figures show the same pattern with horizontal and vertical space of
8µm added around each pixel.

resolutions. However, the randomness in OLED sub-pixel
placement is likely to introduce challenges in manufacturing
the display panel as well as designing the wiring pattern for
data, control, and power, which we discuss next.

Accommodating power/control wiring. Layout for the
wiring required to power and control the OLEDs come
in two forms: transparent and opaque [34]. Transparent
wiring can be overlaid under the color pixels and usually
has a width of half pixels. Given its transparency, it has a
negligible effect on our system modeling. Opaque wiring
is narrower, taking a width of around 8µm. The simplest
approach to adapt opaque wiring to our display design is
to add horizontal and vertical space of 8µm around each
pixel. As shown in Figure 18 , we add an additional 8µm
spacing around each display pixel, whose size is 168µm
and it has a negligible effect on the PSF. In all, given the
maturity of fabrication technology, we believe that handling
the randomized layout is an engineering challenge that can,
in principle, be surmounted.

Depth dependence. All of the results in the paper are using
blur PSFs measured under the assumption of the scene at
infinity. For scenes with points close to the camera, there
is a possibility that the PSF at infinity has a significant
mismatch to that from a finite distance. To quantify this, we
measure the PSF for our L2+Inv optimized mask when we
focus on a point light source placed at different depths. This
is shown in Figure 19. The observed blur kernel is (near)
constant over the depth range that our prototype is capable
of focusing on; we provide a detailed theoretical justification
for this in the supplemental material. The net result is that
we can successfully deblur an in-focus scene immaterial of
the depth as seen in Figure 19, using the measured blur
kernel for a scene at infinity. We also show that the defocus
blur (last row of Figure 19) is stable when deblurred (inset),
indicating a gentle bokeh on the out-of-focus regions. These
observations are consistent with the deblurred textures in
Figure 13, for both the in-focus and out-of-focus regions.

Spatial dependence of the blur PSF. The results shown in
the paper assume that the blur kernel is spatially invariant
and that the degraded image can be modeled as a convo-
lution between sharp image and a single PSF. In reality,
the spacing between the camera lens and the display panel
causes the blur PSF to be spatially varying. Further, non-
idealities in the lens introduces other aberations including
the Pincushion distortion seen in the PSFs shown in Fig-
ure 20. We show residual blurs (insets) of all PSFs when
deblurred by the center PSF.
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Fig. 19. Deblurring at different depths using the Top10-L2+Inv pat-
tern. (Top row) Deblurred photos for in-focus scene at different depths.
In all cases, the deblurring was performed with the PSF corresponding
to scene-at-infinity. (middle row) PSF of a point light source at different
depths, with camera focused on the light source. (bottom) PSF of a point
light source with camera focused at infinity. (bottom-inset) Residual blur
after deblurring the defocus blur.

Fig. 20. Spatial variation of the blur kernel of the Top10-L2+Inv
pattern. We capture PSFs that appear on all corners and near edges.
Insets show residuals after deblurring with the center PSF.

Handling saturation. Non-linearities in the imaging
pipeline can create a significant model mismatch to the
linear model commonly assumed in deblurring approaches.
For example, specular highlights in Figure 12 leads to jarring
artefacts in the restored photographs. We can handle such
scenes either by incorporating such artefacts in the training
dataset for the DNN model. Alternatively, capturing an
HDR image by exposure bracketing to revert back to a linear
model helps, as seen in Figure 21.
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