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Abstract Stratospheric aerosol geoengineering (SAG) has been proposed to reduce some impacts of
anthropogenic climate change. Previous studies examined annual mean climate responses to SAG. Here
we use the Stratospheric Aerosol Geoengineering Large Ensemble simulations to explore the effects of
SAG on the seasonal cycle of climate change. Simulations show that relative to the present‐day climate,
SAG diminishes the amplitude of the seasonal cycle of temperature at many high‐latitude locations, with
warmer winters and cooler summers. The seasonal temperature shift significantly influences the seasonal
cycle of snow depth and sea ice, with Arctic sea ice recovery overcompensated in summer by 52% and
undercompensated in winter by 8%. We identify that both the dynamic effects of aerosol‐induced
stratospheric heating and seasonal variations of sunlight contribute to the shifts in seasonal cycle. Shifts
in the seasonal cycle have important ecological and environmental implications, which should be
considered in geoengineering impact analysis.

Plain Language Summary Stratospheric aerosol geoengineering, by releasing sulfate aerosol
particles or their precursors (SO2) into the stratosphere to scatter more sunlight back to space, is a
potential climate intervention option to counteract anthropogenic global warming. Previous studies
focused on the effect of aerosol injection on annual mean climate change. Here we assess seasonal
climate shifts in response to aerosol injection using a large ensemble of sophisticated climate model
simulations. Relative to the high‐CO2 scenario, stratospheric aerosol injection can stabilize many aspects
of climate change on the annual mean basis including global mean temperature, interhemispheric
temperature gradient, and equator‐to‐pole temperature gradient. However, we find that injection of SO2

into the stratosphere would substantially alter the high‐latitude seasonal cycle. Relative to the present‐day
climate, in a high‐CO2 world with additional aerosols in the stratosphere, many high‐latitude locations
are warmer in winter and cooler in summer. Meanwhile, stratospheric aerosol geoengineering
overcompensated Arctic sea ice extent recovery in summer and undercompensated it in winter. These
seasonal climate shifts have important ecological, economic, and aesthetic implications for a full
assessment of benefits and risks of stratospheric aerosol geoengineering.

1. Introduction

Mitigation of anthropogenic CO2 emissions may be insufficient to avoid significant risks from climate
change (Rogelj et al., 2016). Solar geoengineering could be a potential means to rapidly alleviate some of
the detrimental consequences of global warming induced by increasing atmospheric CO2 concentrations
(Irvine et al., 2016; Keith, 2000; National Research Council, 2015).

Stratospheric aerosol geoengineering (SAG) using sulfate aerosol particles or their precursors is a proposed
solar geoengineering scheme that has been widely studied (e.g., Crutzen, 2006; Rasch et al., 2008; Rasch
et al., 2008; Robock et al., 2008; National Research Council, 2015; Niemeier & Timmreck, 2015; Ferraro &
Griffiths, 2016). A sustained layer of additional sulfate aerosols in the stratosphere would scatter some of
the incoming solar radiation back to space, cooling the Earth. Numerous climate modeling studies on
SAG have suggested that it could reduce many impacts of anthropogenic global warming, such as sea
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level rise, floods, permafrost degradation, and extreme weather (e.g., Rasch et al., 2008; Moore et al., 2010;
Irvine et al., 2016; Wei et al., 2018; Ji et al., 2018; Lee et al., 2019), and also have side effects such as decreased
stratospheric ozone concentrations in polar regions (Pitari et al., 2014; Tilmes et al., 2008).

Most studies of the impacts of SAG have focused on annual mean change in climate variables (Irvine et al.,
2016; National Research Council, 2015). It is expected that SAG would also affect the seasonal cycle. Two
primary mechanisms would likely contribute to the shift in the seasonal cycle in the geoengineered world
with high atmospheric CO2. First, compared to the radiative forcing of atmospheric CO2, solar forcing has
a much larger seasonal variation (Govindasamy et al., 2000, 2003). There is more sunlight to reflect in the
summer, especially at high latitudes, and thus, solar geoengineering would diminish the seasonal amplitude
of surface temperature, in particular in the high‐latitude regions (Govindasamy et al., 2000, 2003). Second,
sulfate aerosols absorb infrared radiation and heat the stratosphere (Stenchikov et al., 1998). The strato-
spheric heating could have significant dynamic effects on many aspects of the climate system (Ferraro
et al., 2014; Ferraro et al., 2015; Richter et al., 2017; Visioni et al., 2017), including Northern Hemisphere
(NH) winter warming that has been observed after large volcanic eruptions (Driscoll et al., 2012; Robock
&Mao, 1992; Shindell et al., 2004; Wunderlich &Mitchell, 2017). Although volcanic eruptions are an imper-
fect analog of SAG, SAG‐induced stratospheric dynamic change could also lead to the NH winter warming
(Rasch et al., 2008; Kravitz et al., 2019).

In this study, we investigate the seasonal climate response to SAG using the 20‐member Stratospheric
Aerosol Geoengineering Large Ensemble (GLENS, described in detail by Tilmes et al., 2018). This is the first
large ensemble project for evaluating the impact of solar geoengineering, providing a better estimate of the
forced response to the chosen scenario in the presence of natural variability. GLENS utilizes a feedback con-
trol algorithm to annually adjust SO2 injection rates at four independent locations to stabilize three tempera-
ture features simultaneously at their 2020 levels: annual and global mean surface air temperature, annual
mean interhemispheric temperature gradient, and annual mean equator‐to‐pole temperature gradients.
This strategic geoengineering approach is implemented in the Community Earth SystemModel (CESM) ver-
sion 1 with the Whole Atmosphere Community Climate Model (WACCM) as its atmospheric component
(see section 2), under a no policy climate scenario (Representative Concentration Pathway 8.5, RCP8.5,
van Vuuren et al., 2011) during the 21st century (Tilmes et al., 2018).

We observe that the seasonal cycle of temperature over high‐latitude areas is altered in GLENS simulations.
This leads to significant changes of seasonality in the high‐latitude cryosphere, especially for the Arctic sea
ice and snow depth. To better understand the mechanisms of high‐latitude seasonal cycle shifts, in section 4
we compare our results with those from stratospheric heating experiments (Simpson et al., 2019) as well as
solar dimming simulations (Kravitz et al., 2016).

2. Methods
2.1. GLENS Model and Experiment Description

All simulations from the GLENS are performed with the CESM version 1 (CESM1; Hurrell et al., 2013),
incorporating the WACCM as the atmospheric component (CESM1[WACCM]), and fully coupled to land,
ocean, and sea ice models (Mills et al., 2017). The atmospheric component has 72 vertical layers up to
140‐km altitude, with a horizontal resolution of 0.9° latitude by 1.25° longitude. There is a comprehensive
treatment in the model of stratospheric sulfate aerosol formation, microphysical growth processes, and sedi-
mentation, using a modal representation of aerosols (the three‐mode version of the Modal Aerosol Module,
Liu et al., 2012). Also, the model includes a fully interactive stratospheric chemistry and atmospheric
dynamics including an internally generated quasi‐biennial oscillation. These processes influence the strato-
spheric circulation and consequently the spatial distribution of sulfate aerosols (Richter et al., 2017). The
detailed validation and features of CESM1(WACCM) are described by Mills et al. (2017), except that (as
noted by Tilmes et al., 2018) the land component used here is the Community Land Model version 4.5
(CLM4.5) as described by Oleson et al. (2013). Mills et al. (2017) has validated that this model configuration
reasonably reproduce present‐day quasi‐biennial oscillation, stratospheric ozone, and water vapor concen-
tration. Also, the model‐simulated changes in radiative forcing following the 1991 Pinatubo eruption com-
pare reasonably well with observation‐based estimates (Mills et al., 2017), providing confidence for the
model‐simulated climate response to stratospheric aerosol geoengineering.
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The detailed description of GLENS simulations is provided by Tilmes et al. (2018). The GLENS simulations
are conducted under specified greenhouse gas concentrations following the representative concentration
pathway 8.5 (RCP8.5, Meinshausen et al., 2011; van Vuuren et al., 2011). For the RCP8.5 simulations, a
20‐member ensemble is performed over the time period of 2010–2030, with three ensemble members
extended until at least 2097. The stratospheric sulfate aerosol geoengineering simulations are branched from
each of the 20 RCP8.5 simulations in 2020 and extended until 2099. In the geoengineering simulations, SO2

is injected into the stratosphere at four different injection locations (15°N and 15°S at 25 km, 30°N and 30°S
at 22.8 km, all at 180° longitude). GLENS employs a feedback algorithm to annually adjust SO2 injection
rates independently at each location with the goal to simultaneously maintain the global mean temperature
and the interhemispheric and equator‐to‐pole temperature gradients at 2020 levels (see Kravitz et al., 2017
for a detailed description of the setup and objectives). In this study, we use the model output averaged
between 2010 and 2030 from the RCP8.5 simulations as the baseline (Tilmes et al., 2018). For the evaluation
of changes under geoengineering, we use the average over 2075–2095, relative to the baseline. This time per-
iod, in which geoengineering is providing 5.0 K cooling, is used to provide a high signal‐to‐noise ratio in
understanding the effects.

Numerous studies have evaluated the performance of the CESM in simulating high‐latitude climate. Kay
et al. (2014) performed a 30‐member CESM large ensemble (CESM‐LE) using CESM1 version 1 with the
Community Atmosphere Model version 5 (CAM5). These simulation results show that the CESM‐simulated
historical trend of Arctic sea ice, as well as the sea ice thickness, compares reasonably with observations
(Barnhart et al., 2015; Jahn et al., 2016; Labe et al., 2018). Also, CESM‐simulated sea ice motion over the
Arctic Ocean compares reasonably with available observations (DeRepentigny et al., 2016).

2.2. Diagnostic Method of Permafrost

Near‐surface permafrost is diagnosed in the model simulations by detecting whether the ground soil tem-
perature is at or below 0 °C for 24 consecutive months (Slater & Lawrence, 2013). In practice, in our diagnos-
tic of permafrost, for a model grid cell, if any of the soil layer above 3.5 m has a temperature at or below 0 °C
for 24 consecutive months, the model grid is considered to be permafrost. Previous modeling simulations
with the land component CLM4 showed that the model‐simulated permafrost distribution reasonably
matches the observed distribution and broadly captures the southern edge of permafrost across the
circum‐Arctic permafrost regions (Lawrence et al., 2012).

The land component used for GLENS is CLM4.5. Compared to CLM4.0, it includes an active terrestrial car-
bon cycle with photosynthesis and respiration and considers different pools of nitrogen and carbon (Oleson
et al., 2017). As an updated version, CLM4.5 is supposed to share the ability of CLM4.0 in simulating perma-
frost. Present‐day near‐surface permafrost extent simulated by CLM4.5 is 18.6 million km2, which is compar-
able to the observation‐based estimation of 16.2 million km2 (Brown et al., 2002).

2.3. Description of GEOHEAT, GEOHEAT_S, and 3 × 3 Simulations

In this study, we compare our results with two related geoengineering simulations also conducted using
CESM1. Simpson et al. (2019) performed a four‐member ensemble of simulations, referred to as
GEOHEAT, under RCP8.5 radiative forcing from 2010 to 2030 with additional stratospheric heating
imposed. This heating was derived from GLENS over the time period from 2075 to 2095 and represents
the radiative heating rates due to the excess sulfate aerosol as determined by a double call to the radiation
scheme: in one call the radiation scheme saw the aerosols and in the other it did not. In GEOHEAT, some
global mean warming of about 0.6 K arises as a result of the greenhouse effect of increased stratospheric
water vapor. To minimize the warming, Simpson et al. (2019) also conducted a short‐term spin‐up ensemble
(GEOHEAT_S). GEOHEAT_S has the same additional stratospheric heating imposed as in GEOHEAT, but
each member of GEOHEAT_S is initialized from 1 January of each year of the baseline simulations and run
for 14 months to avoid the substantial change of stratospheric water vapor. The annual mean climate vari-
ables for GEOHEAT_S are taken from March of the first year to February of the second year.

Kravitz et al. (2016) conducted a 70‐year simulation of a designed solar‐reduction strategy referred to as the
3 × 3 case, indicating the number of modified degrees of freedom and the number of climate targets. They
performed simulations under prescribed CO2 concentrations with a 1% increase per year, using a version of
CESM that has a different atmospheric component (CAM5) and land model version (CLM4) compared to
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that of GLENS. Also, the RCP8.5 scenario used in GLENS involves changes in tropospheric aerosols and
land use, which are not present in the idealized 3 × 3 case with 1% CO2/year increase. In the 3 × 3 case,
insolation is reduced to minimize the changes in the global mean temperature, and the interhemispheric
and equator‐to‐pole temperature gradients: these are the same climate objective as in GLENS. To compare
the GLENS and 3 × 3 case, we choose the time period of GLENS and the 3 × 3 case that has the same
amount of cooling relative to their own high‐CO2 background. For the 3 × 3 case, we choose the time period
between years 40–70, during which the cooling caused by solar reduction (relative to the 1% CO2 increase)
is 2.3 K. For GLENS, we choose the time period between years 2040 and 2060, during which the cooling
caused by aerosol injection (relative to RCP8.5) is also 2.3 K.

3. Shifts in the High‐Latitude Climate Seasonal Cycle

In this section, we discuss shifts in the seasonal cycle simulated by GLENS focusing on the high‐latitude
cryosphere. All reported changes are for the period 2075–2095 relative to the baseline (ensemble mean of
RCP8.5 simulations during 2010–2030).

By design, in terms of annual mean values, GLENS simulations successfully maintain the global mean sur-
face air temperature at the baseline level and minimize changes in both the interhemispheric and equator‐
to‐pole temperature gradients (Tilmes et al., 2018). Nonetheless, temperatures depart from the baseline at
the regional scale (Figure 1a).

Relative to the baseline, the surface air temperature change over the high latitudes under GLENS exhibits
substantial shifts in the seasonal cycle (see Figure 1 for residual changes and Figure S1 in the supporting
information for absolute changes). To isolate seasonal shifts from residual warming that is present all year,
we show the departures of the boreal summer June‐July‐August (JJA) and winter December‐January‐
February (DJF) temperature changes relative to the annual mean temperature changes (Figures 1b and
1c). Over high‐latitude land in both hemispheres, relative to baseline, JJA and DJF temperatures have
opposite signs of change with warming in winter and cooling in summer, illustrating a diminished seasonal
cycle under GLENS (Figures 1b and 1c). We also note that under GLENS, in the near‐polar Arctic Ocean
(around 85°N–90°N), both JJA and DJF are relatively warmer than the annual mean change. The reason
is that sea ice increases sufficiently in September‐October‐November (SON) to generate a considerable cool-
ing in SON, and all other seasons are relatively warmer than the average (Figure S2). The seasonal cycle of
temperature in the northern high latitudes is roughly sinusoidal (Figure S3a). The maximum reduction in
temperature seasonal cycle amplitude appears in northern Scandinavia (40.3 ± 0.8%), but there are also
places where the seasonal cycle amplitude increases, with a maximum increase of 19.5 ± 0.5% in
Nunavut (Figure S3b).

The residual winter warming could have substantial effects on the high‐latitude cryosphere at some specific
locations. For example, in places such as Helsinki and Stockholm where the winter is slightly below or
around freezing, a slightly warmer winter in response to SAG as simulated in GLENS would cause a consid-
erable decrease in the snow depth relative to the baseline, though snow depth is still greater than under
RCP8.5 (Figure 2). Changes in snowfall, both in timing and in amount, were frequently brought up in a
focus‐group study in northern Finland as an important concern for climate change, with economic, ecologi-
cal, and aesthetic dimensions (Buck, 2018).

Under RCP8.5, sea ice extents in high latitudes experience rapid decrease during this century, while GLENS
largely maintains the high‐latitude sea ice in both hemispheres (Figure S4, also see Kravitz et al., 2019).
However, the seasonal temperature shift at high latitudes under GLENS has a significant effect on the sea-
sonal cycle of sea ice change. As shown in Figure 3, under GLENS, the Arctic sea ice extent decreases over
baseline levels during boreal winter and increases during summer, with an 8% reduction inMarch (when sea
ice extent reaches maximum in the baseline) and a 52% increase in September (when sea ice extent reaches
minimum in the baseline) (Figure 3a). Antarctic sea ice extent in GLENS exhibits a 23% reduction during
austral winter, while only a slight shift in sea ice occurs during summer (Figure 3b). Figure S5 show the
Arctic sea ice extent loss in March and gain in September under GLENS relative to the baseline. In the
NH, decreases in the March Arctic sea ice concentration in GLENS are most pronounced in regions around
Greenland and Alaska, and the Barents‐Kara Seas (Figure 3c), and increases in the September Arctic sea ice
concentration span much of the Arctic Ocean (Figure 3e), which correlates well with the distribution of
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temperature change (Figure S5). On the other hand, changes in atmospheric circulation, ocean currents and
mixing, and ocean heat flux could also affect the sea ice response at local scale (Moore et al., 2014). In the
Southern Hemisphere (SH), compared to the baseline, the Antarctic sea ice concentration under GLENS
decreases across much of the ocean around Antarctic in September (Figure 3f). During the austral
summer, sea surface temperature around Antarctica is warmer in GLENS compared to the baseline
(Figure S6), which leads to a slight decrease in total Antarctic sea ice extent in austral summer relative to
the baseline (Figure 3b). The result reported by Moore et al. (2014) shows that there is only a slight

Figure 1. Annual and seasonal surface temperature change for GLENS (left column) and GEOHEAT_S (right column) simulations. Annual mean change (a), JJA
change minus annual mean change (b), and DJF change minus annual mean change (c) of temperature for GLENS. Annual mean change (d), JJA change minus
annual mean change (e), and DJF change minus annual mean change (f) of temperature for GEOHEAT_S. For GLENS, changes represent departures of the
2075–2095 ensemble mean from the baseline RCP8.5 2010–2030 ensemble mean. For GEOHEAT_S, changes represent departures of GEOHEAT_S (2010–2030)
from the baseline (RCP8.5 2010–2030) mean. Hatched areas are regions where the changes are not statistically significant at the 5% level by the Student's t test.
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seasonal cycle change in the Arctic sea ice extent under G1 (the G1 scenario uses insolation reduction to
balance the radiative forcing from an abrupt quadrupling CO2), which is different from our result here,
indicating that solar reduction does not sufficiently capture some relevant seasonal effects from
stratospheric aerosol injections.

Not all fields related to the cryosphere are strongly influenced by the shift in the seasonal cycle of tempera-
ture under GLENS. Near‐surface permafrost is diagnosed in the model simulations by accounting for the
areas where the ground soil (soil depth above 3.5 m, see section 2) is frozen for at least two consecutive years
(Slater & Lawrence, 2013). Relative to the baseline, under RCP8.5, Arctic annual mean permafrost area
decreases by 83% by the end of this century, whereas the decrease is only 5% in GLENS (Figure S7a). The
spatial pattern of the Arctic permafrost area under GLENS is similar to the baseline with slight changes at
the margin areas (Figure S7b). Compared to the baseline, the shift in the seasonal cycle of permafrost is
not statistically significant (Figure S8a), which is consistent with the nonsignificant shift in the seasonal
cycle of soil temperature in the top 3.5 m (Figures S8b and S8c). The seasonal cycle of temperature is much
weaker below the surface, and thus, changes in the seasonal cycle of surface temperature are less important
in influencing permafrost area than the residual changes in the annual mean temperature.

For land ice sheets, Greenland runoff accounts for about half of present‐day ice loss and is thus a relevant
metric for ice sheet mass balance (van den Broeke et al., 2009). In both RCP8.5 and GLENS simulations,
the difference between precipitation and evapotranspiration (P‐E) contributes to about half of the increase
in Greenland runoff (Figure S9), indicating that about half of the increase in Greenland runoff stems from
glacier melting. Relative to RCP8.5, the annual mean Greenland runoff under GLENS is largely maintained
at 2020 level during the time period of 2020–2100 (Figure S7c). In GLENS there is a small but statistically
significant reduction in seasonal cycle amplitude of Greenland runoff (Figure S7d), which is consistent with
the seasonal cycle changes in high‐latitude temperature. It should be noted that the model does not include
dynamic ice sheets and that the measure of runoff is purely diagnostic based on the surface energy balance
and does not actually affect the ice sheet in the model.

Figure 2. Model‐simulated monthly‐mean surface air temperature (a) and snow depth (b) at Helsinki (60.2°N, 24.9°E),
and surface air temperature (c) and snow depth (d) at Stockholm (59.3°N, 18.0°E). The ensemble mean results are
shown with the solid lines, and single ensemble members are shown with the dotted lines. The black lines are for baseline
(RCP8.5 2010–2030) results; the red lines are for RCP8.5 2075–2095 results; the blue lines are for GLENS 2075–2095
results.
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Figure 3. Model‐simulated monthly‐mean sea ice extent of (a) Arctic (north of 60°N) and (b) Antarctic (south of 60°S) for
baseline (RCP8.5 2010–2030, black lines), RCP8.5 (2075–2095, red lines), and GLENS (2075–2095, blue lines). The
ensemble mean results are shown with the solid lines, and the single ensemble members are shown with the dotted lines.
Model‐simulated ensemble mean sea ice concentration change (%) under GLENS (2075–2095) relative to baseline (RCP8.5
2010–2030) in March over (c) Arctic (north of 60°N) and (d) Antarctic (south of 60°S) and in September over (e) Arctic
and (f) Antarctic. Hatched areas are regions where the changes are not statistically significant at the 5% level by the
Student's t test.

10.1029/2019GL085758Geophysical Research Letters

JIANG ET AL. 14,159



4. Mechanisms

Two likely mechanisms could lead to shifts in the seasonal cycle of temperature and other variables at high
latitudes in GLENS: the seasonal variation of sunlight and the dynamic effect of stratospheric heating. The
effect of seasonal variation of sunlight is partially compensated by the seasonal dependence of aerosol optical
depth (AOD) with higher AOD in winter and lower AOD in summer over high latitudes (Figure S10). To bet-
ter understand the contribution of these two mechanisms to changes in the high‐latitude seasonal cycle, we
compare the temperature seasonal cycle in GLENS with the results of two relevant simulations.

Simpson et al. (2019) conducted a set of simulations with the same CESMmodel version as GLENS, referred
to as GEOHEAT, in which the additional stratospheric heating caused by the injected sulfate aerosols in
GLENS in 2075–2095 was added over the baseline 2010–2030 period but without the aerosol injection. In this
way, the impacts of stratospheric heating can be isolated from the scattering effect of stratospheric aerosols
and the radiative impact of higher greenhouse gas concentrations. In GEOHEAT, a surface warming of
about 0.6 K is observed, which likely arises from enhanced stratospheric water vapor concentration. To
reduce the effect of the warming, Simpson et al also considered a short‐term spin‐up ensemble
(GEOHEAT_S) to avoid changes in stratospheric water vapor and hence reduce the global warming
relative to GEOHEAT (GEOHEAT and GEOHEAT_S are described in detail in section 2). Figure 1 shows
the seasonal temperature anomalies for GLENS (left column) and GEOHEAT_S (right column), both of
which have near‐zero global mean surface warming. Temperature seasonal changes in GEOHEAT are
shown in Figure S11.

In the NH, GLENS, GEOHEAT, and GEOHEAT_S have similar spatial patterns andmagnitudes of tempera-
ture seasonal cycle change over most regions in Scandinavia and Russia (Figure 1), indicating that the
dynamic effect of stratospheric heating contributes at least partly to the NH high‐latitude seasonal cycle
shifts in GLENS. A similar warm anomaly in boreal winter over northern Europe is also seen after volcanic
eruptions (Driscoll et al., 2012; Wunderlich & Mitchell, 2017). Following large volcanic eruptions, aerosol‐
induced stratospheric heating and the associated strengthening of the stratospheric polar vortex would gen-
erate a poleward shift of the Atlantic jet, which is associated with increased zonal advection of warm mar-
itime air over the continent, giving rise to the warming in northern Europe. This pattern of temperature
change is quite analogous to what happens in association with the North Atlantic Oscillation variability,
which is often influenced by stratospheric vortex variability (Thompson & Wallace, 2001). However, from
Figure 1, the seasonal cycle shift is quite different between GLENS and GEOHEAT_S over Greenland and
north of Canada. This could be a result of the fact that there is no sustained ocean response in
GEOHEAT_S. Such differences also occur when comparing GLENS and GEOHEAT (Figure S11). Under
GLENS, the Atlantic meridional overturning circulation strengthens considerably after year 2030 to the
end of this century, which increases ocean heat transport and consequently warming at high latitudes
(Fasullo et al., 2018), while the Atlantic meridional overturning circulation might not have fully responded
in GEOHEAT.

In the SH high latitudes, GLENS and GEOHEAT_S show a similar spatial distribution of temperature sea-
sonal shifts over Antarctica (Figure 1). However, GEOHEAT has the opposite effect on the temperature sea-
sonal cycle in Antarctica (i.e., relatively cooler winters and relatively warmer summers) compared to GLENS
and GEOHEAT_S (Figures 1 and S11). Stratospheric heating would result in a poleward shift of both the
Atlantic jet and the SH jet. A poleward shift of the Atlantic jet would be expected to result in warming over
northern Europe due to increased zonal advection of warm air from the Atlantic ocean while such an effect
would not be present over SH land masses since Antarctica does not lie in the path of the poleward jet shift.
GEOHEAT_S and GEOHEAT have quite similar changes in the SH jet stream (Simpson et al., 2019), yet
yield quite different temperature seasonal cycle changes over Antarctica, indicating that stratospheric heat-
ing is likely not the dominant mechanism of the seasonal cycle shifts in the SH high latitudes.

The results from GLENS here can also be compared with solar geoengineering simulations where solar irra-
diance is directly reduced without the effect of stratospheric heating. Kravitz et al. (2016) designed a solar
reduction simulation (termed as the 3 × 3 case) to achieve temperature goals in a similar manner as
GLENS. Specifically, solar irradiance in CESMwas adjusted so that the annual global mean surface tempera-
ture, interhemispheric temperature difference, and equator‐to‐pole temperature gradient were maintained
at preindustrial levels against a 1% per year increase in atmospheric CO2 (described in detailed in
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section 2). To compare the GLENS and the 3 × 3 case, we choose the time period of GLENS and the 3 × 3 case
that have the same amount of cooling relative to the high‐CO2 world (described in detail in section 2). It
should be noted that the 3 × 3 case has a preindustrial baseline that is in equilibrium, while the GLENS base-
line is the RCP8.5 2010–2030 transient state. As the temperature targets are achieved, it is likely that in
GLENS, this will be accompanied by relatively greater cooling of the land surface compared to the ocean
than in 3 × 3 (Figure S12), as the ocean will take some time to stop warming in response to the prior green-
house gases forcing it has experienced.

The spatial pattern and magnitude of temperature seasonal anomalies in the 3 × 3 case are quite similar to
GLENS over the Antarctic (Figure S12 and Table S1), indicating that the seasonal variation in sunlight could
be the dominant factor there. In the NH high latitudes, the spatial patterns of the shift in temperature sea-
sonal cycle are quite different between GLENS and the 3 × 3 case (Figure S12). However, a cooler summers
and warmer winters are also observed in the NH high latitudes under the 3 × 3 case (Figures S12 and S13),
which means that the solar seasonal variation presumably also contributes to the NH changes. Under
GLENS, the AOD has fairly strong seasonal variation in the NH (Figure S10), which partially compensate
for the effect of seasonal variation of sunlight.

Comparisons of GLENS with related simulations (GEOHEAT, GEOHEAT_S, and 3 × 3 case) provide first‐
order assessments of the potential effects of stratospheric heating and the seasonal variation of sunlight in
the seasonal shifts of climate change under GLENS. Under GLENS, the dynamic effect of stratospheric heat-
ing is an important contributor to the seasonal cycle shifts at high latitudes in the NH, and the seasonal var-
iation of sunlight contributes to the seasonal cycle shifts at high latitudes in both hemispheres. An in‐depth
analysis of the relative importance of these two mechanisms merits further research, such as simulations
with idealized aerosols that do not introduce any stratospheric heating.

5. Discussion and Conclusion

Solar geoengineering using stratospheric sulfate aerosols could have significant effects on the high‐latitude
seasonal cycle that should be taken into account in assessing the impacts of geoengineering, and hence in
evaluating the benefits and risks in order to inform any future decision regarding deployment. We illustrate
these effects here using the GLENS ensemble of simulations in which the aerosol injection strategy is delib-
erately chosen to minimize the annual mean temperature changes at high latitudes. In GLENS, the Arctic
sea ice has the most pronounced seasonal cycle changes in response to undercooled winters and overcooled
summers induced by sulfate aerosol geoengineering.

The effect on the seasonal cycle is less apparent in most previous studies, because typically, unless using a
feedback control algorithm like in GLENS, the tropical aerosol injection leads to significant undercooling
at high latitudes relative to the tropics; and thus, high‐latitude impacts in prior simulations will be mostly
driven by the residual changes in the annual mean. To support well‐informed decisions regarding geoengi-
neering deployment, it is reasonable to consider more complex strategies of injections, such as that used in
GLENS that minimize not only the global mean temperature change but also the changes in large‐scale
temperature gradients.

We also analyze two other sets of relevant simulations to better understand the mechanisms of seasonal
shifts under GLENS. Both seasonal variation of sunlight and aerosol‐induced stratospheric heating appear
to play a role in high‐latitude seasonal cycle changes, but it would be premature to conclude which one is
the dominant factor in the NH, especially at regional scales; the seasonal variation of sunlight appears to
be dominant in the SH. More targeted simulation experiments are needed to better understand and separate
the effects of the two mechanisms.

Although these mechanisms will always be present with any stratospheric sulfate aerosol geoengineering, it
may be possible to devise further strategies that reduce these effects either by seasonally dependent injection
strategies (Visioni et al., 2019) or through the use of alternate aerosols such as calcite that lead to less strato-
spheric heating (Keith et al., 2016). Our study demonstrates that the effects of the high‐latitude seasonal
cycle shift should be taken into account whenever we evaluate impacts from stratospheric aerosol geoengi-
neering. The influence of high‐latitude seasonal cycle change on other aspects of the Earth system, such as
the carbon cycle, merits further studies.
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