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ABSTRACT

We introduce a coupled mechano-chemical peridynamic model to describe stress corrosion cracking. In this model, two mechanisms, stress-
dependent anodic dissolution and diffuse corrosion layer-assisted fracture, are considered to influence pitting and crack propagation in stress
corrosion cracking. Diffusion peridynamic bonds (acting as dissolution bonds at the solid/liquid interface) and mechanical peridynamic bonds are
used to represent the interactions between material points. Mechanical bonds can be damaged by mechanical stretching or by anodic dissolution.
The magnitude of the dissolution fluxes for diffusion peridynamic bonds depends on both mechanical deformation and the applied electrical po-
tential. The coupling between anodic dissolution and mechanical damage leads to cracks that initiate in the corrosion damage layer and propagate
into the bulk. A 2D three-point bending/corrosion test demonstrates the concept. We verify the model in 3D using an experimental test from the
literature for the case of stress-corrosion cracking process in a steam turbine steel sample. The model’s results capture the pit-to-crack transition
time, the pit size and shape at fracture, as well as the morphology of cracks that spring from, and connect the pits.

1. Introduction

Corrosion can cause mechanical damage near the material surface and reduce material’s strength significantly (Li et al., 2018) .
When corroding structures are subject to mechanical loadings, they can undergo stress corrosion cracking (SCC), which is cracking in
the presence of corrosion (Cramer and Covino, 2003). Catastrophic failure can ensue, sometimes with little warning, as drastic re-
ductions in ductility lead to quasi-brittle fracture events in materials thought to have higher toughness. The ability to simulate
corrosion damage evolution and transition from pitting to crack initiation and propagation is essential for predicting residual service
life of engineering structures, reliability analysis, and corrosion-resistant design of materials. The goal of this paper is to introduce a
new peridynamic (PD) model for SCC and apply it to study pit-to-crack transition problems.

Pit-to-crack transition in stress-corrosion cracking has been an active research topic for the last decade. Advanced techniques, such
as X-ray computed tomography (Connolly et al., 2006) and SEM (or FIB-SEM) (Hinds et al., 2013), were applied to study the pit/crack
morphology, post SCC. These techniques combined with FE analysis have provided some useful insights with respect to the pit-to-crack
transition (Horner et al., 2011; Zhu et al., 2013). An interesting phenomenon, revealed by three-dimensional (3D) imaging (Connolly
et al., 2006), is that the pit-to-crack transition does not occur necessarily at the pit base. In SCC of a steam turbine disc steel (Connolly
et al., 2006), researchers noticed that cracks did not necessarily initiate from the bottom of the pits. Similarly observed in (Zhu et al.,
2013), the preferential SCC initiation sites for stainless steel are at the shoulders, rather than at the bottoms of the surface pits/defects.
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The off-base locations of the cracks from pits are puzzling, given that the pits bottoms are the areas with largest stress-concentration
factors, based on geometry. Traditionally, a crack was assumed to initiate from a pit when two criteria were satisfied: the pit depth
exceeded a threshold value and the crack growth rate was greater than the pit growth rate (Kondo, 1989; Turnbull et al., 2010). The
first criterion leads to crack initiating from pit bottom. Given the discrepancy between experimental observations and this traditional
point of view, a new mechanism needs to be introduced and corresponding models have to be implemented for a better understanding
of SCC.

Most of the numerical models used for SCC, such as cohesive zone model (Xiang et al., 2019) and phase field model (Nguyen et al.,
2018), generate cracks that grow from the base of pits in systems under mechanical loadings. The reason for the models’ inability to
capture cracks initiating from pit locations other than the lowest point on the pit bottom, is the uniformity of corrosion front that they
produce. In reality, the corrosion damage layer (Chen and Bobaru, 2015a; Jafarzadeh et al., 2019a; Li et al., 2018; Li et al., 2016) is
highly non-uniform, with even mechanical properties changing, stochastically, through its thickness (Li et al., 2018; Li et al., 2016;
Vallabhaneni et al., 2018; Yavas et al., 2018). Computational models that simulate corrosion as a diffusion process in the electrolyte
and consider the motion of the corrosion front a moving-boundary problem, cannot capture this behavior. Models like those in (Chen
and Bobaru, 2015a; Jafarzadeh et al., 2018b; Jafarzadeh et al., 2019a; Jafarzadeh et al., 2019c¢), which view the corrosion process as
affecting the solid material through a certain thickness, effectively coupling diffusion in electrolyte with dissolution and mechanical
damage at the corrosion layer, allow for the potential of cracks initiating from locations other than the bottom of a pit (Li et al., 2018).

In summary, a potentially successful model for pit-to-crack transition needs to be autonomous (to allow for unrestricted evolution
of the corrosion front), and stochastic (to permit heterogeneities in the corrosion damage layer). Finite volume approaches (Scheiner
and Hellmich, 2007, 2009), cellular automata (CA) models (Di Caprio et al., 2011; Malki and Baroux, 2005; Pérez-Brokate et al., 2016;
Rusyn et al., 2015; Stafiej et al., 2013; Van der Weeeén et al., 2014), peridynamic (PD) models (Chen and Bobaru, 2015a; Chen et al.,
2016a; De Meo and Oterkus, 2017; Jafarzadeh et al., 2018a; Jafarzadeh et al., 2018b; Jafarzadeh et al., 2019a) and phase-field models
(Ansari et al., 2018; Chadwick et al., 2018; Mai and Soghrati, 2018; Mai et al., 2016; Nguyen et al., 2018; Tsuyuki et al., 2018) are the
main methods used recently in modeling pitting corrosion. A detailed recent review of corrosion damage models is presented in
(Jafarzadeh et al., 2019b). Among these models, only CA and PD models generate structural heterogeneities at the corrosion fronts. In
CA simulations, reaction-based transition rules of the discrete cell states are a convenient tool to sometimes obtain realistic-looking and
stochastic pit morphologies. However, the major drawback of this approach is that the time magnitude and spatial sizes (model’s
physical dimensions) are not physical quantities, and need to be calibrated for particular transition rules and particular experimental
observations (Van der Weeén et al., 2014).

Peridynamics, a new non-local model, has been proposed originally for fracture problems by Silling in Silling (2000). The gov-
erning equations in PD are in the form of integro-differential equations instead of the partial differential equations (PDEs) arising from
classical, local models. Spatial gradients at each material point in the classical models are replaced by integrals of interactions of that
point with its family of points. The advantage of replacing spatial derivatives with integrals is the elimination of smoothness re-
quirements for the unknown field. This formulation is particularly useful in handling evolving discontinuities, such as propagating
cracks in a solid (Zhang et al., 2016). Using this method, promising results have been obtained in, for example, dynamic brittle fracture
in glass (Ha and Bobaru, 2011; Hu et al., 2013), fiber-reinforced composites (Hu et al., 2012; Mehrmashhadi et al., 2019). The model
has been extended to diffusion-type problems (Bobaru and Duangpanya, 2010, 2012; Chen and Bobaru, 2015b), and, in particular, to
modeling corrosion damage (Chen and Bobaru, 2015a; Jafarzadeh et al., 2018b; Jafarzadeh et al., 2019a).

The basic difference between classical models (which model corrosion as a diffusion problem in the electrolyte domain only, with a
moving boundary) and peridynamic models for corrosion is that in peridynamics, corrosion is viewed as a type of damage induced in
the solid by the dissolution process, coupled with the diffusion problem in the electrolyte. The benefit of such an approach can be far-
reaching because it can capture important changes that happen in the solid phase, near the corrosion front, leading to a better un-
derstanding of the factors that control the loss of ductility observed in corroded samples (Li et al., 2018; Liu et al., 2008; Song et al.,
2005). The peridynamic model for corrosion damage couples diffusion of metal ions in the electrolyte, phase-change due to dissolution
at the corrosion front, and mechanical damage in the corroding layer, offering a more complete description of corrosion damage (Chen
and Bobaru, 2015a). Moreover, the stochastic damage layer, seamlessly attached to the bulk, mimics the real case scenario in which
cracks may initiate at other points than the deepest point in a pit (Li et al., 2018).

In this paper, we extend a stress-dependent corrosion PD model recently published in Jafarzadeh et al. (2019c¢) to consider me-
chanical damage produced not only by the corrosion process, via anodic dissolution, but also by mechanical strains. This extended PD
model is applied to study the pit-to-crack transition. The paper is organized as follows: In Section 2 we present brief reviews of
peridynamics and of the peridynamic corrosion model, together with the main algorithm for the coupled corrosion-fracture model. In
Section 3, we apply the coupled model for a 2D SCC problem in a corroding metal beam under three-point bending condition, and show
how the SSC process, as a combination of anodic dissolution and mechanical damage, leads to progressive material failure. In Section 4,
we validate the model by comparing the pit/crack morphology and cracking initiation time against some experimental measurements
from the literature. We present our conclusions in Section 5.

2. Peridynamic corrosion-fracture model

The peridynamic (PD) theory, introduced by Silling (2000) as a reformulation of the classical continuum mechanics, is an
integral-type nonlocal model that allows fracture and damage to be treated as natural parts of the solution process. In the PD theory,
the interaction between a material point x(see Fig. 1) and its neighbors extends beyond the nearest neighbors, over a region called the
“horizon” (H,). The radius of this neighborhood is denoted by sand is called the horizon size (or in short, the “horizon”, when there is no
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danger of confusion with the horizon region). Material points in the horizon neighborhood of x, are called the family of xand are
generically denoted by ¥(see Fig. 1). Line segments in Fig. 1represent PD bonds, transferring the pair-wise information between points.
In elasticity, for instance, bonds are similar to springs exerting forces between points in a family (Silling, 2000). For diffusion problems
(e.g. heat and mass transfer), bonds are similar to conductors (or pipes) that carry heat (or mass) from one point to another (Bobaru and
Duangpanya, 2010). In this study, PD bonds used in the formulation for material deformation or damage are called “mechanical
bonds”, while bonds carrying mass (concentration) information are referred to as “diffusion bonds”. Before we introduce the peri-
dynamic coupling among elasticity, corrosion, and damage for SCC modeling, we briefly review the peridynamic models for elasticity
and fracture, and corrosion damage in the next two sections, respectively.

2.1. Peridynamic fracture model

Peridynamics, originally as a reformulation of the classical continuum mechanics, allows for a natural treatment of discontinuities
in materials by employing the concept of nonlocal interactions. It has been successfully applied to deal with cracks and damage in solid
mechanics especially in situations where the crack path is not known in advance (Bobaru et al., 2016; Cheng et al., 2020; Ha and
Bobaru, 2011; Hu et al., 2012). The PD equations of motion at a point xand time tare (Silling, 2000):

pGe,ii(x,1) = [ f(¥—x,u(X,1) —u(x,1))dV=+b(x,1) (€D

H
where pis the mass density, uis the displacement vector field, H,is the neighborhood region of x(called the horizon region, or simply

the horizon), fis the pair-wise force function in the peridynamic bond connecting material points ¥and x, and bis the body force
density. For a static problem, the left side of the equation vanishes, which leads to

/f(f—xm()?)—u(x))dV;er(x):O. 2)
Hy
We denote ¢ = X — xas the relative reference position between nodes xand ¥, and by = u(x,t) — u(x, t), the relative displacement
vector. For a horizon region with spherical symmetry, each material point has an associated horizon size (5, the radius of the horizon
region), such that

fEm) =01if € >4 3
The force density function for a linear microelastic material is given as (Silling, 2000):
E+n
) = c(é)s, 4
fEm e ©

where c(€)is the micro-modulus function of the bond. The micro-modulus function can take different forms, depending on the required
horizon-scale behavior (Chen et al., 2016b). Here we only consider the constant-profile micro-modulus function (independent of the
bond length), which, when we setup a match of the strain energy density with the classical theory for a homogeneous deformation,
leads to the following forms:

12,
® = ®)

0

Fig. 1. Schematic of a peridynamic body Q, and the nonlocal interactions between a material point and points in its horizon neighborhood (H,).
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in 3D [4], and

s plane stress
s
c(é) = , 6
O ©)
- ane strain
575° P
in 2D. Here Eis the Young’s modulus.
The peridynamic bonds can break irreversibly, or reversibly when they are meant to represent, for example, van der Waals-like
interactions (Silling and Bobaru, 2005). For irreversible bond breaking, we have f(€,7) = 0, if s > sy, where spis the critical bond
strain, calibrated to the material’s fracture energy, for the micromodulus functions given above, as follows:

SGO
S0 =\6E5 " )
in 3D, and
ﬂ lane stress
9gs’ P

So = s 8
>7Go lane strain
Vi2Es P

in 2D. Here Gyis the fracture energy (energy per unit fractured area for complete separation of the body in two halves).
In uniform, or close-to-uniform discretization of the peridynamic equations, the damage index at a node is defined as the ratio
between the number of broken (or failed) mechanical bonds (Ny) and the total number of bonds (N) originally associated with this node

(d(x,t) = %). Ref. Jafarzadeh et al.(2019c¢) considered only corrosion damage, while damage induced by mechanical loading (bond
breaking due to its strain exceeding a critical value) was not included.

The type of corrosion-fracture problems we consider here feature a large time-scale separation between the corrosion and brittle
fracture processes: corrosion is slow compared to crack growth. A staggered coupling model (solve a transient corrosion problem until
fracture initiates, then run the fracture module until cracks arrest, before continuing with another transient solution of the corrosion
problem) is warranted. Moreover, inertial effects are likely minor and the mechanical simulations performed in this work can be
approximated as quasi-static. The energy minimization method is used to solve the PD elastic-brittle fracture quasi-static problem, and
the nonlinear conjugate gradient method with secant line search is adopted to minimize the strain energy of the system. The details of
this method can be found in Zhang et al. (2016).

2.2. Peridynamic corrosion model

Corrosion in peridynamic model is treated as a dissolution-diffusion process. Peridynamic formulations for diffusion-type problems
have been introduced with the purpose to address, for example, heat and mass transfer in bodies with evolving discontinuities (Bobaru
and Duangpanya, 2010, 2012). The PD equations for mass transfer, without sources or sinks are (Bobaru and Duangpanya, 2010, 2012;
Chen and Bobaru, 2015b):

electrolyte

solid-eolld bonds dissolving solid:

0<d<1

liquid-liquid bonds

interfacial bonds

Fig. 2. Schematic of the domains and bonds defined in the PD corrosion model.
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oC(x,1) . C(x, 1) —C(x, 1) .
o = /k(x, X) e ave. 9
H

In Eq. (9), C(x,t)is the concentration at point xand time t. k(x, ¥)is the micro-diffusivity of (x, ¥) diffusion bond (see Fig. 2, different
domains and the different types of bonds near the dissolution front), and it is defined as a function of mechanical damage d(x,
t)(Jafarzadeh et al., 2018b; Jafarzadeh et al., 2019a):

k.(D), d(x,t) =1&d(x,1) =
k(x, X) = 0, d(x,t) <1 &d(x,1) <1 (10)
Kiss» [d(x,t) or d(x,0)|{1 & [d(x,1) or d(X,1)] = 1
k. (D)is the liquid micro-diffusivity, calculated based on the diffusivity of the electrolyte, D[56, 57]:
vt in 2D
k(D)= " (11)
~— in 3D
27

Note that different kernels can be used in Egs. (1) and (9), which result in different forms for the micro-modulus in Egs. (5) and (6),
and for micro-diffusivity in Eq. (11) (Chen and Bobaru, 2015b; Chen et al., 2016b). Eq. (10) states that no diffusion takes place if both
points belong to the solid phase. However, if one point is solid and the other point is liquid, the bond is an interfacial bond that carries
the anodic dissolution micro-flux. For such bonds, k = kg;ssis called the micro-dissolvability (Jafarzadeh et al., 2018b; Jafarzadeh et al.,
2019a).

While Eq. (9) models mass transfer via anodic dissolution at the interface and diffusion in the electrolyte, a concentration-
dependent damage model, describes the evolution of the connection between damage and concentration drop during the corrosion
process (Chen and Bobaru, 2015a):

1 , Cler) < Cu
Cooia — Clx, 1
d(xvt) = Cldldiiéx) 7Csal < C(x-,l) < Csnlid (12)
SOl sat
0 ) C(xv t) = Csolid

Eq. (12) implies that when concentration in the solid drops below the saturation concentration of metal ions in the electrolyte (Csar)
by dissolution, the solid phase changes to liquid (we set d = 1). The damage for intact solid (full-concentration of Cy}4) is zero. In this
model, the solid region within the sdistance of the metal/electrolyte is the dissolving region (see Fig. 2) and possesses a concentration
value between Cgyrand Copiq- Eq. (12)provides a relationship that determines the damage for this region according to the concentration.
This partially damaged dissolving solid region with the gradual change in concentration, is in fact, the diffuse corrosion layer (Li et al.,
2016) observed experimentally near the corrosion front, where, over a thickness of several micrometers, gradual changes in
composition and degraded mechanical properties take place (Badwe et al., 2018; Li et al., 2018; Li et al., 2016; Vallabhaneni et al.,
2018; Yavas et al., 2018).

The concentration-dependent damage in Eq. (12) translates into mechanical damage by removing mechanical bonds in the
corroded region. The removal process involves a stochastic procedure described in detail in Chen and Bobaru (2015a).

The effect of stress on corrosion rate can differ among corrosion systems and different loading conditions. Elastic and plastic strains,
compressive or tensile, can affect any of the chemical reactions (anodic, cathodic, passivation, etc.) present during the corrosion
process. Nearly all experimental investigations suggest that tensile elastic stress is likely to increase the anodic dissolution rate. This
behavior is usually explained via a mechano-chemical theory (see e.g. Gutman, 1994). We use the following constitutive relationship
for kg;ssin the stress-assisted corrosion PD model for the elastic deformation regime (Jafarzadeh et al., 2019c¢):

kéiss(vaxS) = kgissexp[ye(xs)]v (13)

where x;and xsare respectively the liquid end and the solid end of the interfacial bond, k; is the micro-dissolvality for the stressed
material, kY is the micro-dissolvability for the unstressed material and is calibrated to the anodic current density. Parameter y de-
termines the stress dependency of anodic dissolution. This equation, derived from Gutman’s theory (Gutman, 1994), expresses that the
micro-dissolvability of an interfacial bond is exponentially related to dilatation of the solid end of that bond. The nonlocal dilatation for

a bond-based material in 3D is (Zhang et al., 2016):

Ju IV =y 1= I % —x [ldv

Ox)=3 =
fHXH X —x [dv~

(14)

Nonlocal dilatation is three times the average extension of mechanical bonds, and is analogous to volumetric strain in the local
theory (which is three times the mean strain). In 2D, an alternative formula can be used to approximate dilatation, and the corre-
sponding reduced micro-dissolvability is:



Z. Chen et al. Journal of the Mechanics and Physics of Solids 146 (2021) 104203

Kiigs (1, X5) = ki €XP{7a[Smax (%) + Sumin (¥5)]}- (15)

Smaxand synare respectively the maximum and the minimum bond-strains among the mechanical bonds connected to the point xs.
For small deformation problems, ais a constant equal to 1 for plane strain and to 1/2 for plane stress conditions (see Jafarzadeh et al.,
2019c¢).

2.3. A coupled peridynamic corrosion-fracture model

In this section, we introduce the coupled mechano-chemical peridynamic model for SCC, under the assumption of small de-
formations. In the previous sections, we have briefly reviewed the fracture model and the PD corrosion damage model. In the fracture
model, nodes carry displacement (u) and mechanical strain-induced damage index (ds) information; in the corrosion model, nodes
carry concentration (C) and corrosion-induced damage index (d.) information. In Fig. 3, we summarize the interplay among corrosion
evolution, mechanical damage, and elastic deformation.

Starting the top in Fig. 3, and going in a clockwise direction we have: corrosion dissolution induces mechanical damage (material
degrades) near the corrosion front (see the corrosion-dependent damage relationship in Eq. (12)); when the damage-index is updated,
at the current mechanical load, displacements (and bond strains) are solved for and updated according to Eq. (2); According to the
stress/corrosion relationship in Eq. (15), we can then update the corrosion rate (micro-dissolvability). At this point we turn and read
the interactions in Fig. 3 in the counter-clockwise direction. The evolution of the corrosion process leads to the corrosion front moving
into the solid (solid nodes change phase to liquid nodes, according to Eq. (10)), which further changes the displacement profile at a
fixed mechanical load. When the bond stretch exceeds the critical bond strain, mechanical damage occurs. The accumulated me-
chanical damage then advances corrosion process, according to the damage-dependent corrosion relationship in Eq. (10).

To simulate stress-corrosion cracking numerically for arbitrary geometries and boundary conditions, we use the algorithm shown in
Fig. 4. This algorithm is similar to the one reported in Jafarzadeh et al. (2019c), but a major difference is that mechanical load can now
induce damage, which was not considered in Jafarzadeh et al. (2019c).

The region defining the material, including both the solid and liquid phase, is discretized with a uniform grid and nodes are
centered in the middle of each cell. This amounts to using a one-point Gaussian quadrature over the domain. Details for discretizing the
model’s equations and on the particular numerical methods used are given in Jafarzadeh et al. (2019c¢).

In this work, for simplicity, we use the same horizon (and discretization grid) for both the peridynamic corrosion model and
peridynamic fracture model. We select the horizon size to be in the same range as the length scale of the initial micro-pits used in the
examples shown below. While we calibrate the critical bond strain to the material’s fracture toughness (via Eqs. (7) and (8)), for the
linear-brittle fracture model employed here, the horizon size introduces a certain strength for samples without pre-cracks. If one then
takes the horizon size to go to zero, this strength grows unbounded (Niazi et al., 2020; Stewart and Jeon, 2019). For quasi-static
fracture problems, one can replace the linear-brittle bond failure model with a bilinear one (Niazi et al., 2020), which can be cali-
brated to both the material’s fracture toughness (related to how cracks propagate, or how much energy dissipates in growing an
existing crack), and its strength (related to how cracks initiate, or the peak load carried). Such a model then will initiate a crack from a
rounded pit, for example, at the same peak load for any horizon size, smaller than a certain value. This could then be used to compare
with experiments that monitor, at close-range, how and when cracks grow in SCC. We have, so far, not found such experiments in the
literature.

In the examples we show in Sections 3 and 4, we solve both the elasticity and diffusion problems on the undeformed mechanical
configuration and do not consider the effect displacements, like crack opening, for example, will have on changes in the electrolyte.
This is fine as long as displacements are small. Note also that in the diffuse corrosion layer, the effect of deforming diffusion bonds is
partially included via the stress/strain-dependent micro-dissolvability. The solid deformation can alter the volume of electrolyte inside
corrosion pits, which further modifies the diffusion process inside liquid. Since here we assume mechanical deformations to be small, it
is reasonable to ignore this effect. This is especially true for the activation-controlled corrosion cases (metal ion concentration in the
liquid phase is kept constant zero) considered in Sections 3 and 4, in which mechanical deformation should have no effect on the
diffusion in the electrolyte.

For the sequentially coupled mechano-corrosion-damage calculation (see Fig. 4), a proper time step (At) has to be selected for the
transient corrosion simulation to be stable. The maximum value for the time step can be computed from the stability condition (see
Oterkus et al., 2014; Silling and Askari, 2005; Zhao et al., 2018). For the simulations shown in Sections 3and 4, we test several time

Corrosion

k(s) d
Elasticity & Damage

Fig. 3. Schematic of the coupled peridynamic corrosion-fracture model.
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Fig. 4. Graphical illustration of the coupled stress-assisted corrosion solver.

steps to observe the effect on the coupled for the coupled model.

Since the corrosion dissolution time scale is much longer than that of crack growth, in addition to the time step (At) for the transient
corrosion-damage calculation, we also select the interval (AT, a multiple of At) after which a solution with the mechanical solver will
be initiated in the overall time-loop. The mechanical solver finds the new equilibrium conditions, updating bond strains, bond
breakage, and the damage index map. A balance has to be struck between efficiency and accuracy: choosing the same value for ATas
for Atwill be accurate, but neither efficient nor necessary. For the selection of (AT), two factors need to be considered: the stress-
dependence constant y (see Eqgs. (13)and (15)) and At. When these two values are small, and at each corrosion time step (At) the
variation in micro-dissolvabilities is negligible, one can solve for mechanical equilibrium and update bond strains every several
Atsteps. In Sections 3and 4 we perform some convergence tests to determine a proper time interval (AT) for updating the mechanical
field.

In the next two sections, we consider 2D and 3D SCC tests, respectively. Since SCC experiments are performed under 3D conditions
in general, in Section 4 we validate the model against experimental measurements.

| 2S = 2.5 mm |
[« >
— L . v/
" 1 0.05mm =
y S
(I E
[l
_ aw
| TTuO |
[ g

L =3 mm

Fig. 5. Geometry and boundary conditions for 2D SCC (plane-strain conditions): a metal beam under three-point bending conditions and activation-
controlled corrosion occurring through the top-center initial defect in the passive film that covers the top beam surface.
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3. Combination of anodic dissolution and mechanical damage for SCC in a 2D problem

In this section, we use the new PD model to simulate SCC in a 2D beam subjected to three-point bending and corroding conditions at
a pre-notch. We also show how to determine a proper time interval (AT) for updating the mechanical field in the coupled model. The
goal is to observe how the two mechanisms, stress-dependent anodic dissolution and diffuse corrosion layer (DCL)-assisted fracture,
influence crack propagation in stress corrosion cracking.

The 2D simulation setup is shown in Fig. 5. A stainless steel beam with a rectangular cross-section of 1 mm by 3 mm, is subjected to
three-point bending conditions (plane-strain): two square regions of size § x Son both sides of the top surface are fixed in the vertical
direction, while another square region (of same dimensions) in the middle of the bottom side of the beam is displaced by u, =5 pm,
and held there in time. Corrosion is allowed only at the top boundary of the beam. Initially, the beam’s top surface is protected by a
passive film, except for a “defect” or small pit at its middle were we manually break the passive film. To mimic the presence of a passive
film in the PD model, we do not enforce any conditions on that boundary, since this is equivalent to enforcing a zero-flux condition. We
implement the defect as an initial pitting damage by setting the metal ion concentration in the defect area (one layer of nodes located at
the top center within the 0.05 mm segment in Fig. 5) to zero, and keep it zero for all time. The rest of the boundaries have zero flux
conditions imposed. We assume a corrosion process in activation-controlled regime, similar to the actual conditions in which fresh
electrolyte flushes the top surface at all times, or when the electrolyte volume is large and no diffusion-limited processes get activated.

Note that, a PD formulation usually requires associated nonlocal boundary conditions, sometimes called “volume constraints”.
However, there are reasons for wanting to impose local boundary conditions in a PD model (Aksoylu and Gazonas, 2020; Zhao et al.,
2020). For example, measurements are normally available at the surface of a sample, not through a thick layer. There are several
options for imposing local boundary conditions in PD, and some are discussed in detail in Zhao et al. (2020). In the limit of the horizon
going to zero (and discretization size going to zero), they all approach the classical boundary condition. In our implementation, we
choose to impose local, Dirichlet boundary conditions by fixing values on a layer of nodes, which means over a certain thickness. This is
close to, but slightly different from a local boundary condition, normally enforced, at geometrical features (points/lines/areas) of zero
thickness.

We assume a Young modulus value E = 210 GPa, and a fracture energy Go = 1,000 J/m?, parameters from the 3D example shown in
the next section. Although stainless steel is usually ductile and plastic deformation needs to be considered, in a corrosive environment,
ductility is significantly reduced and fracture can become quasi-brittle (see e.g. Contreras et al., 2012). Because of this, here we do not
consider plastic deformations and assume the fracture process to be brittle. In many cases, plastic deformation cannot be neglected and
for that, the current model would need to be extended to include elasto-plastic deformations.

Here, we focus on the pit-to-crack transition and aim to qualitatively test the model’s ability of capturing SCC mechanisms. The
“exact” fracture behavior is of secondary importance for this purpose. We simulate crack growth due to mechanical loadings using a
linear elastic and brittle fracture model, similar as the one used in Silling (2000), based on strain-induced bond breaking.

We select Csoigand Csaito be 143 M and 5.1 M, respectively, these being typical values for stainless steel (Chen and Bobaru, 2015a).
For an activation-controlled corrosion, the metal concentration in the electrolyte remains close to zero during the corrosion process. In
the simulations, the electrolyte is represented by the initial boundary condition on the top surface (the defect region subject to zero
metal ion concentration) and the growing pit from it. All electrolyte nodes have zero metal ion concentration imposed on them. Defects
in the real passive film form due to a complex combination of material heterogeneities, loading conditions and local electrochemistry
(Wei et al., 2018; Zhang et al., 2012; Zheng et al., 2013). As a pit grows from a defect, the top passive layer may also get dissolved in
cases when there is no repassivation. In our model, solid nodes on the top boundary are dissolved from the sides and from underneath,
as the initial pit widens and we do not simulate repassivation here.

For this generic 2D simulation the horizon size is selected to be 40 um, which is small enough compared to the geometrical length
scales and large enough to allow for relatively fast simulation times. The domain is uniformly discretized with the grid size Axin the
xand y directions. A grid spacing Ax = 10 um(corresponding to m = 4) is used for all simulations, except for the ones in which we
investigate the influence of mparameter. The horizon size in the current PD model represents the damage layer thickness (Jafarzadeh
et al., 2018b). The corrosion damage layer is generally composed of the corrosion product layer and the diffuse corrosion layer. Its
thickness can vary from less than 1 micron to several hundreds of microns (Li et al., 2016; Vallabhaneni et al., 2018; Zhang et al.,
2014). It is reasonable to assume that specific profile of the damage layer affects fracture behavior, especially for thicker damage
layers. We do not, however, consider this topic here.

Consistent with an activation-controlled corrosion process, we assume a relatively small corrosion rate (Chen and Bobaru, 2015a).
We consider dissolvability at the corrosion front to be 0.02 pm?2/s, which leads to a value of ki = 1.59-5 s or the
micro-dissolvability. To observe how the value of the strain-dependence constant yaffects the corrosion cracking process, in Eq. (15)we
take it to be 100, 300 and 500. Note that yfor stress-assisted corrosion in copper is around 275 (Jafarzadeh et al., 2019c). For a specific
material, one calibrates the micro-dissolvability of unstressed material (k) and the stress-dependency coefficient (y) via two trial
simulations and two measured current densities: one each for the unstressed and stressed cases (see Jafarzadeh et al., 2019cfor the
details). The time step (At) for the corrosion-damage diffusion-driven solver is set to 20 s.

Once the time step (At) for the corrosion-damage diffusion-driven solver is chosen, we obtain a proper time interval (AT) for
updating the mechanical fields (displacements, mechanical damage) by performing a study on the relationship between a = 4Tand the
pit-to-crack transition time. Notice that the pit-to-crack transition time we consider here is not the moment when the first bond breaks
due to mechanical loading, because a single bond-break may not necessarily lead to the cascading event which results in crack growth.
Instead, we define the pit-to-crack transition time as the moment when the location of maximum strain energy density changes by at
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least a certain distance (chosen here to be 26) after a call to the mechanical solver. The mechanical solver exits when no more bonds are
breaking, which can happen either when the crack arrested or when the full sample has split apart.

Fig. 6 shows the variation of the pit-to-crack transition time versus a. In this figure, the vertical line segments mark the length of the
time interval ATused between calls of the mechanical solver. The results show that the transition time comes earlier for higher y. This is
expected since higher ytriggers faster advancement of the corrosion front in the direction of higher dilatation. This means a more
elongated pit is generated, which enhances the stress concentration, which in turn makes the corrosion rate faster, in a feedback loop.

For a specific y, the pit-to-crack transition time varies significantly with different choices of a, especially for small such values. The
likely explanation for this comes from the corrosion-dependent damage (CDD) model (Chen and Bobaru, 2015a) which randomly
breaks solid bonds in the damage layer based on the concentration drop at solid nodes these bonds connect. For the 2D model withm =
4, the maximum number of family nodes belonging to a node is less than 70 and only part of them have a node in the damage layer. A
small number of such bonds would lead to higher variability on the stress field in the damage layer where the crack initiates from, and
thus lead to the large variation for the transition time observed in Fig. 6. In support of this conjecture, we compute the variation of
transition time relative to afor m = 8 (see Fig. 6) The number of family nodes in this case is around 250. With more bonds inside the
horizon, the earlier observed variability should be smaller, and this is what we indeed see.

Moreover, when a(the number of corrosion solver calls between two consecutive calls to the mechanical solver) is large, the
variability of bond breaking in the CDD model is reduced by an averaging process. Therefore, larger ashould show smaller variability in
terms of the pit-to-crack transition time. Notice that using a smaller adoes not necessarily accelerate the pit-to-crack transition when yis
not large enough to dominate the effect of bond-breaking stochasticity.

For the remaining simulations in this 2D example, we choose @ =100 (AT = 100At = 2,000 s). In Fig. 7, we show the damage and
dilatation maps at different times computed by the coupled corrosion/cracking model for the y = 100case, as well as the zoom-in
images of the pit for different yvalues at times just before a crack grows from the pit.

The results (see Fig. 7) show that once corrosion damage creates regions of high stress concentration, the corrosion rate, which in
our model depends on local strain (dilatation), starts to increase, leading to a notch with a more elongated shape, which further in-
creases the stress concentration factor. When the strain energy density (bond strains) at the pit’s bottom becomes critical, a crack
initiates and propagates, and can eventually arrest when the strain energy drops below the critical value. For a higher stress-
dependency coefficient y, the pit shape is more elongated and the pit-to-crack transition happens earlier, as one would expect.
Once the crack forms, the electrolyte will fill the crack opening and corrosion will continue. For a large enough structure, such a
mechanism may repeat as a “stop and go” mode, with anodic dissolution-damage and mechanical damage alternating in advancing the
crack. In our current model, however, we do not take this into account.

SCC is generally attributed to one of two groups of mechanisms (Winzer et al., 2005): anodic dissolution or cleavage. For the
dissolution mechanism, in its simplest form, dissolution at a film-free crack tip causes crack advancement. The cleavage mechanism
includes: (1) an embrittled region forming ahead of the crack tip, (2) crack growth through the embrittled region, and (3) crack
arresting as it enters the more ductile bulk material. The results shown in Fig. 7 indicate how SCC can progress from a combination of
the two possible mechanisms modeled here: anodic dissolution and mechanical damage. Note that in our simulations, since the
material is treated as brittle, once the strain-induced crack starts to grow, it grows over a significant length before arresting due to the
relaxation in strain energy density. In some cases, one would expect cracks to run only a short distance before arresting due to plastic
deformations. Note also that, in certain metallic materials, repassivation can take place (a passive film reforms due to the local
chemistry at the corrosion front) and affect the anodic dissolution. This is not yet considered in the present model. However, repas-
sivation mechanisms have been introduced in PD models of corrosion (Jafarzadeh et al., 2018b; Jafarzadeh et al., 2019a).

In this example, if we had set the bending deformation to be smaller, we would have only seen pitting corrosion. Vice-versa, had we
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Fig. 6. The influence of @ = AT/Atand the stress-dependency coefficient yon the pit-to-crack transition time.
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Fig. 7. Top section: evolution of anodic dissolution damage and crack growth (left) and contours of mechanical dilatation (see Eq. (15)) (right), for
the three-point bending example in Fig. 5, with y = 100and @ = 100. Bottom section: details around the pits comparing damage maps (top row) and
corresponding dilatation (bottom row) for different values of yat times slightly before a crack is initiated. In all plots, displacements are magnified
10 times.

imposed a larger displacement of the beam in three-point bending, we would have obtained a crack that would have initiated earlier,
and could have fully fractured the sample.

Because there are no 2D SCC experiments that we could validate these simulation results with, in the next section we perform a
validation test in 3D for which experimental measurements are available in terms of the pits morphology evolution and the pit-to-crack
transition time.

Internal tomography

Fig. 8. The 3NiCrMoV steam turbine disc steel specimen after 7173 h in aerated water with 1.5 ppm Cl™ and at 90° C. Left side: photo of the whole
specimen; center: SEM image of a portion of the sample; right: internal tomogram of two pits and cracks (from (Horner et al., 2011)).
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4. Validation of the coupled PD model for SCC in 3D

In this section we use the coupled PD model for a 3D simulation of SCC in a type of steam turbine steel exposed to hot aerated water.
The experimental setup and data are taken from Ref. Horner et al. (2011), where detailed characterization and mechanical and
chemical parameters were given for the tensile loading of a bar exposed to a corrosive environment for months. We give brief de-
scriptions of the experiment and the PD model setup. We then compare our results with those from the experiment. The objective of our
validation test is to predict the damage patterns (pits’ morphology, microcracks).

4.1. Brief review of the experiment in Horner et al. (2011)

A cylindrical specimen made of 3NiCrMoV steam turbine disc steel, with yield stress 6y = 705 MPa, is loaded by an axial tension
90% of oy(Horner et al., 2011). The loaded specimen is immersed in aerated water with 1.5 ppm Cl and 90 °C temperature (Horner
etal., 2011). After about 10 months (7173 h) under these conditions, the corroded specimen, which also presents several micro-cracks,
looks as in Fig. 8 below, taken from Horner et al. (2011).

Fig. 8 shows randomly distributed pits all around the surface of the corroded steel bar, as well as some cracks that appear to start
from these pits or connect them. Note the variety of pit sizes and depths, which implies that pits likely did not initiate simultaneously.
In the present work, we focus on the growth of two neighboring corrosion pits from which cracks have initiated (see the frame in
Fig. 8), and the transition from pitting to cracking, under the tensile loading condition. Since these two pits are of similar size, in the
simulation shown in what follows we assume that they initiate simultaneously.

Initiation of corrosion pits is related to the detailed electrochemistry of the passive layer breakdown and the mechanical loading
conditions. Several models are available for the initiation phase of pitting corrosion (Bargeron and Givens, 1980; Macdonald, 1992;
McCafferty, 2003), but are not included in the present study, where we assume that the pits start from some existing micro-pits.

4.2. Computational model setup

To reduce the computational size of model, we limit our simulation to a small cuboid 2 x 2 x 1 mm°>near the surface of the steel
rod. This simplification means that our simulation is only an approximate one, since we apply constant mechanical boundary con-
ditions to this small part of the bar. In reality, as pits grow and cracks initiate, the loading conditions on the cuboid vary in time.
However, such an approximation should be a close one, at least up to the point when major cracks form. Boundary conditions for the
corrosion process involve only the top surface of the cuboid, corresponding to the rod surface. Zero-flux conditions are imposed on all
other surfaces.

Two initial hemispheric micro-pits/defects with radii of 80 ymare placed on the top surface in Fig. 9. The locations of these micro-
pits as initiation sites are chosen by estimating the centers of the experimental pits shown in Fig. 8and how they are aligned with
respect to each other and the loading direction. The domain is under uniaxial tension with fixed imposed displacements applied, at all
times, on the two opposite side surfaces (parallel to yz-plane in Fig. 9). Fig. 9 schematically shows the computational model geometry
and boundary conditions.

To reach the normal stress as applied in the experiment (of 90%cyalong the x-direction), we need to apply a displacement of Au =
3.02 umon both sides of the computational cuboid sample in Fig. 9, given that the Young modulus for this material is 210 GPa. The rest
of the surfaces are considered to be traction free, which is an approximation of the real conditions. The fracture energy (G,) for this
material in this specific severe environment is not available in the literature. We set Goto be 1,000 J/m?2. The stress corrosion cracking
critical stress intensity factor (Kiscc) for a similar alloy in similar, but not identical, harsh environments is reported to vary between
~15 to 30 MPa.m!”’ 2, depending on the environmental specifics (McMinn et al., 1985). According to the relationship Gy =

Boundary Conditions:

y Corrosion
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All other surfaces: no-flux B.C.
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/ / / / N x-surface: Au = 3.02 pm

2mm

1mm
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Fig. 9. Computational domain and initial and boundary conditions for the 3D example.
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%(Anderson, 2017), the assumption of G, = 1,000 J/m?is equivalent to Kigcc =14.5 MPa - m'/2, which is close to the minimum of the
range reported in McMinn et al.(1985).

As in the 2D example in Section 3, Csogand Csyeare chosen to be 143 M and 5.1 M, typical values for stainless steel (Chen and
Bobaru, 2015a). Note that we aim for a qualitative comparison, thus the exactness of Cy,iqand Csyvalues is of secondary importance.
The initial concentration value, and at all times, is set to zero inside the initial pits. This is a good approximation for
activation-controlled corrosion, when the sample is continuously flushed by fresh electrolyte, or when the dissolution rate is much
slower than the diffusion in the electrolyte, which is the case in the experiments considered here. We set the concentration to Csyj;qfor
the rest of the domain, initially. No-flux boundary conditions are assumed for the remaining surfaces. These conditions are similar to
the assumptions made for the 2D example.

For this simulation the horizon size is selected to be 80 ym, which is the scale of the initial micro-pits, and large enough to be
efficient. The domain is uniformly discretized with a grid size Ax = 20 umin %, y, and z directions.

According to the experimental measurements in Horner et al. (2011), the average pit growth rate is 1.22e-5 ym - s~1. We calibrate
the micro-dissolvabilty to this value and obtain kgi;s = 9.48e-4 m~!s~!. For calibration details see Jafarzadeh et al.(2019c). The
stress-dependence constant yrepresents the degree of influence of stress on the corrosion rate. Therefore, in the simulation, pit’s shape
is influenced by y. In reality, pit shape also depends on material heterogeneity, convection in the liquid, surrounding pitting evolution,
etc. The experimental value for yfor this alloy is not available. An experimental and analytical procedure to obtain this parameter for a
particular material is reported in Jafarzadeh et al. (2019c). For this example, we select several y values: 5100, and 300, respectively, to
find whether any leads to results (pit-to crack transition time, and pit/crack morphology) similar to what is experimentally observed in
Horner et al. (2011).

We note that the provided experimental rate of pit growth is an averaged value for 10 months of immersion. The times when the pits
initiate from the surface are not given in Horner et al. (2011), but other experiments show that pitting may start as soon as the im-
mersion (Ghahari, 2012). The pits we selected from the pictures in Fig. 8 to simulate are some of the deepest, meaning that they likely
started at, or soon after, immersion. In the peridynamic model we assume that pitting starts at the beginning of the simulation from the
two existing micro-pits.

4.3. Results and discussion

For a numerically stable solution, we set the time step (At) for the corrosion-damage solver to be 44 h. Similar to the 2D case in
Section 3, we investigate the variation of the pit-to-crack transition time to the time interval (AT) for updating the mechanical fields.
The results are shown in Fig. 10where six ATintervals are used: 2200 (50At), 880 (20At), 440 (10A¢), 220 (5At), 88 (2At), and 44 (1At)
h., respectively. Due to the higher computational cost than in 2D, the 3D simulations are performed on a Tesla V100 GPU (16 GB Card),
using an in-house Fortran 90 computer program parallelized by OpenACC. With this code, it takes about 2 h. (for the case AT = 5At) to
simulate 11,000 h. of actual corrosion time. The vertical line segments in Fig. 10represent the time ranges during which the first crack
forms. The length of each line segment corresponds to the value of the time interval ATused.

Similar to the 2D case (see Fig. 6), larger yleads to earlier pit-to-crack transition times, as expected. Interestingly, different from the
2D case (see Fig. 6), the results for the 3D case show that the pit-to-crack transition time stabilizes to around 9400, 6700 and 3240 h, for
y = 5,100 and 300, respectively (see Fig. 10). As discussed in Section 3, one possible explanation for this behavior has to do with the
embedded stochasticity in the corrosion-dependent damage model (Chen and Bobaru, 2015a). In our SCC model, crack initiation is
related to the mechanical loading condition, corrosion-induced morphological change (stress concentration), and the diffuse corrosion
layer (DCL) which possesses stochastically-generated graded mechanical damage (Chen and Bobaru, 2015a; Jafarzadeh et al., 2018b;
Li et al., 2016). In the early stages of the 2D example, the crack initiates while the pit is still very small (relative to the horizon size).
Therefore, the effect of damage stochasticity in the DCL, whose thickness is &, on crack initiation time is high. In the 3D example, a
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Fig. 10. The pit-to-crack transition times for different AT/Atand different stress-dependency values y.

12



y = 5 (at 9504 hrs.) y = 100 (at 6688 hrs.) y = 300 (at 3168 hrs.)

Fig. 11. The influence of stress-dependency coefficient yon the corrosion cracking pattern. Bird-views (upper row) and perspective view (bottom row). The loading directions are indicated by
the arrows.
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Fig. 12. Time-evolution for damage maps from peridynamic simulation of SCC at the (a) initial stage, and at (b) 4400 h, (c) 6600 h, (d) 6688 h. of immersion. Top row shows the top view and the
loading directions are indicated by the arrows.
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crack initiates when the pit is much larger than the horizon size. This reduces the influence of DCL stochasticity on crack initiation.
Moreover, for a horizon factor 2. = m = 4, in 3D a node has about 400 neighbors, while in 2D only about 70. The sensitivity to
stochastic bond-breaking, whenever corrosion damage increases, is thus higher in 2D examples than in 3D ones.

We also notice that, unlike the 2D case, the variation of the transition time for smaller ais not larger than that for larger a. The likely
reason is that for the 2D three-point bending problem, only a few nodes located at the pit bottom determine crack initiation, which
adds extra sensitivity to the frequency of calls to the mechanical solver, especially for a small avalue. In the 3D case, however, crack
initiation is determined by many more nodes at the pit bottom, averaging the effect of stochasticity. Therefore, the intrinsic sto-
chasticity in the PD corrosion model has less of an effect when ais small, in the 3D case.

Based on the results shown in Fig. 10, we choose to use @ =4I = 2(even though a value as high as 10 would also work) for our
investigation of the 3D SCC problem.

The influence of yon the pit morphology at the pit-to-crack transition time and the corresponding fracture patterns are shown in
Fig. 11. As expected, we observe that higher yvalues lead to more elliptical pits shape (see Fig. 11), which produce higher stress-
concentration and earlier pit-to-crack transition times (see Fig. 10). The elongations are according to the applied loading.

Since the pit-to-crack transition time for y = 100is nearest the experimental measurements from Horner et al. (2011), we inves-
tigate the time evolution of the SCC process using this value and compare the simulated pit morphology and corrosion cracking
patterns to the experimental observations.

The time evolution of the SCC process is shown in Fig. 12. We observe that the pits grow slightly elliptical, more elongated in the
direction perpendicular to the applied load direction, as regions with higher stress/strain concentrations corrode at a faster rate. At
some point, fracture occurs suddenly with cracks initiating from both pits and one joining the pits (see Fig. 12c). It is interesting to
notice that a crack joining the pits is also observed in the experiments (see Fig. 8). The entire sample is split, given that we do not model
the entire steel rod, but only the small cube and with the simplified boundary conditions shown in Fig. 9. Video 1 shows this evolution
over 6688 h. of exposure to tension and corrosive conditions.

Video 2 shows the 3D internal damage time evolution obtained by the new PD model for SCC. Fig. 13 shows the internal damage
profile (pits and cracks) from three different direction views at 6688 h. of exposure.

The simulated damage profile at 6688 h. (when cracking occurs) is compared with the experimental observations in Fig. 14.

The computed pits’ size and shapes as well as the morphology of cracks that spring from the two pits or connect them, are very
similar to those observed experimentally in Horner et al. (2011). We can conclude that the SCC mechanisms implemented in our
coupled model may be sufficient to explain, to first order, the observed phenomenon. We also note that, in the experiment, the cracks
are arrested. In our simulation, they propagate and fully split the modeled small cuboid. One reason for this is that the material model
we employed was a brittle fracture one. In the actual turbine steel, small plastic deformations can arrest a growing crack. Moreover, the
resulting stress distribution from our simplified BCs (fixed displacement controlled) is not identical to the stress field produced in the
loaded cylindrical specimen with pits growing on its surface, especially once cracks start growing.

The comparison of our simulation results with experimental ones can be viewed as a “qualitative” validation. In absence of a
measured value for the fracture energy under the imposed corrosive conditions, we used an educated guess. Also missing from the
experimental literature was the corrosion rate stress-dependency for the particular steel: we selected that parameter such that the
crack-to-pit transition time was consistent with the experimental observations. However, once those values were set, the model was
able to reproduce/validate with high fidelity the size of the pits at the pit-to-crack transition time, as well as the crack patterns for the
cracks springing from or joining the two pits, even as we considered simplifying boundary conditions to reduce the high computational
cost modeling of the entire sample would have required.

From the point of view of damage morphology (pits and cracks), we can consider this example a “quantitative” validation because
various other scenarios could have been possible, such as: cracking could have occurred earlier, when pits were smaller, or cracks could

(b)

Fig. 13. Internal damage (pits and crack) from PD-computed SCC, viewed from different directions. Nodes with zero damage are not shown.
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Fig. 14. Pits and cracks: experimental results (a and c, after 7173 h. exposure; from Horner et al., 2011) and PD-computed results (b and d, at 6688
h. exposure). (a): SEM image of the sample surface; (b) top view for PD-computed damage map; (c) back-side tomogram of experimental pits and
cracks; (d) back-side view of PD-computed damage (part of the crack deep surface is cut for a better view of the pits’ back side morphology and the
crack linking them).

have grown from one of the pits only; or pits could have grown and merged before cracks initiated. The fact that the model captures
well the morphology seen from experiments gives us confidence that the parameters used for the fracture energy and the stress-
dependency of the corrosion rate are likely close to the real values. We are eagerly waiting for experimental confirmation of this
conjecture from the readers.

This example shows the capability of our peridynamic SCC model in simulating complex mechano-chemical SCC in 3D, in a unified
framework.

5. Conclusions

We introduced a mechano-chemical peridynamic model to simulate stress-corrosion cracking (SCC). A new bond-failure criterion
extends our previous stress-assisted corrosion model and allows damage caused by mechanical strains. The coupled model is capable of
simulating a seamless transition between the evolving corrosion process and autonomous crack growth. An example of cracks orig-
inating from pits that grow in a steel (steam turbine steel) rod subjected to tensile loading and exposed to a corrosive environment for
months was used to validate the model.

The new peridynamic SCC model has the following features: (1) a unified framework is established for stress-dependent anodic
dissolution and diffuse corrosion layer-assisted fracture; (2) propagation of damage is autonomous and explicit tracking of the
corrosion front is not necessary; (3) the diffuse corrosion layer with degraded mechanical properties is automatically captured as part
of the solution method; (4) embedded stochasticity leads to some micro-level surface roughness of pits, which can be enhanced by
inserting material heterogeneities; and (5) dependency of corrosion rate on elastic deformation is taken into account.

The peridynamic model presented here for simulating SCC is highly flexible and can describe arbitrary damage configurations
caused by coupled chemo-mechanical environmental/loading conditions, which is an important advantage of the approach.
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