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Abstract

This paper is concerned with a nonlinear optimization problem that naturally arises
in population biology. We consider the population of a single species with logistic
growth residing in a patchy environment and study the effects of dispersal and spatial
heterogeneity of patches on the total population at equilibrium. Our objective is to
maximize the total population by redistributing the resources among the patches under
the constraint that the total amount of resources is limited. It is shown that the global
maximizer can be characterized for any number of patches when the diffusion rate
is either sufficiently small or large. To show this, we compute the first variation of
the total population with respect to resources in the two patches case. In the case of
three or more patches, we compute the asymptotic expansion of all patches by using
the Taylor expansion with respect to the diffusion rate. To characterize the shape of
the global maximizer, we use a recurrence relation to determine all coefficients of all
patches.
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1 Introduction

Understanding the effect of dispersal in heterogeneous environment on population
dynamics is an important issue in spatial ecology (Cantrell and Cosner 2003). Gener-
ally large diffusion tends to reduce the spatial variations in population distributions,
while small diffusion might help organisms adapt to the local environment. In this
paper we are interested in the impact of dispersal upon the total population of a single
species residing in a spatially heterogeneous patchy environment. More specifically,
we ask the following question: Given the total amount of resources, how should we
distribute the resources across the habitat in order to maximize the total population of
a species?

To address this question, we consider the following system for a single species with
logistic growth in a patchy environment:

d
—vi(t) =vi(m; —v;) +8(Wi—1 +vis1 —2v;), i €82,teRy,

dt 11
() = v (), vv41(1) = on (D), teRy, .1y
i (0) =0, N v:(0) > 0, i€,
where N > 2, 2 :={1,2,..., N}, and {m;}ice C R is a sequence which satisfies
N
m; >0, Zm,-:m>0. (1.2)

i=1

The problem (1.1) was first studied by Levins (1969), as a multi-patch model for a
single species, where N is the total number of patches and § > 0 is the diffusion
rate. The unknown function v; (), i € §2,t € R>o := [0, 00), denotes the number
of individuals in i-th patch at time ¢. The constant m;, i € §2, represents the intrinsic
growth rate of the species in i-th patch. If m; > 0, then i-th patch is favorable to the
species. The second equation in (1.1) means that no individuals cross the boundary of
the habitat, so system (1.1) is closed. The constraint (1.2) means that the total amount
of resources is limited.

Under assumption (1.2) it is well known that (1.1) has a unique positive steady
state, denoted as {u; };c, which satisfies

wi(m; —u;) +8ui—1 +ujy1 —2u;) =0, i €82,

uop =uy, UN+1 = UN.

(1.3)

Furthermore, as shown in Sect. 3, this unique positive steady state is globally stable
and the total population of (1.1) satisfies

N N
Zvi(t) — Zu,- ast — oo.
i=1 i=1
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Our purpose is to maximize the total population U := Z,N: | 4; at equilibrium under
the constraint (1.2). See (Hastings 1982; Holt 1985; Levin 1974; Takeuchi 1989) for
related works.

This sort of multi-patch model is called “island chain” model or “stepping stone”
model. Such model views the space as a collection of discrete patches. We treat each
patch as a point, and view the overall population of a single species as a vector, with
each component corresponding to the number of individuals in each patch. Further-
more, we can treat the dispersal in this model as a discrete analogue of the continuous
diffusion. For more details, see Allen (1987), Cantrell and Cosner (2003), Hirsch
(1984) and references therein. For this reason, this work is closely relevant to the inves-
tigation of the following reaction-diffusion equation introduced by Skellam (1951):

v =8Av+m(x)v—v3, (x,1) € 2 xRy,

9

a—v —0, (x,1) € 92 x Ry, (1.4)
V

v(x,0) >0, v(x,0)£0, xe £,

where £2 C R is a smooth bounded domain. We also refer to Bai et al. (2016), Cantrell
and Cosner (2003), Lou (2006), Lou and Yanagida (2006) and references therein for
previous works of (1.4).

The maximization of the total population for the steady state of (1.4) has recently
been studied by Mazari et al. (2020) and Nagahara and Yanagida (2018) in 2 ¢ RV.
They showed under some conditions that any global maximizer of the total population
for the steady state must be of “bang-bang” type, which gives a partial answer to the
conjecture raised by Ding et al. (2010). More recently, Mazari et al. (2020) proved
that if § > O is sufficiently large, then the global maximizer is given by m(x) :=
XE, where either E = (0, m) or (1 — m, 1). Their analytical results (Theorem 4,
Mazari et al. (2020)) and numerical simulation results indicate that if the diffusion
constant is sufficiently small, then fragmentation may occur in the one-dimensional
case. However, it is extremely difficult to explicitly determine the maximizer for the
steady state of (1.4) in general. We also refer to Mazari et al. (2020) and Mazari and
Ruiz-Balet (2020) for related works on PDE models.

This motivates us to study the maximization problem for the difference equation
(1.3), for which the computations of the total population can be done (but still fairly
non-trivial) for small and large diffusion rates. Our results show that the global max-
imizer depends crucially on the diffusion rate §, and the answers are completely
different for small § and large §. In several cases we are able to show that the global
maximizer is of the “bang-bang” type and to determine the maximizers explicitly by
finding the specific guiding rules of fragmentation in the multi-patch model (1.3). In
particular, fragmentation occurs when the diffusion rate is sufficiently small, which
echoes the analytical and numerical findings in Mazari et al. (2020).

In this paper, we do not assume the upper bound for the resource distribution in
each patch. There is some difference between the spatially discrete model (1.1) and
the continuous model (1.4) in order to have “bang-bang” type of maximizers. For
patch model, it follows from (1.2) that m; < m for each i, i.e. an upper bound on
the resource distribution in each component is a consequence of the upper bound on
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the total resource. In contrast, for PDE model (1.4) it is not sufficient to assume that
m > 0 and f o m(x) dx is bounded by a fixed positive constant, as there must be an
upper bound on the resource distribution m (x) to avoid Dirac mass concentrations.
Throughout this paper we will adopt the convention of using a letter to denote a
scalar and its boldface to denote a vector or a set, which will be clear from the context.

2 Main results
We define the set

M = {{mi}icq | {mi}icq satisfies (1.2)} ¢ RY.
For convenience, we express {m;}ico by m or (my,ma, ..., my).

Note that the solution of (1.3) depends on the diffusion constant § > 0 and resources
m € M. We denote the total population at stable equilibrium as U = U (m, §); i.e.

N
U(m,8) = u,
i=1
with (u1, ..., uy) being the positive steady states from (1.1).
Givenm > 0 and § > 0, our goal is to find a vector m = (my, ..., my) satisfying
(1.2) to maximize U (m, §). If we regard the optimal distribution m as a function on the
discrete set £2 = {1, 2, ..., N}, we might first suspect that m is an indicator function

with weight, i.e. m = axg for some E C £2 and constant a > 0. Here y g denotes the

indicator function on set E. The main purpose of this paper is to characterize such set

and weight, and to reveal the complexity in characterizing these optimal distributions.
Our first main result is stated as follows:

Theorem 1 (Global maximizer for large §) Define
m] =(0,0,0,...,m) and m5= (m,0,0,...,0).

Then there exists a positive constant Ay, > 0 such that forany § > Ay, and for any
m e M\ {m7}, m3}, the total population satisfies U(m7, §) = U(m3, 8) > U(m, §).

Note that this theorem is consistent with the result of Mazari et al. (2020) for (1.4)
claiming that large diffusion tends to well mix the populations. Biologically, Theorem
1 suggests that it is advantageous to concentrate the resources in a single patch in order
to maximize the total population in well mixed populations.

If we decrease the diffusion rate, the habitats will become less mixed. How should
the resources be distributed in poorly mixed habitats to maximize the total popu-
lation? The next theorem shows that the global maximizer for sufficiently small
6 is fragmented, and there are some specific guiding rules of fragmentation in the
multi-patch model (1.3). Interestingly, these guiding rules look different for the cases
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N =3p,3p+1,3p + 2, where p is any positive integer. In this connection, for any

given N > 3, we set
N p+1
L

where | x| denotes the floor function of real number x.

Theorem 2 (Global maximizer for small §) Given any N > 3, let p,r be positive
integers given by (2.1). For any m > 0, define P, = (0,m/p,0), Py, = (0, my, 0),
m* = (0, m*, 0, m*, O), where

22— D+ 0+v22 T Ap—D+(+v2)?

2.2)

Choose 1 € (0, p*] arbitrarily, where

pr o= |M/P N =3p.3p+ 1,
' m*  ifN=3p—+2.

Define a set
My ={meM|m;>=norm; =0foralli e 2}.

Then there exist positive constant SN m.n > 0 and m € M, such that U(m, §) >
U @m, §) holds for any § € (0, 8y m,y) and any m € M. Furthermore, the optimal
resource distribution m is explicitly given as follows:

(1) If N =3pand p > 1, then

m = (Py, Py, ..., Py).
— ————

p

() If N =3p+ land p > 1, there are two cases:
(@) For p=2r andr > 1, then

3rv+1
m=Py,..., Py, 0 ,Py,..., Py).
r r
(b) For p =2r — landr > 1, then
3rv+l
m:(PH‘L""vpn’h 07P}’ns"-7PI‘n)1
r r—1
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or

3(r—1+1
m=Py,....,Py, 0 ,Py,...,Py).
—— ——

(iii) If N =3p +2and p > 1, there are two cases:
(a) For p=2r andr > 1, then

*
m:(Pm*,...,Pm*,m 7Pm*3-~'7Pm*)1

r—1 r

or

m= Pu,,. ., Pn,,m* Py ..., Pn,).

r r—1
(b) For p =2r — landr > 1, then

*
m:(Pm*v---va*ym aPm*v--'st*)-

r—1 r—1

If we regard the patches in model (1.1) as the vertices of a connected graph, such
graphs are the least connected ones among all path connected graphs with N-vertices,
so that the population in (1.1) is less connected in comparison to other graphs. Small
diffusion rate will further weaken the mixing of the population. Biologically, Theorem
2 suggests that in order to maximize the total population in weakly connected and
poorly mixed habitats, it is advantageous to distribute the resources in fragmented
manners. This is in strong contrast with Theorem 1 for large diffusion rate.

Remark 1 Letm € M be given as in Theorem 2. Choose m € M\ {m} arbitrarily. The
proof of Theorem 2 implies that there exists some positive number §;; such that for
any 8 € (0, §,3), it follows that U (m, §) > U (i, §). Hence, given any m € M \ {m},
it is not a global maximizer for sufficiently small §. We suspect that such §;; can be
chosen independently of m € M\ {m}, that is, there exists some § = §(N,m) > 0
such that for any § € (0, §(N,m)), U(m, 8) > U(m, §) holds for all m € M \ {m}.

Remark 2 1t will be interesting to study the switch of the optimal distributions between
small and large 6. Take N = 4 as an example: For small §, the optimal resource
distribution is concentrated in either patch #2 or #3 (called type 1). In contrast, for
large §, it is concentrated in either patch #1 or #4 (called type 2). For intermediate
8, there might be multiple local maximizers, and it is difficult to determine which
local maximizers are the global maximizers. It is possible that there exists a sudden
switch of the global maximizers from type 1 to type 2, i.e. there exists some §* > 0
such that the global maximizers are of type 1 for § < §*, and they are of type 2 for
8 > §*. Determining the global and local maximizers for general diffusion rate is a
challenging question.
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As mentioned earlier, there are some general guiding rules of fragmentation in the
multi-patch model (1.3), as specified by Theorem 2. In the following we use some
graphs to illustrate these guiding rules for N = 3p,3p + 1, 3p + 2, respectively. It
turns out that there is a unified guiding rule for arbitrary N.

For N = 3,4,5, Theorem 2 implies that the optimal resource distributions are
given by, respectively,

0,m,0), N =3;
m=10,m0,0)0r(0,0,m,0) N=4
0,2 0" 0) N=5
(727 72’ ) - .

For general N > 3, Theorem 2(i)-(ii) imply that for N =3p,3p+ 1, m = (m/p) x
for some set E C £2. Interestingly, the optimal distribution for N = 3p 4-2 is the sum
of two indicator functions, i.e. m = m*xg, + myxg, fortwosets E; C 2,i = 1,2,
with m,, m* given in (2.2). The main contribution of Theorem 2 is to characterize
these sets and corresponding weights.

1. For N =3p, E ={2,5,8,...,3p — 1} and the corresponding weight is m/p, as
illustrated in Fig. 1 for cases N = 3, 6, 9, respectively.

2. For N = 3p 4+ 1, while the weight remains to be m/p as the case N = 3p,
the set E appears to be more complicated. In Fig. 2, we start with 4-patch optimal
distribution (0, m, 0, 0), and add three new patches to its right to obtain the optimal
distribution for N = 7 with E = {2, 6} and weight m /2. Then we add three new
patches to the left of 7-patch to obtain the optimal distribution for N = 10, with
the patches renumbered from left to right, so that E = {2, 5, 9} and weight m /3.
We can repeat this process for N = 3p 41 forall p. Similarly, we can start with the
other optimal distribution (0, 0, m, 0) for N = 4 and repeat the same process (but
switch the order of left and right) to obtain the rest of optimal resource distributions
for N = 3p + 1. For the sake of brevity, we do not include the second scenario in
Fig.2.

3. For N = 3p + 2, we start with 5-patch optimal distribution in Fig.3, and add
three new patches to its right to obtain the optimal distribution for N = 8 with
E, = {2, 4} and weight m*, E; = {7} and weight m,. Then we add three new
patches to the left of 8-patch to obtain the optimal distribution for N = 11, with
E; = {5,7} and weight m*, E, = {2, 10} and weight m,. We can repeat this
process for N = 3p + 2 for all p. Similarly, we can start with the same optimal
distribution for N = 5 and repeat the process but switching the order of left and
right to obtain the rest of optimal resource distributions for N = 3p + 2. For the
sake of brevity, we do not include the second scenario in Fig. 3.

In summary, if we start from the cases N = 3,4, 5, at each step add three new
patches, alternatively to right and left (or switch the order to left and right), then we
can obtain the optimal resource distributions for arbitrary N. Note thatfor N = 3p+1,
the choice of the left-right order depends on the initial optimal distribution for N = 4.

Theorem 2 refers to a global-maximizer when there is minimum amount of
resources 1 > 0 for each patch. When n = 0, it is very difficult to determine a
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Ve 0] : 1O
m/2 m/2
Ve 0]-1010] 10}

m/3 m/3 m/3
= OBAOOAOOAO

Fig. 1 Tllustrations of the optimal resource distributions for N = 3, 6, 9, from which we can observe the
general pattern for N = 3 p, as given in Theorem 2(i). The patches with underbraces are newly added ones.
At each step we renumber the patches from left to right

Ned 0] Jolo

m/2 m/2
Ve 0]-10]0]01-]0)
m/3 m/3 m/3

AN 01¢ 1010]¢ 10]6JOJC]C)

Fig.2 Tllustrations of the optimal resource distributions for the cases N = 4, 7, 10, starting with the optimal
distribution (0, m, 0, 0) for N = 4, from which we can see the guiding rule in determining the optimal
distributions for N = 3p + 1, as given by Theorem 2(ii). For brevity, we do not include the other scenario,
i.e. starting with the optimal distribution (0, 0, m, 0) for N = 4 and repeating the same process (but switch
the order of left and right)

global maximizer. However, in the two patch case, we obtain the global maximizers
for all § > 0 in the following result:

Theorem 3 (Global maximizer for two patch) In the case N = 2, define
m} = (0,m) and m5 = (m,0).

Then for any m € M\ {m}, m}}, it follows that U(m7, 8) = U(m3, 8) > U(m, 5)
forall § > 0.

Two-patch habitat is well connected. Biologically, Theorem 3 suggests that for well
connected habitats, it could be advantageous to concentrate the resources in a single
patch in order to maximize the total population. This also echoes the conclusions of
Theorem 1 for well mixed habitats.
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m* =m/2
N @@@O@
= (1+V2)’m . 4m
24+ (1+v2)2} AT (122
N=s 01¢]01¢16J0I¢ IO
4m . (1++v2)*m 4m
" T Tamineven " Tsi0e v

N O0]¢ 101016 ]01¢J010)¢ 1O,

Fig.3 Illustrations of the optimal resource distributions for the cases N = 5, 8, 11. from which we can see
the guiding rule in determining the optimal distributions for N = 3 p + 2, as given by Theorem 2(iii). For
brevity, we do not include the other scenario, i.e. starting with the same optimal distribution for N = 5 but
switching the order of left and right

uy + up 0 =0.01 uy + us 0=0.1 uy + ug =1
1.25 125 1.25

12 12 12

115 115 115

11 11 11
105 105 105 \_/
1 1 1

095 my 095 m, 095 m
0 0.10203040506070809 1 0 010203040506070809 1 0 01020304 0506070809 1

Fig. 4 Graphs of the total population as function of m; € [0, 1] for the two patch case, m = 1, § =
0.01, 0.1, 1, respectively

InFig. 4, we assume m+my = 1 andm, m> > 0.Foré = 0.01, 0.1, 1, numerical
simulations illustrate that u; + u», as a function of m 1, attains the maximum value
at my = 0, 1, the minimum value at m; = 1/2, and there is no other critical point.
Hence, u1 + u2 is decreasing in m; € (0, 1/2) and it is symmetric with respect to
mp =1/2.

This paper is organized as follows. In Sect. 3, we establish some basic properties
of the population density in each patch. In Sect. 4, we calculate the global maximizer
of the total population with large diffusion constant and prove Theorem 1. In Sect. 5,
we first calculate the first variation of U with respect to m, and then demonstrate
Theorem 3. In Sect.6, we consider the case N > 3 and restrict the candidates of
the global maximizer, and give the proof for N = 3p, 4, 5. In Sect. 7, we give the
complete proof of Theorem 2. In Sects. 7.2 and 7.3, we treat the cases N = 3p + 1
and N = 3p + 2, respectively. In Sect. 8 we discuss the main findings in this paper.
Some technical lemmas are postponed to the Appendices.
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3 Preliminaries

In this section, we choose N > 2 and m € M arbitrarily. We define the degree of u;
asé | Oby

degu; := sup yeR|limsup’ﬁ‘<oo .
- sy0 187
We also define the order of u; as § — oo by
-— . Uj
degu; := sup yeR|11msup‘—‘<oo ,
elo &y

where ¢ := 1/6. The degree and order of u; are used to calculate the leading term of
u; when we expand u; with respect to small and large §, respectively.
We give two basic results to prove our main results.

Lemma 1 A non-trivial solution of (1.3) exists and satisfies u; > 0 for all i € 2.
Moreover, it is a globally stable in (1.1).

Proof The main idea of this proof is due to Takeuchi (1989). Let Jy denote the Jacobian
matrix at the trivial equilibrium point O for (1.1). We use Rayleigh quotient to have

"xJox {_5 25\12_11()&41 —xi)* + ZlNzl mixl.2]
= sup 5
xerM\(o) X rermy(o) [lx 1l

N
Zm,- =m > 0.
i=1

v

Therefore, the trivial equilibrium point is unstable for all § > 0 and the unique solution
v; (t) is strictly positive for all # € R4 and § > 0. Moreover, we use (1.3) to obtain
unique positive non-trivial equilibrium point as follows:

1/2
mp; — 3§ (my — 8)?
- 8 , 3.1
uj 5 +( 1 + u2> 3.1
m; — 28 m; — 28)2 172
up = — + Wl ) +8(ui—1 +uiyr1) , (3.2)
2 4
my — 96 my — 8)2 172
an =" +(( b ) +5uN1> . (33)

Global stability of this equilibrium point is in the same manner as Takeuchi (1989),
so we omit the proof. O
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Next, we show that a global minimizer of the total population is given as follows.
We use this result in Sect. 4.
Proposition 1 (Global minimizer) Let {m;}ico € M be given by m; = m/N for all
i € 2. Then {m;} is a unique global minimizer of the total population at equilibrium
for all 6.

Proof We divide (1.3) by u; foreachi € N to get

m,-—ui+5<”” +’“—“—2> — 0. (3.4)

u; u;
Summing up (3.4) in i € £2, by the definition of U and (1.2) we have
U(@m,d) —m

u u u u u UupN—
=5{(—2+—1)+<—3+—2>+-~-+< N 2N 1)—2(N—1)}
ui un us us UN-—1 un

>852N—-1)—2(N—-1)) =0,

3.5)
where ug = uj and uy = upy4 are also used. Here the equality holds if and only if
u; = Constant. Hence we obtain m; = m/N, where m > 0 is the lower bound of the
total population. O

Remark 3 Ttis known that a global minimizer of the total population of (1.4) is constant;
see, e.g. Lou (2006). It still holds when we use the multi-patch model (1.1), that is,
m; =m/N foralli € §2 is the global minimizer for all § > 0. Since we cannot locate
the proof of the global minimizer in the patchy environment, we include a proof here.

4 Global maximizer for large 6: Proof of Theorem 1

In this section, we choose m € M arbitrarily. We first show that an analogy with
Theorem A.2 in Cantrell et al. (1996) holds in any patchy environment. Recall that
& = 1/8 asin Sect. 3.

Lemma 2 For every m € M, the solution of (1.3) satisfies u; = co + o(l) ase — 0
foralli € §2, where ¢ is a constant independent of i € 2.

Proof From the argument of Lemma 1, we have #; > O forall § > 0. By the maximum
principle, it is easy to show that

max{u; | i € 2} <max{m; |i € 2} <m 4.1

for all § > 0. Hence deg u; > 0.
Next, we use (1.3) to have

uz/uy =1+ ey —my),
Wi +uip)/u; =24+ e(u; —m;), 4.2)
un—1/uy =1+e(uy —my).
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This means that degu; = y > 0 for all i € £ with some constant y. Assume that
y > 0. Then we can rewrite u; as

ui =u; e’ +o(e”),
where u; ,, is a coefficient of u; of order 7. Then we have
N
U(m,e) = Zui,ysy +o0(g¥) - 0ase — 0.
i=1

However, this contradicts Proposition 1. From (4.2), it follows that u; o = c¢ for all
i€s2. O

Let us complete the proof of Theorem 1. We define {v;};c as

u; — co )
v = ! , i=1,2,...,N.
€

From (1.3), we have

uy(my —uy) +vy — vy =0,
ui(m; —u;) +vi—1 +vip1 —v; =0, (4.3)
uy(my —un) +vy-1 — vy =0.

In fact, |v; — v;| is uniformly bounded for all i, j € £2 since |u;(m; — u;)| < m?

for all i € §2, which is clear from (4.1). Then we can express v; = & v;, where v; is
bounded for sufficiently small ¢. Note that y > —1 in view of (4.1). To compute cg
explicitly, we rewrite (4.3) as

mi(co+ &' V1) — (co + 'V 0)? + eV (B, — 1) =0,
mi(co+ &7 5;) — (co + eV 0)? + ¥ (Ti—1 + Vg1 — 20;) =0, (4.4)
my(co+ &'V n) — (co + e IN)E + &7 (Dy_1 — Dy) = 0.

Adding both sides of these equations, we obtain

N
com — NC(2) + ety Z(miﬁi — 2cov; — 81+y17i2) =0.

i=1

Since 1 + y > 0, we have co = m/N. Further, we claim y = 0. Suppose that
—1 < y < 0. From (4.4), we have v; = Constant for all i € §2. This means that u;
is also constant and m; is given by m; = m/N. Indeed, this is a global minimizer of
U(m, ¢) by (3.5). Similarly, if y > 0, then we have m; = m/N, which is again the
global minimizer.
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From the above argument, we have deg v; = 0. Therefore (4.4) must be written as

Av = —co('m — cg) + 0(52), 4.5)
where
mgc)e -1 1 0
1 mP%—2 1
1 mgc)e -2
A = k]
oml) e—2 1
0 1 mPe—1
m= (my,mo,...,my), mfc) :=m; — 2co, and v = ' (vy, v, ..., vy). Then we can

calculate det A as

N
detA = (=¥ me + 0(e?).

i=1

Let a;,; denote the (i, j)-cofactor of A, which can be expressed as

Gij = (ML= [ = 1= Dmiy, -+ IZLG = D) e]
+0(e?) ifi <,

ajj = (=N [1 — {ZZI\SZ’(N —i+1- l)mg\‘,'irl_l e l)m,(”)} 8]
+0(?) ifi > j.

Multiplying A~! to (4.5) and using these cofactors, we have

N

N N
Y = —det )Y | cotmi — )Y
i=1

i=1 j=1

@ Springer



2 Page 14 of 50 K. Nagahara et al.

Here we compute

N

N
> | cotmi —co) ) i

i=1 j=1

B N1 0 N—-1 N—-1
= (DMHZNON Y i (Y ki

i=1 k=1

N—1 N—i
+ co Z (mi 2:{—162 + (=2(N+i)+ l)k})
i=1 k=1
N—1N—i N—1N—i

+co Y Y kmigx(2i —14+k—4N)+4Ncjg Y Zk:|s + 0(e?).

i=1 k=1 i=1 k=1

By c¢o = m/N, we obtain

N N 2
m . N+1 .
E vi:ﬁé <I—T> mj — E (J —iDmim;
i=1 i=1 I<i<j<N (4.6)
2
m 2
—(N” —1 O(e).
+ 12N( )+ O(e)

Now let us maximize the right-hand side of (4.6). We compute
N 2
m . N+1 ..
NZ(I_T> m; — Z (Jj—imim;
i=1 1<i<j<N

<

N

W/ N+1
2

2
i— —) (mi +myy1—) — (N +1— 2i)mim1v+1—i}

i=1

m (N —1)\>
< — | — m,
- N 2

where the equality holds if and only if m = (m,0,...,0) or (0, ...,0,m). We can
conclude Theorem 1 proved. O

5 Asymptotic expansion with respect to m: Proof of Theorem 3

In this section, we show Theorem 3. To this purpose, we prepare expansion of U (m, §)
with respect to m for all 6 > 0.

Choose § > 0 arbitrarily. We set m := mY +¢ g, where ¢ > 0 is a small parameter,
and compute the first variations of U (m, §) with respect to m. We indicate the depen-
dence of the positive solution u := (uy, ..., uy) to (1.3) on m € M only by writing
u = u(m).
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Proposition 2 For every m® € M, choose ¢ > 0 and g := (g1, ..., gn) € RY such
that m := m° + eg withm € M. Then

N N
U(mo—i—sg,S) = Zu? —i—sZu} +o(e) ase — 0,
i=1 i=1
where u® := (”(1) e, ”(1)\/) and u! == (u} A u}v) are given by

0 0o 0 0 G.D

0 0y,,0 0 0 0 .
:(ml- —uu; +0@u;_y+u; —2u;) =0 inS2,
Ug =uyp, Unyp = Uy

and
(Ds + diag(m® — 2u®))u' = — diag(g)u®, (5.2)

respectively. Here

-5 6 0

§ =286 &

5 =28
Ds =
=28 8
0 5§ =6

Moreover, the linear operator Ds + diag(m0 —2u) is invertible.

Proof We first show that the linear operator Ds + diag(m® — 2u°) is invertible. We
use properties of the principal eigenvalue of the eigenvalue problem

AD® = (Ds + diagq)®, 5.3)

where g € RV. It is well known that (5.3) has a maximum eigenvalue Ao(g), which is
characterized as

{—5 SV i =)+ YN q:’xl?]
ro(g) = sup 3 ,
x€RN\{0} [l
by the Rayleigh quotient.
Let k > 0 be a sufficiently large constant such that Ds + diag(m® — u® + k) is
an irreducible matrix. By the Perron-Frobenius theorem, rom® — u® + k) = kis

the Perron-Frobenius eigenvalue since « is the associated eigenvector. Then we have
Ao(m® — u®) = 0. Hence we get

rom® —2u%) < Aom® —u®) = 0. (5.4)
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The second half of the proof is devoted to the asymptotic expansion of U (m, §).
The main idea of this proof is due to (Ding et al. (2010)). Let ¢ > 0 be a sufficiently
small constant. We shall show below that there exists some constant C; > 0 such that

_ 0
Lt <a, (5.5)
where u 1= u(m® + eg).
To prove (5.5), we substitute m = m® + eg for (1.3) to obtain
wi((m) + egi) — u;) + 8(ui—1 + uip1 — 2u;) = 0. (5.6)

Subtracting (5.6) from the first equation in (5.1) and dividing by ¢, we have

0 0 0 0

Uio] — Uy Uik] — U U — U Ui — u;

< — + 2 )+ md = i 4+ ud)) :
& I & &

+ giu? =0.

Multiplying both sides of the above equality by (u; — u?)/ ¢ and addingi = 1to N
we have

i=1
N u; — u?

= Z gilti - . (5.7
i=1

Now, we give the upper bound in (5.5). By (4.1), we have sup; . m? — (u; +u?) <
3m. Then

il i —u®\’
—Z(m?—(ui—i-u?))( l - ’)

— 2o(m® — (u 4 u®))

_ g ot b =l 30T 0n) — i+ ud)a
xRN\ {0} llx?

Choosing x = (u — u®) /e, we have

—2om’ — (u+u

Uil — wj —ud

i wi —ul\’
- Z(m? — (i +u)) (%) .

i=1
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By (5.7) and the Cauchy—Schwarz inequality, we compute

—2o(m® — (u +u®)
N 0 0
U; —U: u—u
<Y giui (| ——= ) < supg; |lul H :
iz € ief €

Note that we have 1o(m° — (u 4+ u%)) — ro(m® — 2u®) as ¢ — 0. From (5.4), there

exists ps > 0 such that —io(mo — (# + up)) > ps > O for all ¢ sufficiently small.
Thus, we obtain

This proves (5.5). O

U — ug

2 1 u—u®
< — (supgllul
Ps \ieQ2 &

&

To prove Theorem 3, we consider a critical point of U (m, §). By (5.2) we have

N N 1 m?
Zgi = —Z (u—oé(u}_l +ul~1+1 — 2”1'1) + (u—(’) — 2) ull)

i=1 i=1 i i

N 0
1 1 1 m;

=—§:(5 (o—+o——2—o> + (—6—2>)”3’
i—1 Uicp Ui W Ui

where g satisfies the condition of Proposition 2. Here, the integrands of the right-hand
side of the above equality can be calculated as

[« %)
S
[ -
<
7ol -

|

[\
S~
S—

_I_
S
<
S

|

[\
v

1 1 1 u(m? — u?)
=0l 5+ 25|+ : lo 2 : 1
wp_y U ; (u;)
u -+ uf 2uY 1 1 1
=i — L =+ 52511
(ul) Ui Uity uj
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As mentioned above, the linear operator of (5.2) is invertible. Suppose that ¢ € RV
and define g by

. 1 1 . 0 0
g := —diag —5 o | (Ds + diag(m™ — 2u"))¢.
u; Uy

Then u! is equal to ¢, that is
(D5 + diag(m® — 2u®))¢ = — diag(g)u’.

Therefore we can define a function /[¢] by

N N
1¢1:=Y 8 =y (swi® +1) ¢

—_

where

0 0 0
u; +u’, , —2u; 1 1 1
wi(u¥) = =L il J —< ot —2—0).
u Uiy Uipq uj

Proof of Theorem 3 Suppose that N = 2. Choose m° € M \ {(m, 0), (0, m)} arbitrar-

ily. Without loss of generality we may assume m(l) < mg. For this case, it is easy to

see ”(1) < ug. Direct calculations lead to

(uy — u}) (@ +ui)

0
wi(u) = >0,
ud (uf)?
(uf — ud) () +uf)
wz(uo)z 1 02 012 22 _o.
uy (uy)

That is, w; (u°) > 0 > wa(?).
We also define two constants «, 8 by

a:=8wi @) +1, B:=0sw’ +1.
Setting ¢ as
¢ = Be1 —aey,
where e; and e, are canonical basis, we have
I1¢] = B ((Sw](uo) + 1) — <6w2(u0) + 1) —o.
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Therefore, I[¢] = Zi2=1 gi = 0. On the other hand,

2 2
Doui =) b= o= 8wau’) —wi @) #0.
This implies that m® is not a critical point of U (m, §). O

6 Asymptotic expansion of the total population
In this section, we study the expansion of the total population to determine the global

maximizer case by case. To prove Theorem 2, we consider the case that § is sufficiently
small. We note that (3.1)—(3.3) can be expanded as

m + (ﬂ - 1>8+0(8) itm; >0,
l,{l = ml

5 6.1)
(Buz)'/? — 5 o if my =0,
Uj—1 + Uj41 .
; — 2156 ) fm; >0,
ui = m; —i—( . +0(8) ifm; > 62)
G imy +uis1))'? =8+ 0(8) if m; =0,
my + (”N‘l - 1)5 +o(8) ifmy >0,
uy = my (6.3)

(auN_1)1/2—§+o(5) ifmy =0,

which can be obtained by formally expanding (3.1)—(3.3). However, since the rigorous
proof is tedious, we will postpone it to Appendix.

Before proceeding to the case of 3 or more patches, we study expansion of the
positive solution of (1.3) more precisely. Choose a positive parameter n € (0, m/N)
and m € M,, arbitrarily. We note that expansion of u; can be expressed as

up =m; + (Ci,1/2)1/231/2 + (Ci,1/4)1/2 §3/4

B - 6.4)
I (Ci’l/zN—l)l/z 8(2N I_1)/2N-1 n Ci,05 +0(5).

Here, Ci)l/zk, ief2,k=1,2,...,N —1,and C; o can be expressed explicitly by
the elements of m. Then we can show that there exists §y ,, > 0 such that for all
8 € (0, 8n,m,5), the total population is expanded as

N N-1

U=m+Y 3 (Crym)'? 8%~ 1)/2k+ZC 08 + 0(5). (6.5)
i=1 k=1 i=1

Since the computation is long and tedious, we also postpone it to Appendix. Because
the constant term in (6.5) is always equal to m, the first step is to maximize
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ZlN:l (C,-,l /2)1/ 2. In the following subsections, in view of (6.5), we restrict candi-
dates of a global maximizer of the total population.
We define the sets

Iym) ={ie€ 2 :m;>n}, Zo(m):={i € 2:m; =0}
We also define a subset of Zy(m) by
Z5(m) == {i € Zop(m) : mj41 > 0orm;_; > 0}

This subsection will be divided into three parts according to the number of patches.
We first consider the case N = 3 p with a positive integer p.

Proof (Proof of Theorem 2 (i)) To evaluate ZlNzl (Ci’l /2)1/ 2 associated withm € M,,
the proof is divided into three parts according to #Z, (m), where “#” stands for the
number of elements. First, suppose #7,,(m) < p. Then #Z(m) is at most 2(#Z,, (m) —
1) so that

Mz

l:l i€Zo(m)

Cinp)? < \/2(#1,,<m>—1> Y Cp

< V2(#T,(m) — )2m < /2Q2p —2)m < 2/p/m.

Second, suppose #Z,,(m) > p. Then #Ig)k (m) is at most 3p — #Z, (m) so that

M-

(Ci,l/z)l/zf\/@p—#fn(m)) Z Ciip

i=1 i€Zo(m)

< /Bp —#T,(m))2m < 22p — )m < 2/p/m.

Finally, suppose #Z,,(m) = p. Then #Zj(m) is also at most 2p so that

Mz

Ci, 1/2 *< 2p Z Cii2 <+/2p@2m) =2/p/m.

1=1 i€Zy(m)

Therefore, if the equality holds in the last case for some m, then such m must be a
global maximizer.

Now we choose m € M, as (131,...,13,,), where I~’,~ := (0, m;,0). Then
#I;(m) = 2p so that

N
> (i, 1/2 2 = 2(ymi + mz + -+ i)
i=1

52\/p(m1+mz+-~-+m,,):2\/5«/%,
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where the equality holds if and only if m; =mp =--- =m, =m/p > 0. Thus it is
shown that (131, e, P p) is a unique global maximizer. O

We second consider the case N = 3p + 1. We begin by proving the case N = 4.

Proof of Theorem 2 (ii-a). The idea of this proof is the same as that of Theorem 2 (i).
First, suppose #Z7,(m) > 3. Then #Zo(m) < 1 so that

~

Z 11/2 <ﬂ<2\/ﬁ.

i=1

Second, we suppose #Z,(m) = 2. Let m € M,, be given as m = (0, my, 0, mp) or
m = (my,0,my,0) withm| > n, mp > n so that

~

Z 11/2 =\/m1+\/m1+m = Jm| +/m < 2Jm.

i=1

The other case is that m € M, is given as m = (0, m, m2,0) orm = (my, 0, 0, m>)
with m > n and my > 7 so that

4
Z G, 1/2 = /i1 + Jmay < N2m < 2/m.
i=1

Finally, suppose #Z,,(m) = 1 so that

M»

Ci, 1/2 <2Jm,

z:l

where the equality holds if and only if m = (0, m, 0, 0) or (0, 0, m, 0). Therefore,
these are global maximizers for the case N = 4. O

We next ct())nsider the case N = 3p + 1 with p > 2. Define m§p+1 eM, (k=
0,1,..., p) by

and./\/lgp_H by
Mi, 4 ::{m§p+1 eM,:r<k<p-rk

Proposition 3 For every m € Mgpﬂ, there exists a positive constant Sy ., > 0
such that U(m, 8) > U (m, §) holds for § € (0, 8y ) and m € M, \M3p+1
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Proof The idea of this proof is the same as that of Theorem 2 (i). First, suppose
#1,(m) < p so that

=

> (i, 1/2 * < 202p —2)m < 2./p/m.

i=1

Second, suppose #Z,(m) > p. Then #Z5(m) is at most 3p + 1 — #Z, (m) so that

=

Z 11/2 <\/(3p+1—#I,7(m)) Z Ciip

i=1 i€Zy(m)

< J/@p+1—#T,(m))2m < /2Q2p)m = 2/p/m.

Finally, suppose #Z,,(m) = p. Then #Z;(m) is at most 2p so that

N
Z (Ci,l/z)l/2 < |2p Z Ciji2 <+/2p@2m) =2/p/m.
i=1 i€Zo(m)

Therefore, if the equality holds in the last case for some m, then such m must be a
global maximizer.
Now we choose m € M, as

- L kL N
(P15""Pk’ 07Pk+1""7Pp)7

where k € Z U [0, p]. Then #Z5(m) = 2p so that

=

3 (Ciap) P = 2Jmi + Jma + -+ i)

i=1

<2 /pOmi +my+ -+ mp) = 2/B/m,

where the equality holds if and only if m| =my =--- =m, =m/p > 0. Thus it is
shown that any global maximizer of the total population must satisfy m € Mg pt1- 0

We finally consider the case N = 3p + 2. We begin by proving the case N = 5.

Proof of Theorem 2 (iii-a). The idea of this proof is the same as that of Theorem 2 (i).
First, suppose #Z7,,(m) = 1 so that

o 1/2 P <oym < (1+V2)Jm.

Mm

l:l
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Second, suppose #Z,,(m) > 3 so that

5
> (Ciap)' 2 < iy my + /my + m3
i=1

<2ym < (1 +V2)/m, H#I,(m)=3),

and

W

S (Ciap)? < < (VDL HT,0m) = ),

i=1

respectively. Finally, suppose #Z7,,(m) = 2 so that

wn

> Cinp)'? < i + S + Jmi +m;

i=1

<1 +vV2)v/m, (1<i<j<5),

where the equality holds if and only if m = (0, m/2, 0, m/2, 0). Therefore, this is a
unique global maximizer for the case N = 5. O

Finally we consider the case N = 3p + 2 with p > 2. Define m§p+2 eM, k=
0,1,...,p—1) by

k *
m3p+2:(Pm*’~-me*sm ’Pm*v"'spm*)s

k (p—1)—k

andj\/lgerz by
M§p+2 = {m§p+2 eEMy:r<k=<(p—-1) —r},

wherer € {0, 1,..., p — 1}.

Proposition 4 For every m € /\/lgp+2, there exists a positive constant Sy .y > 0
such that U(m, 8) > U(m, §) holds for § € (0, 8x.m,n) and m € M\ M3p+2

Proof The idea of this proof is the same as that of Theorem 2 (i). First, suppose
#1,(m) < p + 1. Then #Zj(m) is at most 2#7,, so that

i€Zo(m)

N
3 (Cor)! \/2#In(m) S G
i=1

< V2HI,(m)2m < /22p)m = \/4pm.
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Second, suppose #Z,(m) > p + 1. Then #Z;(m) is at most 3p + 2 — #Z, (m) so that

Mz

Cirp)! \/(317 +2—#,m) Y Cip

i€Zo(m)

l=1

< J/Bp +2—#Z,(m))2m < 2Qp)ym = J/apm.

Finally, suppose #Z,,(m) = p + 1. Then #Z§(m) is at most 2p + 1. Note that there
exists at least one index [ € Zo(m) such that C; 12 = my—1 +myy;.
Now we choose m € M, as

(Plv"'aPk717’/ﬁkaPk+29""Pp+1)’

where k € Z N [1, p], my := (0, mg, 0, my41, 0). Then #Ig(m) = 2p + 1 so that

=

Z i, 1/2 = mp + /M1 + mg +mgg + Z 2/mi.

i=1 ie(1.2,.... p+ 1IN\ {k.k+1})

Define the function f*, g : RP*! — Ras

= Xk + Xq 1 Xk F X + Z 2./xi,

ie{1,2,....p+1)\{k.k+1}
and

p+1

8= in —m,
i=1

respectively. We calculate the interior critical point of f* under the constraint of g by
using the Lagrange multipliers. then we have unique solution as follows:

4m
= , j ,2,...,p+1 k,k+1}),
oThrarE (et p+ I\ ko k4 1))

(1 + 2%m 6.6
204(p — 1) + (1 +/2)2)

Xk = Xk+1 =

In fact, this critical point is maximum point of f* since Hesse matrix of f* is negative
definite. Hence (6.6) is a unique maximizer of f* subject to g = 0. Thus we conclude

N

max 3 (Cii2)"” = \/(417 +2V2+ Dm > J4pm.

meM, P

Thus it is shown that any global maximizer of the total population must satisfy m €
M3p+2 O
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From Propositions 3 and 4, the calculation of the total population will be naturally
divided into two part. Lemma 3 deals with the case N = 3p + 1, and Lemma 4 deals
with the case N = 3p + 2. By using the definition of M,, if we choose two positive
parameter 71, 1 satisfying n; > o, then M, C M,, must be hold. Further, we
have Mg 1 C Min/p and Mg pi2 C M+ Hence any global maximizer of the total
population within M ,« are also one within M,,.

Lemma3 For every m € Mépﬂ, there exists a positive constant Sy .y > 0 such
that U(m, 8) > U (in, 8) holds for § € (0, 8N m,n) and in € M3, | \ M3, ;.

Proof We calculate the total population U (712, §) and U (m, §). We use (6.5) to have

1/4
UG, 8) = m + 2/py/ms"/? + (%) 834 — (3p + 16 + 0(8)

and
m 1/4
U(m,8) =m +2/pyms'/? + 2 (—) 8/ — Bp 4+ 1S +0(5),
p

respectively. Therefore, we obtain
U(m,8) — U@, 8) = (V2 —1)(m/p)"/*83* + 0(8) > 0.

This completes the proof. O

Lemma4 For every m € M§p+2, there exists a positive constant 8y .y > 0 such
that U(m, 8) > U (m, §) holds for § € (0, 6N m,y) and m € Mgp—i-Z \ ./\/l%p_kz.

This can be proved in the same manner as Lemma 3, so we omit the proof.

7 Proof of Theorem 2
7.1 Computation of higher order terms

In this subsection, we compute a coefficient of 84 where n € Z>. To compare the
total population when the resource allocation pattern is included in /\/lg p1 07 /\/lg 420
we calculate an asymptotic expansion with respect to §. If the resources are placed at
intervals of 4 patches or less, Proposition 7 allows asymptotic expansion in the order
of 8"/4. Lemmas 3 and 4 indicate that a global maximizer of U (m, §) must belong
to M; pt1 OF ./\/l; b2 This means that the resources of the maximizer are placed
at intervals of 4 patches or less. At the end of this section, we identify the resource
allocation that maximizes the total population by comparing the coefficients on the
order of §"/4. In view of (6.4), we already have expansion of the positive solution of
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(1.3) in the case m € M;pﬂ or Mépﬂ as

4
U = Z u; ¢897* + 0(8).
q=0

Here, u; 4 is a coefficient of u; of 849/* depending on m and N.
In the next lemma, we expand u; up to a higher order of §.

Lemma5 Let n be a positive integer and choose m € Méerl orm € Mép+2 arbi-
trarily. Then the solution of (1.3) is expanded as

n
i =Y uj 84 + 08"
q=0
foralli € 52.
Proof We proceed by induction on n. Suppose that
n
i =Y uj 84+ o(8"*)
q=0
foralli € £2 and n > 5. We divide the proof into three parts according to the value of

degu;.
" First, we choose i € §2 such that %ui = 0. By (3.2), we have

1/2
mi — 28 (m; — 28)? "
U= = | 0 QWi it 07 + 08"
q=0
By our assumption, we have deg u;—; = degu; 41 = 1/2 to compute
) . 172
m; — 26 (m; —26)
uj = — — ’ T +8 D Wicrg + tir1.g)8 + 08"
q=2
1/2
4
m; — 28 (m; —28)> &
= — >+ l ) Y Wic1gat tip1 g8 + oYY
q=6

Using binomial series and uniqueness of #;, we obtain
n+4
wi =y ui g8 4 o8I,

9=0

@ Springer



Maximizing the total population with logistic growth... Page 27 of 50 2

Second, we choose i € £2 such that (Yﬁ u; = 1/2. From our assumption, we see
that this condition is satisfied fori = 1 and i = N. By (3.2), we have

1/2
n
up=—-8+18+3 Z(uifl,q + uig1,4)89* 4 0(8"%)
g=0
We use binomial series and uniqueness of u; to obtain
n n+2
ui =82 [ ui g 289t + 0 | = i 489 + o(8C TN,
q=0 q=0
Calculation of u1 and uy is the same as above, so we omit the proof.
Finally, we choose i € §2 such that dﬁui = 3/4. By (3.2), we have
1/2

n
up = =8+ 187 +38 | Y (im1g +uip1,9)8" + 08"
q=0

By our assumption, we have degu;_; = degu;1 = 1/2. Using binomial series and
uniqueness of u;, we obtain

1/2
n—2
up = =8+ 1672|824 (wiv1g42 +uis1.412)87 + 0"

q=0

n—2 n+1

=8 T uig 38t + oI | =D w089 + 08TV,
q=0 q=0
This completes the proof. O

From the second equation in (1.3), we may assume ug g = U1 ganduni1,4g = U g.
In view of Lemma 5, the positive solution of (1.3) must satisfy

2

n n
mi | D ui g8t 0@ | = | D ui g8 + 08"
g=0 q=0

n
Y wicrg +uiprg —2ui )8 + 08" | =0
q=0
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forall i € £2 and n € Z,. Rearranging this equation in ascending powers of § up to
the term in 8"/4, we obtain

3

q

4

> | minig =Y uijuig-j |87
j=0

q=0

n q

4

+ Z mil g — Zui,jui,q—j + (Uit g—a + Uit1.g—a — 2u; g-a) | 89
g=4 Jj=0

+0(8"*) = 0. (7.1)

Lemma 6 Letn > 5 and q be a positive integer. Choose m € Mép—s—l’ orm € /\/l%p_ﬂ
arbitrarily. Then coefficients of the expansion of the positive solution of (1.3) satisfy
the following equalities:

q
milj g — Zu,-,ju,-,q_j =0, (6] =0,1,2, 3),
=0
q (1.2)
miui g — Zui,jui,qu + Ui1,g—4 FUiy1,g—4 — 2ui g—4) =0,
i=0

(g=4,5,...,n).

Proof To prove the cases ¢ = 0, .. ., 4, we substitute every initial term of u; , to (7.2)
directly, which was determined in Sect. 6. To prove the case ¢ = 5, 6, ..., n, we use
induction on g. Suppose that (7.2) holds ¢ = 1,2, ...,s — 1, where s is a positive
integer satisfying s < n. Substituting (7.2) to (7.1), we have

n

q

4
Z miu; g — Z“i,jui,qu + (i1, g—a + Uig1 g—a — 2u; g-a) | 89
q=s j=0

+0(8"*) = 0.
Dividing this by 85/* we have

n

q
—5)/4
Z miu; g — Zui,jui,q—j + (Uim1,g—t + i1 g—a — 2uj g—a) | 8975/
q=s j=0

+o(@d"/% = 0.
Since this equality must hold for any § > 0 small, we conclude the proof. O

Hereafter, we assume that n is sufficiently large. We prepare some recurrence rela-
tion about u; 4, for every i € 2 and g = 5,6, ..., n, which will be used in Sects.7.2
and 7.3.
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We choose i € £2 such that degu; = 0. In this case, the second equality of (7.2)
becomes

qg—1
miuj g — | 2u; ou; g + Zui,jui,q—j + Wi—1,g—4 +uiz1,g—4 —2u; g4) =0.
Jj=1

By (6.4), we have u; o = m;. Therefore, u; 4 can be expressed by recurrence relation
as

qg—1
-1
Uj g =m; - Zui,jui,q—j + Wi—1,g-atUit1,g-4—2uig-4)¢. (13)
Jj=1

We can show the recurrence relation of u; 4 satisfying @ u; = 1/2 and % u; =3/4
as

q—1
o u ) ] — L . . . —Du:
Ujqg = ( ut,Z) Uj jUig+2—j + (ul—l,q—Z + Ui+1,q-2 Mz,q—Z)
Jj=3
(7.4)
and
g—1
-1
ui g = 2u;3) - Zui,jui,q+3—j + Wi-1,g—1 + Uit1,g—1 —2Uj g-1) ¢ »
j=4
(7.5)

respectively. Since the proofs of (7.4) and (7.5) can be obtained in the same way as
that of (7.3), we omit the proof.

7.2 Proof of Theorem 2 (ii-b) and (ii-c)

Our objective in this subsection is to express u; 4 by using some recurrence relation,

and show that U(mgﬁr] ,0) — U(m§p+] , 8) is positive for some r.

Let k and r € [1, | p/2]] be positive integers, where |-] is a floor function. We
choose m§p+1 € M§p+l and define

ih(k):=3r+1+k, (1=<k=<3(p-r)),
i"(0) :=3r + 1,
i"(k)y:=3r+1—k, (1<k<3r).
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Further, we define i’ (k) := i’ (k) or i’ (k). Let {a;} and {b;} be monotone increasing
sequences given by

ar =3k —1,
k—1
by == glsllkl (Zz1 \Aaxhr=1) \Hb/\ b =1.

We define the sets
Ar={aqkeZ|1<k=r}, B :={breZ|ll<k=r}.

We also define {Ay} ez, and {B,}4ez., by the recurrence relation

-1 q—1
m
A, = <;> —> AjAgj+ (Bya+Bya—2A,4) ¢ forg =5,

<,

and the initial conditions

M| —
< |3

o
<
|

—1/2 q—1
) - Z BiBji2j+(Ag2+ By 2—2B; 2) ¢ forg >5,
j=3

, Al=Ay=A3=0, As=-2,

PN
(=]
I

~ |3

1/2 1
Bo=B1 =0, By=(m/p)"", B3=0. By=-—s.

Define {Co 4}4ez., by the recurrence relation

| m —1/4 q—1
Coqg =7 {— Co,jCo.q+3—j
a M( ) ;f iCog+3-)

p
+(By-1+E1g-1)+By—1+E14-1) — 2C0,q71} forg > 5,
and the initial condition

1/4
m
Co0=Co1=Cor=0, Co3=+2 (;) , Co4=-—1
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Define {Ex 4 }(k,q)eZ-, xZ~, DY the recurrence relation

1 /m\ 12 q—1
Eiy = 3 (;) { - Z(BjEl,quZ—j +EjByi2-j+EE g12-))
=3

+ (Cog—2 — Bg—2) + Ez g2 — ZEl,q_z} forg > 5,

—1 q—1
m
Eqq = (;) { - Z(A/'Eak»q—j + Eo.jAq—j + EarjEar.q—j)
j=1

+ (Eak—l,q—4 + Eak+l,q—4 - 2Eak,q—4)] fOFC] >5,k>1,

_ -1
1 /m\ 12 q
Epg = 5 (;) { - Z(Bj Ep.q+2—j + Eb jBg+2—j + Eb jEbg+2—5)
j=3

+ (Epy—1,g—2+ Epy1,9-2— 2Ebk,q—2)} forg >5,k>1,

and the initial condition
1
Evw=Ei1=E12=E13=0, Ei4= 5
Ero=Ex1 =Er2=E3=E4=0 fork>2.
Finally, we define a mapping k : Z>» — Zxo by
3d -1 ifn=28d,8d+1,
k(n) = 13d if n=8d+2,8d + 3,
3d+1 ifn=8d+4,8d+5,8d+6,8d+7,
and its inverse by

d(k) := mink~ ' ({k}).

From the definition of Ey ,, we have

Epg=0for0<gqg <d(k) —1, (7.6)
m —1
Eqda) = ; Eq—1,d(a—1)> (7.7)
1 /m —-1/2
Epdp = 5 <;) Ep—1,app—1) fork > 2. (7.8)

We first prove that u; , can be expressed by using A,, B, and Ey 4.
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Proposition 5 Let g be an integer and choose m € M§p+l arbitrarily. If 0 < g <
d(6r) + 1, the coefficient of the expanded positive solution of (1.3) can be expressed
as

Uir (ar),q = Aq + Eak,q + E()r—H—ak,q Joray € A, (7.9)
Uir (b),g = Bq + Ebp.qg + Eor1-p4.q for bx € By, (7.10)
Ui (ar),g = Ag + Eupq + E6(p—r)+1—ar.q Joray € Ap—rs (7.11)
wir (b),g = Bq + Ebq + E6(p—r)+1-br.g for b € Bap—r). (7.12)
Moreover,
C 0<qg <d(6r),
wir g = 1 0 for0 = q = d(6r) (7.13)
Coq +Eo forqg=d(6r)+1,

where Eq := (2\/5)_1 (m/p)_1/4(E6r,d(6r) + E6(p—r),d6r)) < 0is a constant.

Proof We first show (7.9). To prove the case ¢ = 0, 1,...,4, we substitute every
initial term of u; 4 to (7.9)—(7.13) directly, which was determined in Sect. 6. To prove
the case ¢ = 5,6, ...,d(6r) + 1, we use induction on g. Suppose that (7.9)—(7.13)
hold forg = 1,2,...,s — 1, where s is positive integer satisfying s < d(6r) + 1.
Then the first term of the right-hand side of (7.3) becomes

s—1
Z Wil (ap), jHil (ak),s—J
j=1
s—1
= - Z(AjAs—j + Aank,s—j + AjE6r+l—ak,s—j (7.14)
j=1
+ Eak,jAs—j + Eak,j Eak,s—j + Eak,jE6r+1—ak,s—j
+ E6r+l—ak,jAs—j + E6r+l—ak,ank,s—j + E6r+l—ak,jE6r+l—ak,s—j)-

We claim that

EojEer+1-ars—j = E6r+1-ap.jEas—j = 0 (7.15)

forall 1 < j < s—1.The proof of this claim will be divided into three cases according
tos. First, suppose 5 < s < d(ag).Inthiscase, j satisfies | < j < d(ax)—1.This gives
Eq.j = Eer41-q,j = 0by (7.6). Second, suppose d(ax) +1 < s < d(6r + 1 — ay).
If 1 < j <d(ax) — 1, then we can prove (7.15) in the same manner as the first case.
Ifd(ay) < j <s—1,thend(6r + 1 — a;) — 1 is the upper bound of j. This gives
E6ry1-ay,j = 0by (7.6). Moreover, d(6r + 1 — a;) — 1 is the upper bound of s — j,
since

s—j<s—d(ay) <dOr+1—ar)—d(ax) = d6r —2ar)
<d©6r+1—a;)—1.
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From (7.6), we have Eg,1-4;,4—; = 0. Finally, suppose d(6r + 1 —a;) +1 < s <
dr)y+1.If1 < j <d(6r +1—ay)— 1, then we use the same manner as the second
case. If d(6r +1—ay) < j <s—1,thend(ar) — 1 is the upper bound of s — j, since

s—j<s—dO6r+1—ay) <d6r)+1—-d6r +1—a;)
=8k —1D+3=d@ar—2)+1<d(a) — 1.

In view of (7.6), Eq; q—j = E6r+1-a,q—j = 0. Hence we obtain (7.15).
Thus, (7.14) can be rewritten as

s—1
Z Wi (ag), jWi" (a).s—j
Jj=1

s—1 s—1
= - Z(AjAs—j) - Z(Aank,s—j + Eak,jAs—j + Eak,ank,s—j)
j=I j=1
s—1
- Z(AJ E6r+1—ak,s—j + E6r+1—ak,jAs—j + E6r+l—ak,jE6r+1—ak,s—j)-
j=1

(7.16)

The rest of the proof of (7.9) is to calculate the second term of the right-hand side of
(7.3). We have

Wir () —1.s—4 T Uil (@) 41,54 = 2Ui" (a),5—4
= (Bs—4+ By_4 —2A5_4) + (Eakfl,sfél— + Euk+1,s74 - 2Eak,s74)
+ (E6r+l—ak—l,s—4 + E6r+l—ak+l,s—4 - 2E6r+l—ak,s—4)- (7.17)

Combining (7.16) and (7.17), we obtain (7.9).
Next, let us show (7.10) in the same way as the proof of (7.9). Suppose that (7.9)—
(7.13) hold forg = 1,2, ..., s — 1. Then the first term of the right-hand side of (7.4)

becomes

s—1
Z Wi (by), jUi” (br).s+2—j
Jj=3
s—1
=- Z(Bj Bsio j+ BjEp s12-j+ BjEer1-b s42—j
j=3
+ Epy,jBs+2—j + Eb,jEvgs+2—j + Ebyj Eor+1-bg s+2—j
+ E6r+1-by,jBs+2—j + Eor+1-by,j Ebgs+2—j + E6r+1-by,j E6r+1-bi.s+2—)-

We also claim that
Ep. i E6r+1-bp,s+2—j = E6r41-by,j Eb,s+2—j = 0 (7.18)
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forall3 <j<s—1.

The proof of this claim will be also divided into three cases depending to s. First,
suppose 5 < s < d(by). In this case, j satisfies 3 < j < d(by) — 1. This gives
Ep, j = E6r+1-b,,j = 0by (7.6). Second, suppose d (by)+1 < s < d(6r+1—1by).If
3 < j < d(br)—1,then we use the same manner as the first case. If d(by) < j <s—1,
then d(6r + 1 — by) — 1 is the upper bound of j. This gives E¢ 4+1-p,,; = 0 by (7.6).
Moreover, d(6r + 1 — by) — 1 is an upper bound of s + 2 — j, since

S+2—j<s+2—dby) <d6r +1—bp)+2—dby)
=d(6r+1—2b) <d6r +1—by) — 1.

From (7.6), we have E¢,1_p, s—; = 0. Finally, suppose d(6r +1 —by) +1 < s <
d6r)+1.1f1 < j <d(6r +1—b;)— 1, then we use the same manner as the second
case. Ifd(6r + 1 —by) < j <s —1,thend(by) — 1 is an upper bound of s +2 — j,
since

s+2—j<s+2—-d6r+1—>b;) <d6r)+3—d6r+1—>b;)
=dbr—1)+1=<dby) — 1.

In view of (7.6), Ep; s12—j = E6r+1-by,s+2—; = 0. Hence we obtain (7.18). Thus,
(7.14) can be rewritten as

s—1

Z Wi (b), j Wil (br),s+2—

j=3
s—1 s—1

=- Z(BjBH—Z—j) - Z(Bijk,H—Z—j + Epy,jBsto—j + Ep jEpys+2—5)
j=3 j=3
s—1
- Z(B‘/E6r+l—bk,s+2—j + E6rt1-by,jBs—j + E6r+1-by, j Eor+1-by,s42—)-
j=3
(7.19)

The rest of the proof of (7.10) is to calculate the second term of the right-hand side
of (7.4). We have

Wir () —1,5—2 T Ui ()+1,5—2 — 2Ui7 (by),5—2
=(As 2+ By 2 — 2By 2) + (Epy—1,5—2+ Eppt1,5-2 — 2Ep, 5-2)
+ (E6r+1-bp—1,5—2 + E6r11-bp+1,5-2 — 2E6r 41—y ,5-2)- (7.20)

Combining (7.19) and (7.20), we obtain (7.10). We can apply the same manner as
above to obtain representation formula (7.11) and (7.12). So we omit the proof.
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Finally, we prove (7.13) by induction on g. Suppose that (7.9)—(7.13) hold for
qg=1,2,...,5s —1.By (7.5), we have

1 m\ /4 !
“i’(O),s=2—ﬁ( ) {— ZCO,jCO,s+3—j

p =
+ (Bs—1+ E15-1+ E6r,5-1) + (Bs—1 + E15-1 + Eg(p—r),s—1) — 2C0,s—1)}

+_ R
22\ p

In view of (7.6), E¢; s—1 = E¢(p—r),s—1 = 0for4 <s —1 < d(6r) — 1. Further, we
have E¢, 46r) < 0 by using (7.7)—(7.8) and the initial condition £} 4, so that

1 m —1/4
= CO,s (E6r,s—1 + E6(p—r),s—l)'

U /m\ /4 .
uir0).g = Coq + ﬁ(;) (Eer.der) + Eo(p—r).der)) ifq=d(6r)+ 1.
Thus, we obtain (7.13) and conclude the proof. O

Let us complete the proof of Theorem 2 (ii). We consider U (m% P41 §)yforl <r <
p/2 — 1. By Proposition 5 and (7.6), we have

d6r)+1 N
U(mgp-H» 8) = Z Zui’qSCIM + 0(8<d(6r>+1)/4)

3
= (Coy + pAy +2pBy)si/*
q=0
d(6r) k(q)

+ Y (Cog+ pAg+2pBy+ Y 2E; )8

q=4 k=1

6r

+ Y (Cog+Eo+pAg+2pBy+ ) 2E; )87t + o@D,

q=d(6r)+1 k=1

Hence we obtain

UniL ) 8) = Umb . 8) = —EosUOHD/A 4 o(5@E+D/4) 5 ¢

for sufficiently small §. This proves Theorem 2 for N = 3p + 1. O

7.3 Proof of Theorem 2 (iii-b) and (iii-c)

This subsection is organized in the same way as Sect. 7.2. For simplicity, we use the
same notation as in Sect.7.2. Let k and r € [1, [(p — 1)/2]] be positive integer. We
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choose m’, pi2 € M; b2 and define

i"(k):=3r+3+k (1<k=<3{(p—-1)—-r}+2),
i"(0) := 3r + 3,
i"k):=3r+3—k (1 <k<3r+2).

We define monotone increasing sequences by

ar =3k + 1 (k € Z=0),

k—1
by := min {(Zzz \H{arhi=1) \H)bx , bo=2.

We define the sets

Ar={meZ|l<k=r}, Bi={eZ|l<k<r).

We also define {A;}yez., and {B;},ez., by the recurrence relation

g—1
Ag=m) ' =Y AjA; j+ (Bys+ Bys—24, 4) ¢ forg =5,
j=1
1 “
By =3 (m) "2 L= "BjByiaj+ (Ag2+ By 2 — 2B, 2) { forqg =5,
j=3

and the initial condition

Ag=my, A1=Ar=A3=0, Ay=-2,
1
Bo=B; =0, By=(my)"?, B3=0, By=—7.

Define {Cy ¢} (k,q)ezn(0,21x 2o DY the recurrence relations

g—1
—1/2
Coq = 5 (m") / [ - Z(CO,jCO,q+2—j) +(Crg—2+Crg2— 2C0,q—2)],

Jj=3
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qg—1
—-1/2
Crq = (m) " [ = 32(C1iCry-p) + (Cog2 + Cog2 = 2C14-2)},
j=1

1, . o
Crq = > (m*) 12 { — Z(CZ,jCZ,q+2—j)
=3

+ (Crg—2+ (B3 g2+ E34-2) — 2C2,q—2},

for g > 5, and the initial conditions

Coo=Co1 =0, Cop=(2m"'% Co3=0, Cos=-—1,
Cio=m*, Ci,1=Cip=C13=0, Ci4=-2,

" 1 ma\ 172
Cro=0C21=0, Cro=(my) ', Cr3=0, Crs== (—) -1
2 \m*
Define {Ek ¢ }(k.q)eZ-3xZ-, DYy the recurrence relations
1 i
E3 4 = 3 (my)~ /2 { - Z(BjE3,q+2—j + E3,jBgt2—j + E3 jE3 g42—5)
j=3
+(Cog2—By2)+Esq 20— 2E3,q72} forg > 5,
qg—1
_ -1
Eqq = (ms) { — Y (AjEaq-j+ EapjAq—j + EajEar.q-))
j=1

+ (Eak—l,q—4 + Eak+l,q—4 - 2Eak,q—4)} for q= 5.k=1,

1 !
Epq = 3 (my)~ '/ { - Z(Bijk,q+2—j + Ep,.jBg+o—j + Eby.j Ebgg+2-)
j=3

+ (Ebkfl)qu + Ep+1,g-2 — 2Ebk,q72)} forg >5,k>1,

and the initial conditions

V2-1
42

Eiro=Ei1 =Ex2=Ex3=E4=0 fork>4.

Ezo=E31=FE32=E33=0, E34=—
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Finally, we define a mapping k : Z>p — Z>2 by

3d+1 ifn=8d,8d+1,
k) ={3d+2 ifn=8d+2 8d+3,
3d+3 ifn=8d+4,8d+58+6 8d+7.

and its inverse by
d(k) := mink~ ' ({k}).

From the definition of Ey 4, we have

Epg=0for0<gq <dk) —1, (7.21)

Eqpdt@) = o)™ Eq—1.d(@—1) (7.22)
1 _

Epdby) = > (M) ™% Ep 1 b1y for k > 2. (7.23)

We also prove that u; 4 can be expressed by using Ay, B, and Ey 4.

Proposition 6 Let g be a non-negative integer. Choose m € Mép-ﬁ-Z arbitrarily. If
0 < g < d(6r + 3), the coefficients in the expansion of the positive solution of (1.3)
are expressed as

Uir (ar)qg = Ag + Ear.q + E6r+5-ar.q for ax € Ay, (7.24)
Uir ). = By + Ebg + E6ry5-bp.qg — 2Eq.r for by € By, (7.25)
uir @).g = Ag + Eap.g + E6(p—1-r)+5-a,q Jor ar € Ap_i—;, (7.26)
ummﬂ:{%+qu+&@44Hy%q < p-D2
By + Epq + E6(p—1-r+5-bi.q — 2Eqr  ifr=(p—1/2,
for by € Bagp—1_p), (7.27)
uir 2).q = Caq + E2, (7.28)
T S
uir (1),g = Cl.q» (7.30)
uir©0).g = Co.g» (7.31)

where Ey and Eq,, are constants given by

i if0 < q <d6r+3),
2= .
(1/2)(m*) " Eeri2.46r+2) <0 if g = d(6r +3),

5 {o if0 < g < d(6r +3),

" Enan) Eor+5-be.dr5—b) > 0 if g = d(6r +3).
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Proof The main idea of this proof is the same as Proposition 5. To prove the case
g = 0,1,...,4, we substitute every initial term of u; , to (7.24)—(7.31) directly,
which was determined in Sect. 6. Further, (7.24) may be proved in much the same way
as the proof of (7.9). So we omit the proof.

To prove (7.25), we claim that forevery 3 < j < d(6r+2)+1,0 < g < d(6r+3)
and by € B,,, the following equalities hold:

Ep.jE6r+5—br,q+2—j = E6r+5-b,j Ebe.g+2—j

_ | Evcdn Eer+5-b.dr+5-by) if].=.d(bk), (7.32)
0 otherwise.

It is easy to verify that d(6r + 3) + 2 — d(by) = d(6r + 5 — by) for all by € By,
Hence if ¢ = d(6r + 3) and j = d(by), then the first two equalities in (7.32) hold.
Otherwise, the proof of the equalities in (7.32) are t almost the same as that of (7.18),
so we omit the proof. The rest steps of the proof of (7.25) is the same way as in that
of (7.10), so we omit the proof. We can apply a similar argument to obtain (7.26) and
(7.27). So we again omit the proof.

We prove (7.28) by induction on g. Suppose that (7.24)—(7.31) hold for g =
1,2,...,s — 1, where s is a positive integer satisfying s < d(6r + 3). By (7.4),
we have

1 _ s—1
uir @),s = z(m*) 1/2{— Z Cr,iCosq2—j
j=3

+ (Bs—2 + E3,s—2 + E6r+2,s—2) + Cl,s—Z - 2C2,s—2}

1 —1/2
=Co5 + z(m*) / (E6r+2,5—2)»

In view of (7.21), Egy 42,52 = 0for4 < s —2 < d(6r + 2) — 1. Further, we have
E6r12,d6r+2) < 0 by using (7.22)—(7.23) and the initial condition E3 4. Hence we
obtain

1 —1/2 .
uir 2,4 = Caq + 5(’”*) (Eers2.d6r+2) ifq = d(6r +3).

Thus we have shown (7.28). The proof of (7.29)—(7.31) is almost the same as that of
(7.28), so we omit the proof. O
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Let us complete the proof of Theorem 2. We consider U (m/ p12:6) forl <r <
p/2 — 1. By Proposition 6 and (7.21), we have

d6r+3) N
U(mgp+2’ 8) = Z Zui’ngﬂ +0(5d(6r+3)/4)
g=0 i=1

3
=) (Cq+ (p— D(Ag +2B,)84/*
q=0

d(6r+2)+1 k(q)

+ ) (Cq+(p—1(Ag +2By) + Y 2Er )8
q=4 k=3

+ Y (Cq + Ey+ (p— 1)(Ag +2B,)
g=d(6r+3)
6r+42

+ Z 2Ek g + E6r43,4 — 4rEq,,)5q/4
k=3

+ o(s46r+3/4)

where C; := Co 4 + 2Cy 4 + 2C3 4. Hence we obtain

Um}l s, 8) = Ums, s, 8)

= (Eor13.d(6r+3) — Bz +4rEg )8/ /% 4 o(s4Or /%)
V2-1 A d(6r43)/4 d(6r+3)/4
= —WE6r+2,d(6r+2) +4rE, | T o0(8 ) >0
*
for sufficiently small §. This completes the proof of Theorem 2. O

8 Discussions

In this paper we studied a nonlinear optimization problem from population biology.
We consider the population of a single species in a patchy environment and study
the effects of dispersal and spatial heterogeneity of patches on the total population
of a single species at equilibrium. More specifically, we ask the following question:
Given the total amount of resources, how should the resources be distributed across
the habitat in order to maximize the total population of a species? We show that the
global maximizer can be characterized for any number of patches when the diffusion
rate § is either sufficiently small or large. Our results show that the global maximizer
depends crucially on the diffusion rate §, and the answers are completely different
for small é and large §. In several cases we show that the global maximizer is of the
“bang-bang” type, and we are also able to determine the maximizers explicitly by
finding the specific guiding rules of fragmentation in the multi-patch model (1.3). In
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particular, fragmentation occurs when the diffusion rate is sufficiently small, which is
in agreement with the findings in Mazari et al. (2020).

A general question is to determine the resource distributions which maximize the
total population at equilibrium for the N-patch model

N

d

Ui =vilmi —v) +8 ) Lijvj, (8.1)
Jj=1

where (L;;) is non-negative, irreducible and

Lii:_ZLij, 1<i<N.
i

For simplicity we assume that L;; = 1 when patches i and j are connected, L;; =0
when they are disconnected. The patch model (1.1), which mimics the one-dimensional
continuous habitat, has a special diffusion matrix, which shares similarity to the peri-
odic case.

The answers to the above question might be complicated as both dispersal rate and
dispersal matrix affect the mixing of populations across the whole habitat. The optimal
resource distributions in patch models (in PDE models as well, but with an extra upper
bound) are often of the bang-bang types, i.e. they are indicator functions over some
set E C £2 or finite sums of indicator functions with different weights. The difficulty
is to determine these sets E and their corresponding weights. Theorems 1, 2 and 3
provided some examples.

We suspect that Theorem 2 holds for small diffusion rate § when 1 = 0. To be more
precise, we conjecture that for model (1.1), there exists positive constant §x , > 0
such that U (m, §) > U (m, §) holds forany é € (0, 5 ) and any m € M\ {m}. Note
that the diffusion matrix given by model (1.1) is among the least connected dispersal
matrices. Hence, this conjecture suggests that for small diffusion rate, in order to
maximize the total population in weakly connected habitats, it might be advantageous
to distribute the resources in certain fragmented manners, possibly so for model (8.1)
as well.

On the other hand, Theorem 1 implies that it is advantageous to distribute the
resources in a single patch when diffusion rate is large. It will be of interest to generalize
Theorem 1 to model (8.1) for large § and determine how the network topology affects
the optimal distribution of resources. We suspect that the optimal distribution in this
scenario might be associated with the boundary patches, i.e. patches only connected
with a single patch.

If we increase the connectivity of the dispersal matrix, the optimal distribution
of resources might also become less fragmented. To support this claim, consider the
extreme case of completely connected habitat, i.e. L;; = 1foranyi # j. For this case,
it can be formally shown that for small diffusion rate, the optimal resource distribution
is given by one of the following distributions:

m= (m,0,0,0,...,0), (0,m,0,0,...,0), ... (0,0,0,0,...,m),
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with U (m, §) given by
U@m,8) =m+ (N — Hm'28'/2 4 0(5'7%).

We wonder whether Theorem 3 can be extended to N-patch model with completely
connected graphs.

Similarly for the PDE model (1.4), an open question is to characterize the global
maximizer of the total population for the unique positive steady state in general
domains. This seems to be a challenging problem even for the one-dimensional spatial
domain with arbitrary dispersal rate.

A Appendix
A.1 Preliminaries for small &

In this Appendix, we choose N > 2 and m € M arbitrarily.

Lemma?7 Any solution of (1.3) satisfies either degu; = 0 or 1/2 < degu; < 1 for
each i € §2. Moreover, m; > ()if@u,- =0, andm; =0if1/2 < dﬁui < 1.

Proof By using (3.1)—(3.3), u; — m; as § — 0. This implies @ui > 0. First, we
choosei = 1 ori = N. Assume m; > 0. Then by (3.1), we have

my — 8 1 172
up = +(—(m%—2m15+52)+5u2>

m;—38 m 2 mi
= + 214 55 (= 2 o+ 0@
mj 2

—m — <ﬂ_ 1)8+0(8).
mi

Similarly, by (3.3), we have

Uy =my — (”N‘l _ 1>8+0(8).

my

This indicates that if m; > 0, then dﬁ u; = 0.
Next, assume m; = 0. By using (3.1) and (3.3), we have

5 1 1/2 s 1 1/2
up = —3 + (4_182 +8u2) , UN = 5 + (ZSZ +5MN1> .

This gives

(A.1)

1 +degus
)

@ul =min{1,
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(A2)

1 +degun—i
=5

%u/\/ :min{l,

This argument and Proposition 1 indicate that if m; = 0, then 1/2 < degu; < 1. It
follows that degu; = 0 is equivalent to m; > 0. From the above argument, we can
assert that 1/2_5 degu; < 1 isequivalent to m; = 0.

Second, we choose i € Z N (1, N). Assume m; > 0. By (3.2), we have

mi—28 (1 , ) 12
Uj = ——— | gmi —mid + 8"+ 8ui-1 + uit1)

n; — 28 ni;

2
= + — (1 + — Wi—1 +uip1 —m;)d + 0(5)>
m;

2 2
— mi + <M —2)8+0(8).
m;

This implies that if m; > 0, then dﬁui = 0. Next, assume m; = 0. We use (3.2)
again to have

) 1/2
uy = —48 + (8 +8(ui—1 +14i+1)> .

This gives
1 + min{degu;_1, degu;i}
@uizmin{l, —gz’ St } (A3)
Similar argument to the first case shows that de_g u; = 0 1is equivalent to m; > 0.

Furthermore, 1/2 < dﬁ u; < 1isequivalent tom; = 0.
Therefore, it is sufficient to prove that 0 < % u; < 1foralli € 2. We assume
that there exists i € §2 such that (Lﬁ u; = 1. From (A.1)—(A.3), we have

dﬁuz:l ifi =1,
dﬁui_lzdﬁulq_l:l ifl <i <N,
dﬁl/t]\/_]:l ifi = N.

Repeated application of (A.1)—(A.3) enables us to obtain m; = 0 for all i € §2, which
contradicts our assumption. O

Recall that (6.1)—(6.3) are obtained by Lemma 7. We next show that %ui takes a
finite number of values. By Lemma 8, we only have to seek the largest coefficients of
an appropriate order of é to maximize the total population.

Lemma 8 Any solution of (1.3) satisfies
degu; € {1-277 | peZn[0,N —1]}

foralli € 52.
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Proof We assume that there exists i € £2 such that
1-277 <degu; < 1—270HD, (A.4)

where p € Z N [0, min{i — 1, N — i}]. By using (A.1)—(A.3), we calculate

deguy = (1 +degus)/2 ifi =1,
degu; = (1 + min{degu;_y, degui+1})/2 ifi € ZN (1, N), (A5)
deguy = (1+deguy—_1)/2 ifi =N.

Repeating substitution of (A.4) to (A.5) p times, we obtain

0 <degupir <1/2 ifi =1,
0 < min{degu;—p,degu;yp} < 1/2 ifi € ZN (1, N),
0 <degun—p <1/2 ifi =N.

This contradicts Lemma 7. Finally, we assume that
1—27V=D < degu;.

Applying (A.1)-(A.3) repeatedly max{N — i,i — 1} times to have minieg{dﬁ ui}.
Since max{N —i,i — 1} < N — 1, we have minieg{dﬁ u;} > 0. This contradicts our
assumption. O

We next evaluate the difference of deg u; between two adjacent patches.
Lemma9 Leti € 2 and p € ZN[0, N — 1]. Suppose that a solution of (1.3) satisfies

2P —1
(fﬁui = 2r :

Then we have
2r-1 1 _
T = mln{dﬁui—l ) dﬁuiﬂ }s (A.6)
where the equality holds if and only if m; = 0, and
2rtl

T (A7)

max{degu;_i,degu;yi1} <

where the equality holds if and only if min{m;_, m;+1} = O.
Proof 1t is clear that (A.6) follows immediately from (A.5). Suppose that

P12

max{%ui—l, dﬁ“i—o—l} > o2
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By (A.6), we have

. 2r+l _ o+l _
min{degu; >, degu;} = —prT 0 OF min{deg u;, degu; >} = o
This contradicts our assumption. This proves (A.7). O

Repeated application of Lemma 9 enables us to have the following lemma.
Lemma 10 Leti,k € §2, andtake p € ZN[1, N — 1] such thatk — p, k+ p € 2. If
a positive solution of (1.3) satisfies deg uj = 2P —1)/2P, then

min{dﬁ”max{l,k—p}s %umin{k+p,N}} =0.

Moreover, m; =0 foralli € (k — p,k + p).

Lemma 10 allows us to examine the effect of the distance between favorable patches
on deg u;. The following proposition plays an important role in Sect. 6.

Lemma 11 Let k, i, g be positive integers such thatk, k + i,k + 2q € 2.

(i) Suppose that m € M satisfies my > 0, myy24 > 0, and my; =0 (0 < i < 2¢g).
Then the following equalities hold:

20 —1 ,
degupyi = degupyog—i = 5 0<i<gqg).
(ii) Suppose that m € M satisfies my > 0, miyoq > 0, and myy; =0 (0 < i <
2q + 1). Then the following equalities hold:

20 —1 .
deguiti = deguiiog+1-i = i O=i=<q).
Proof (i) Assume thati € Z N [1, g] and
2 1 i i
deguiti = i < 2'=1)/2",

where j € Z N [1,i]. Then we have
min{deg up4 j, deg upi2i—j} =0

by Lemma 10. Similarly, assuming that
2itj _

L 21 =1)/2,

degui+i = —55—

where j € ZN[1,N — 1 —i], we have m; = 0 by Lemma 10. This contradicts
our assumption my; > 0. We now apply this argument again, with k + i replaced by

k + 2g — i, to obtain the value ofckﬁukﬂq,i.
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The case (ii) may be proved in much the same way as the case (i), so we omit the
proof. O

A.2 Expansion of the total population in N patches

To express the total population U (m, §) in terms of § for each m € M, we show the
following result.

Proposition7 Let k, i, g be positive integers such thatk,k + i,k 4+ 2q € §2. Choose
m € M arbitrarily. Then the positive solution of (1.3) are expanded as follows:

(i) If m € M satisfies mi > 0, myy2g > 0and myy; =0, (1 <i <2q — 1), then

myg — 6 + 0(8), k=1,
= _ A.8
”" mk+<mk 1—2)8—}-0(8), *k > 1), (A.8)
mig
upri = my > 5O s 1 0(5), 1<i<q -1, (A.9)
—1 —1
i = \/ m* dmlGy 8TV =54 000), (A10)
urs2g—i =m0V — 54 06). (1<i<gq—1), (A1)
Mmyy2q — 8+ 0(8), (k+2g =N),
= A.12
MR g+ (M —2> 5+00), (+2g<N). NP
Mi+2g

(ii) If m € M satisfies my > 0, mpy2g41 > 0and myy; =0, (1 <i < 2q), then

mg — & + 0(9), (k=1),
up = Mmi—|
my + (m—k—2>8+0(8), (k> 1),

i =m* 8@ D2 54 0(5), 1 <i<qg—1),

1 124
g = my/ > 802 (— (M) —1)8406), (A13)

2 mp

1/29 (29—1)/24 1 mp L/

Uktq+1 = M og110 {35 (m) —1)8+40(3),
172! i_1)/2 .

Uepage1-i = m 8¢ TV —54006). 1 <i<q—1),

Miy2g+1 — 8 4+ 0(8), (k+2g+1=N),

u = Mk+2g+42 Al4

2 Y g + <m+—"+ - 2) 54006, (k+2g+1 <MY
k+2g+1
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(iii) If m € M satisfiesmy >0, (k> 1), m; =0, (1 <i <k —1), then

k=1 k-1 -1 8
u1=m,1/2 sG b2 —§+0(5),

u—i = my/* 5@V 5 1 0(8),

mi — 8 + 0(8), (k= N),
E Yy 4+ (m"“ — 2) 5+0(8), (k<N
mig

@iv) If m € M satisfiesmy >0, (k < N), m; =0, (k+1<i <N), then

mi — 8+ 0(8), (k= 1),
T Y+ ("’n’;: - 2) §+0(), (k> 1),

upgi = my/* 6@V — 54 0(5),

N—k —k - &
MN — ’,’,lllc/2 8(2]\’ —1)/2N _ 5 +0((S)

Proof (i) It is easy to verify (A.8) by noting deguy+1 = 1/2. So we omit

(A.15)

the proof.

We now consider (A.9) by induction on i. By Lemma 11, there exist coefficients C k+i

foralli € {0, 1, ..., g} such that
Ui = Crpi8@ D2 L o8y =my.
By (6.1) or (6.2), we have the base case as
Upsl = (mka + Cryad"* + 0(37/4))1/ 2 5400

C
= (m8)'? (1 + ﬁkzam + o<a3/4)> — 5+ 0(8)

=m,/?8'% — 5+ 0(5).
Therefore, we have the relation between Cy and Cy41 given by
Cip1 =C%
Suppose that

Uipiot = Craio18® D27 54 68) B<i<q—1).
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By (6.2), we have the induction step as

i1\ i1 P42 1y it i+2_ 1y il \ 1/2
i = (Chpim16@ V2T 4 €y 8@ DT 4 o@D s 4 0(s)
i i Crai i—1_1/9i+1 i—1_ 1 mi+l
_ C}:ﬁ_ls(z 1)/2 (1 + 26{<+z+1 5172 1/2i+ +0(61/2 12+ )) — 54005
k+i—1

1/2 2i—1)/2!
= C 58TV — 54 000).

Therefore, we have recurrence relation Cr4; = C ,: fi—l which gives (A.9). From this,
we replace “k” by “k + 2¢” to have (A.11) and (A.12).
To prove (A.10), we use (A.9) and (A.11) to have

-1 _ -
uk+q—l — mi/zq 8(2‘1 1*1)/24 1 _ 8 +0(8),
1/2a—1 -1_ -1
Ukt+q+1 = mk/+2q s 5 4 0(8).

By (6.2), we obtain

-1 _ —1 _ 1/2
Uk+q = (mllc/Z‘I s =b/2r! +m1¥i—2;q AT 52 4 0(52)) —38+0()

sl/24!

O SN2
=(m;1/2q +m1/2‘1 ) 8(2q_1)/2<1 1—

—1
k+2q +o@'2")

1/24-1

1/20-1
my Mo,

— 8+ 0(8)

. iN1/2
:(m}/” +m,1f§q) 5@1=D2T _ 5 4 o(8).

(ii) We give the proof only for (A.13) and (A.14); the other cases can be proved by the
same argument as above. We use Lemma 11 to have

Ukrg = Cragd® ™V 4 o(8@ =D/,

kg1 = Cragr18> V¥ 4 o(8@ D2,

We now compute Cy 4 and Ciy4 11 by using (6.2) as

1/24-1 _ -1 +1_ 1_ 172
Uktq = (mk/ R T e Ch 1)/2<1)) -5+ ()

_ mi/zqa(zq_l)/zq (1 + Ck—',—q-i—ll §1/2! +0(51/24)> — 5+ ()
1/24~
2m
k

q_ Cr 1
SR B e | RN O}
2my
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Similarly, we have

1/24 24 _1)/24 Ck+q
Uk+q+1 = mk+2q+18( )/ + ZmT —1])6+ ().

k+2g+1
By the definition of Cy44 and Cy4 441, we have

1y RV
Cirg=m)'", Cirg+1= My 2g+1-

Therefore, we obtain (A.13) and (A.14).
(iii) We use (6.1) to have

k=2 ok _ 12§
"y = (5 <m;/2 5T s +0(8))> 3 +00)

k=1 _ . - - 8

=my/? 8@ - ﬁfsl/zk T+0(6 ) = 2 4 0(5)

2m /2 2
k

_ mllc/zk—ls(zk—lil)/zk*l . g +0(8).

This proves (A.15) The other cases can be proved by the same argument.
(iv) This can be proved in much the same way as (iii). So we omit the proof. O
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