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Friction stir welding (FSW) has found increased applications in automotive and aerospace industries due
to its advantages of solid-state bonding, no fusion and melting, and versatility in various working condi-
tions and material combinations. However, the relationship among processing parameters, material prop-
erties, and bonding extent and fidelity remains largely empirical, primarily because of the lack of the
mechanistic understanding of the tool-workpiece frictional behavior that affects our subsequent under-
standing of microstructural evolution and interface bonding formation. While the tool-workpiece stick-
slip condition is believed to dictate the resulting torque and heat generation rate during the welding
process, it remains rare and elusive to conduct a quantitative experimental measurement of such interfa-
cial field. On the other hand, numerical simulations based on Computational Fluid Dynamics (CFD) rely on
ad hoc assumptions of interfacial pressure and shear-stress conditions, but predictions can only be vali-
dated via the medium- and far-range temperature field which is known to be insensitive to the interfacial
frictional behavior. This work first presents a comparison among two CFD-based simulation methodolo-
gies and the Coupled Eulerian Lagrangian (CEL) model in finite element method, the last of which uses
the Coulomb friction so that the stick-slip is naturally developed. Based on the Hill-Bower similarity rela-
tionship in the contact analysis, an analytical model is developed here to prove why a constant stick-slip
fraction will be developed in the steady state, to correlate the stick-slip fraction to processing parameters
such as the tool spin rate, and further to derive dimensionless functions for torque and heat-generation-
rate predictions. Pros and cons of various numerical approaches in predicting stick-slip are discussed, and
our analytical model has been found to agree well with our numerical simulation and literature experi-
mental results. These analyses provide the critical strain-rate and temperature fields that are needed for
the bonding analysis in our future work.

© 2021 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

As firstly invented by The Welding Institute (TWI) of UK in
1991, friction stir welding (FSW) bonds the two workpieces in butt
configuration under significant heat generated from tool-workpiece
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frictional sliding and plastic deformation in the workpieces [1-4].
Because there is no melting involved as opposed to fusion weld-
ing, an inherent advantage of the FSW process is its reduced sus-
ceptibility of solidification cracking and porosity generation. Fur-
thermore, severe thermomechanical deformation in the weldment
zone is capable of refining the material microstructure and result-
ing into enhanced mechanical properties such as tensile strength
and toughness [1,5-8]. As illustrated in Fig. 1, a critical assessment
of the FSW process needs to focus on the following three issues:

(1) The tool and workpiece surfaces in contact will certainly not
be a full stick mode as this requires an infinite friction. It is
commonly accepted that the sliding zone generates heat by
frictional process, while additional heating is generated in
the entire workpieces by plastic deformation. Consequently,
where, how, and to what extent the stick and slip zones are
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Fig. 1. Schematic illustration of the friction stir welding (FSW) process.

developed will dictate the heat generate rate, material flow,
and mechanical responses such as the torque applied on the
tool. This is the focus of this paper.

(2) A lot of important outcomes rely on a good understanding of
the interface frictional conditions. Microstructural evolution
and the resulting property modifications in the thermome-
chanically affected zone (TMAZ) and the heat affected zone
(HAZ) are certainly governed by the material flow fields. The
extent and quality of the solid-state bonding between work-
pieces in friction stir welding has been routinely studied
from an experimental point of view, as the relevant mod-
eling development falls behind. Solid-state bonding models
can be summarized as primarily inter-diffusional bonding
and asperity crushing model, as reviewed by Cai et al. [9].
Our previous work in [10] suggests the critical importance
of triaxial creep deformation in driving the closure of inter-
facial cavities, which certainly relies on an accurate model-
ing of material flow fields under FSW. Resolving the contra-
dictions in [9] and [10] requires inputs of the strain-rate and
temperature fields, both of which rely on the stick-slip anal-
ysis. Results from this paper thus provide the foundation for
the bonding model in our future work.

(3) Any quantitative numerical prediction needs well calibrated
constitutive models for the workpiece material, of which
the difficulties lie on the microstructural evolution associ-
ated with the severe plastic deformation. This issue will
not be elaborated here, and we restrict our studies to the
hyperbolic-sine creep law and the Johnson-Cook model.

Since the FSW involves highly coupled thermomechanical pro-
cesses, only medium- and far-range temperature and deforma-
tion fields can be routinely measured, but short-range stick-slip
properties underneath the tool are not easily amenable to exper-
imental investigations. Clearly, numerical simulations have advan-
tages in evaluating frictional behavior, contact condition, mate-
rial flow patterns, and others during such severe thermomechan-
ical processes. The most widely used approach is computational
fluid dynamics (CFD), in which workpieces are oftentimes modeled
as non-Newtonian fluids and their elastic response is neglected.
For example, Seidel and Reynolds [11] adopted two-dimensional
(2D) CFD to investigate the material flow around the tool. Ulysse
[12] conducted three-dimensional (3D) simulations using a com-
mercial CFD software, FIDAP, and studied the effect of tool speeds
on welding temperature and reaction force. Colegrove and Sher-
cliff [13,14] used FLUENT (another commercial CFD software) to
study the temperature distribution and 3D material flow pattern
around the tool with complex geometry, whereas the roles of tool

rake angle and tool speed in affecting the flow pattern were also
investigated. The primary advantage of CFD simulations lies on
their superior capability of dealing with complex material flow,
which is otherwise difficult to handle by Computational Solid Me-
chanics (CSM) based simulations. However, one critical issue for
these CFD simulations is their ad hoc treatments of contact bound-
ary conditions on the tool-workpiece interface. As will be clear
from this work, the interfacial stick-slip condition not only af-
fects the heat generation rate during welding process, but also
dictates the material flow and the subsequent bonding formation
and evolution. It is the full coupling of interfacial frictional stick-
slip, material flow, and heat transfer that governs the entire FSW
process.

The most widely used analytical model for heat generation was
based on Schmidt et al. [15] and Schmidt and Hattel [16], in which
a dimensionless parameter § is introduced to measure the extent
of slip. When § varies from 0 to 1, the interface transitions from
fully sticking to fully sliding. Based on these works and numerous
follow-up studies, Nandan et al. [3] and Yu et al. [17] concluded
that the differential heating rate is given by

dq = [8usp+ (1= 8)Tyieiq |wrdA, (1)

where r is the radius from the tool center, w is the tool angular
velocity (in the unit of radian per second), 7,q is the shear yield
strength of the workpiece material, i is the friction coefficient,
and p is the normal contact pressure. The common statement in all
the above works is that all the heat is generated by friction when
8=1, and at the tool-workpiece contact due to shear plastic defor-
mation when § = 0. Nandan et al. [3] added another term as the
heating from plastic deformation away from the tool-workpiece in-
terface. The former interpretation is problematic, and the latter is
incorrect. A detailed explanation of the heat generation rate and
the critical issues in boundary conditions (especially p and §) in
CFD simulations will be presented in Section 2. In a high-level per-
spective paper, Colligan and Mishra [2] summarized a thorough list
of independent process variables and dependent process outcomes,
and suggested that a mechanistic description of frictional heat gen-
eration under FSW conditions is still lacking, and correspondingly
a quantitative way of assigning different weighting factors, e.g., in
Eq. (1), remains elusive. They emphasized the critical needs of cali-
brating material and friction parameters in explaining the observed
non-monotonic correlations between heat generation and process-
ing conditions, which arises mainly from our poor understanding
of the stick-slip condition.

Another difficulty in CFD simulations is the shear-stress in-
terface condition [18-20]. Again, as opposed to CSM based mod-
els that can naturally calculate the interfacial stress fields from



X. Wang, Y. Gao, X. Liu et al.

Coulomb friction, ad hoc models have to be introduced in CFD. As a
step significantly beyond Eq. (1), Chen et al. [19] proposed a novel
boundary condition to implement the stick-slip transition at the
interface by introducing a critical relative speed, V., below which
the interface is considered to be in a pseudo-sticking state and the
shear stress takes the value of 7,;,4. In this way, the stick-slip con-
dition was numerically calculated for the first time, which is fur-
ther validated by microstructural evidences. This novel boundary
condition model was also extended to demonstrate successes in
capturing the stick-slip transition for the threaded tool/pin [21]. Liu
et al. [20] implemented an empirical friction-stress model on tool-
workpiece interface to study FSW process for dissimilar materials,
which led to improved predictions than simulations based on ve-
locity boundary conditions. However, the development of stick-slip
conditions was not reported in this work.

Finite element analysis (FEA) can readily solve the frictional
contact problem, but Lagrangian-based FEA cannot handle the se-
vere deformation in FSW. To this end, arbitrary Lagrangian-Eulerian
(ALE) formulation in ABAQUS was adopted by Xu et al. [22,23]
through re-meshing methodology, which modeled the FSW process
as a 2D steady state problem and predicted material flow patterns
in good agreement with experimental observations. Schmidt and
Hattel [24]| developed a 3D ALE model through ABAQUS/Explicit
and predicted the defect formation during the welding process.
But it had reported that ALE method cannot handle excessive
mesh distortion and may lead to numerical instability and diver-
gency of numerical solutions in these simulations [25]. Some other
works have recently employed the Coupled Eulerian-Lagrangian
(CEL) method to simulate the FSW process [26,27]. In this method,
the tool is modeled in Lagrangian formulation and the workpiece
in Eulerian formulation. Apart from the material flow pattern, the
CEL approach is able to predict volumetric defects and mechani-
cal responses during FSW process. In Section 3, we will employ
the two ad hoc CFD methodologies as discussed in the preceding
paragraph [19,20] as benchmarks to compare to our CEL simulation
results in Section 4, with the focus on comparing the predicted
interfacial stick-slip ratios from these different frictional boundary
conditions.

In a number of seminal works by Shercliff and co-authors [28-
30], the material flow fields under friction stir spot welding were
visualized by using two types of aluminum alloys with similar
strengths, but their copper content different made them distinct
upon etching. This procedure and the resulting flow visualization
motivated them to develop a flow pattern that is largely kine-
matically determined, with the stick condition inside the contact
and an annular zone of the slip condition at the contact periph-
ery. In their subsequent numerical simulations, Jedrasiak and Sher-
cliff [29,30] applied a physically based kinematic boundary condi-
tion on the tool-workpiece interface, and thus determined the role
of the stick-slip region on our understanding of the heat gener-
ation and other processing-outcome relationships. A contact me-
chanics model, however, has not been developed to prove the ex-
istence of a steady-state stick-slip condition, for which the separa-
tion of stick and slip zones has a fixed ratio and is independent
of time. An analytical interpretation of stick-slip conditions on the
tool-workpiece interface, together with their effects on torque and
heat generation rate, would be very useful for the FSW applica-
tions. This paper aims to tackle this challenge from a contact anal-
ysis based on the Hill-Bower similarity relationship, as given in
Section 5. This analytical approach can now correlate the steady-
state stick-slip ratio to processing parameters, such as tool spinning
rate and applied torque. At the meantime, these analytical results
provide a platform to validate and verify the CFD and CEL simu-
lation results in Sections 3 and 4; such comparisons based on the
stick-slip conditions have not been attempted previously. Addition-
ally, these theoretical predictions can now provide a useful guid-
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ance and revisit to experimentally measured data of torque and
heat generation rate.

2. Revisiting the heat generation rate

In this Section, we first derive the total heat generation rate
from both frictional heating and plastic deformation, and then
discuss the limitations of ad hoc boundary conditions oftentimes
used in CFD simulations. The following theoretical analysis will
pave the foundation for comparing CFD and FEA simulations in
Sections 3 and 4.

There are only two sets of field equations in the FSW problem,
one being the momentum transfer (or stress balance when inertia
force is small) equation in the workpiece, and the other being the
bulk energy transport equation, given by

oT ;
pcp[ar e VT} = KVAT -+ arooié, &

where p is the material density, Cp is the heat capacity, T is the
temperature, t is time, v is the material velocity vector, k is the
thermal conductivity, oj; is the stress tensor, 85 is the plastic strain

rate, and arq is the Taylor-Quinney ratio that measures the frac-
tion of plastic work converted to heat (e.g., 0.6~0.9 for most met-
als). Latin subscripts run from 1 to 3. Summation convention is im-
plied for repeated indices. The heat generation rate due to plastic
deformation is the integral,

Qplastic = aTQ/O‘ijé,-’}dV, (3)
Q

over the volume occupied by the two workpieces. Neglecting
elastic deformation leads to the approximation of [ aijéf;.dvm
Q

[ 0ijé;jdV = [ ojj1i; ;dV, where the last step is based on the sym-
Q Q

metric nature of stress tensor. Using Gauss theorem, we can con-
vert the bulk integral to a surface one, [oyju; ;dV = [ oyjtn;dA —
S

[ oij ju;dV, and the last term vanishes due to stress balance equa-

Q

tions, oj; j = 0. Consequently, the plastic heating rate becomes

Qpiastic ~ aTQ/UijﬂinjdA ~ arq/03eﬂ9df\ (4)
S S

where the subscript 6 is the polar coordinate on the tool-
workpiece interface, and iy = vy is the 6-component of the veloc-
ity vector in the workpiece. We also note that the frictional heating
only occurs in the sliding zone, given by

eriction = / pr(wr - ng)dA (5)
slip
Consequently, the total heat generation rate is
Qtotal = Qplasric + eriction
=arQ f ryieldwrdA —+ f //prllgdA} + f ufp(a)r — ng)dA

stick slip slip
arg=1
—_— f 'CyieldC()rdA-l— f /pra)rdA

stick slip

(6)

Referring back to Eq. (2) and assuming arg=1, it can be clearly
seen that all the heat generation due to plastic deformation can
be written as a surface integral inside the stick zone, and all the
frictional heating as another surface integral inside the slip zone.
Adding another bulk integral for plastic heating is thus not needed.
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Fig. 2. Problem setup in the Coupled-Eulerian-Lagrangian (CEL) finite element simulation for the FSW process: (a) initial configuration, (b) during the welding process.

Most CFD simulations assume a given contact pressure of p
and/or prescribe a value of § a priori as the boundary/interface
condition, instead of computing such pressure and stick-slip dis-
tributions as CSM can do for the Coulomb friction. Therefore, some
of the CFD simulation results need ad hoc adjustments of p and &
when comparing to experimental measurements such as medium-
and far-field temperature distribution [17], while some works pre-
dict dubious behavior. For example, a fully stick condition was as-
sumed in Colegrove and Shercliff [31], which clearly over predicted
temperature and material deformation zone size. To deal with the
stick-slip condition on the tool-workpiece interface, Colegrove and
Shercliff, in their later works [32,33], introduced an experimental
calibrated contact radius which is smaller than the shoulder ra-
dius in their CFD simulation. Therefore, the magnitude and trend
of traversing force with difference pin profiles and under various
rotational speed were successfully predicted. The contact radius
for the shoulder is also defined in numerical simulation models
to investigate the heat generation and temperature evolution with
respect to tool and plate dimensions and the process parameters
in FSW. Atharifar et al. [34] modified the velocity boundary con-
ditions that applied on the tool-workpiece interface to achieve a
sliding state, in which the velocity of interface material was as-
sumed to be 65% of the tool velocity. However, they also stated
that in order to obtain accurate computational results in various
FSW conditions, velocity boundary needs to be adjusted for differ-
ent welding parameters. Nandan et al. [35] and Arora et al. [36] in-
troduced an empirical parameter to describe the slipping state at
tool-workpiece interface with a velocity boundary condition, which
again needs to be adjusted to achieve a good agreement of temper-
ature and deformation zone in the weld.

3. Computational Fluid Dynamics (CFD) simulations

Continuum mechanics consists of three sets of equations, in-
cluding the energy transfer equation in Eq. (2), the kinetic equation
(i.e., Navier-Stokes equation for momentum transfer in the Eule-
rian view, or Navier-Cauchy equation for stress balance in the La-
grangian view), and the material constitutive law. With appropriate
boundary and initial conditions, these equations can be solved by
finite difference or other methods in CFD, or finite element method
in CSM.

3.1. CFD by FLUENT

In CFD simulations, the workpiece can be assumed to be an in-

compressible non-Newtonian fluid, with the viscosity given by
Oe
= 5> 7
M=3g (7)

where o, the Mises effective stress and &, is the effective strain
rate. The temperature and strain-rate dependent model, as sug-
gested by [37], takes the following form,

gl () [

where A, n, and B are material constants, Z is the Zener-Holloman
parameter,

Zzéeexp(%;f) (9)
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Table 1
Constitutive parameters used in our simulations for AA2024 aluminum alloy
[38].

B (Pa™")
2.09 x 1078

A(sh) n Quer (KJ/mol)
229 x 10" 546 178

Density (kg/m?3)

2.7 x 103

R is the gas constant, and Qg is the activation energy. Representa-
tive values for these parameters are given in Table 1 for aluminum
alloy AA2024 [38].

Our CFD simulations were performed using the commercial
software FLUENT, in which two metal sheets occupy the space
beneath the tool, with a total dimension of 100 mm x 55
mm x 3mm. The radius of tool shoulder is 6.5 mm, and the radii of
the tapered tool pin are 2 mm at the root and 1.75 mm at the tip
with a height of 2.4 mm. The entire workpiece space is discretized
by 337,620 cells. FLUENT provides a user defined function to im-
plement the viscosity function in Eq. (7), based on the constitutive
law in Eq. (8).

Ad hoc boundary conditions have been proposed to describe
the friction contact, via the user defined functions in FLUENT. Fol-
lowing [19,39], the interface shear stress is determined from the
relative velocity of the tool and workpiece surfaces, i.e., V. =
(wr —tg)ey in Eq. (5) with ey being the basis vector in 8 coor-
dinate. As shown in Fig. 3(a), whether any given location falls into
sticking or sliding state depends on comparing the magnitude of
this relative speed to a critical value, v,

Vrel l’ ”vrel” =V
Tr= psgn| ——— el
i <||vrez||>{tanh("v;”), Vel < ve

where vy is a reference velocity (taken as 0.02 m/s in this work). In
contrast to FEA simulations based on the Coulomb friction law, the
predicted stick-slip ratio from this model depends on the choice
of v.. Nevertheless, it provides a way to simulate the development
of stick-slip in CFD, as opposed to the rather unphysical choice of
fixed 6 in many other CFD works. To this end, the condition of
IV |l < Ve is denoted as the pseudo-sticking state.

The other type of boundary conditions in FLUENT used in this
study follows the work by Liu et al. [20]. Noting that the interfacial
shear stress is always limited by the yield strength of the substrate
material, the following fitting equation [40] can be used to repre-
sent the transient behavior in Fig. 3(b),

wep N
Tf: mfyield{l — exp |:_<mff< ld) :|} s (11)
yie

where m is called friction factor (taken as 0.95) and ny is a fitting
parameter (taken as 1.7 here). In this model, when pp > mTy;eq,
the interfacial shear stress takes the value of 7,y which corre-
sponds to the sticking state.

The above two models have been implemented via user defined
functions in FLUENT. In all these CFD simulations, the rotational
speed ranges from 600 to 1600 rpm, but the tool traveling speed
is kept as 20 mm/min.

(10)

3.2. CED simulation results

Temperature, velocity, strain rate, and flow stress fields are pre-
sented in Fig. 4 for CFD simulations with the pseudo-sticking-state
model in Fig. 3(a), the empirical friction stress model in Fig. 3(b),
and no-slip boundary condition. Four rotational speeds were com-
pared in these simulations. It is noted that different interface con-
ditions give rise to different peak temperature values, and thus
clearly different heat generation rates. The interface stick-slip con-
dition can be obtained by inspecting the radial distribution the ve-
locity of workpiece material right underneath the tool shoulder. It
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Fig. 3. Three types of friction models: (a) pseudo-sticking-state model in CFD sim-
ulations by Chen et al. [19]; (b) empirical frictional boundary condition in CFD sim-
ulations by Liu et al. [20]; (c) Coulomb friction used in finite element simulations.

can be seen from the deviation from linearity in Figs. 4(a) and 4(b)
that the sticking condition is found in an inner zone (size of c),
while an annular sliding zone (¢ <r <a as will be illustrated in
Fig. 11) exists in which the workpiece velocity lags behind that of
the tool. Although both Figs. 4(a) and 4(b) show the same trend
of increasing c/a with the increase of w, the exact stick-slip ratio
predicted under the same welding parameters is sensitive to the
particular interface condition used in these CFD simulations. The
strain rate field, being the velocity gradient, shows similar radial
distribution. The flow stress relates to temperature and strain rate
from the constitutive law in Eq. (8), so that it is comparably lower
underneath the sticking regime than under the sliding regime.
From these results in Fig. 4, several limitations of CFD simula-
tions can now be seen. First, while all the trends with respect to
varying w are the same, different interfacial conditions give dif-
ferent values of stick-slip ratio, which therefore affects the highest
temperature and total heat generation rate. Second, axial force and
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Fig. 4. Temperature, velocity, strain rate, and flow stress fields as predicted by CFD simulations using different frictional boundary conditions: (a) pseudo-sticking-state

model in Fig. 3(a); (b) empirical frictional boundary condition in Fig. 3(b).

resulting torque on the tool cannot be directly obtained from CFD
simulations; one has to conduct tedious post-processing from the
calculated flow stress field. But again, the mechanical responses
computed in such a way are problematic as all these CFD sim-
ulations in Fig. 4 predict very different thermomechanical fields.
Third, when comparing these predictions to experimental mea-
surements that are usually limited to medium- and/or far-range
temperature fields, one can arbitrarily change the associated pa-
rameters in these ad hoc interface models, such as v. in Eq. (10),
to attain a good agreement, which however reduces the confidence

in other predicted fields. Fourth, all results in Fig. 4 are computed
from a given pressure (e.g., 50 MPa as adopted here) uniformly dis-
tributed on the tool-workpiece interface. As will be shown later
in this paper, the actual pressure distribution is nonuniform and
has crucial consequences on the resulting stick-slip behavior. All
these concerns cast challenges to the development of predictive
CFD models for FSW.

The validity of the strong assumption of a constant and uniform
pressure distribution can be investigated from an iterative process.
As shown in the flowchart in Fig. 5, if the input and computed
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Fig. 5. Flow chart for the pressure iteration process, where p is the pre-specified
pressure value in CFD simulations.

pressure are not the same, the computed pressure distribution is
then taken as the input for the next round of simulations. This
procedure will be repeated until two pressures converge. Applying
this iteration to the results in Fig. 4(a), we find out that the area-
weighted average pressure converges quickly and decreases from
50 MPa to 39 MPa. As illustrated by the pressure distribution at
interface at each iteration in Fig. 6(a), the final computed pres-
sure distribution shows a clear deviation from the initial applied
pressure. Except for several points with extremely high values, for
most areas, pressure under the tool is far less than 50 MPa and
localized between 30-40 MPa during iteration. Results in Fig. 6 are
for the pseudo-sticking-state model in Fig. 3(a) and Fig. 4(a) at a
given rotational speed. Although changing @ will also change the
final converged pressure value and thus iterations are needed for
every set of processing and property parameters, the calculations
are very tedious and become impractical since it oftentimes takes
days for individual simulation job to reach the steady state. The fi-
nal stick-slip ratio after iteration shows some improvement, but it
does not change the fact that this pseudo-sticking-state model in
Fig. 3(a) is not a true outcome of frictional contact analysis.

4. Coupled-Eulerian-Lagrangian (CEL) finite element
simulations

4.1. CEL by ABAQUS

For CEL finite element simulations, we adopt the Johnson-Cook
constitutive law [41], which is a strain, strain rate, and temperature
dependent viscoplastic model, given by

N e T—Ter \™
O = (A]K +B]K83) 1 +C]K In ;0 1—- 0—F— s (12)

Tmelt - Tref

where ¢ is the effective strain, &y is a characteristic strain rate
(taken as 1.0 s~! here), and T, and Ty are material solidus
temperature and reference temperature, respectively. Representa-
tive values for the constitutive parameters, Ay, Bjx, G, N and myg
are given in Table 2 for aluminum alloy AA6061-T6. Density of
AABO61-T6 is taken as 2690 kgm~3. A 90% fraction of plastic work

Table 2
Constitutive parameters used in the Johnson-Cook model for AA6061-T6
[26].
A (MPa) By (MPa)  Ci mg N Tinete (K)  Ther (K)
324 114 0.002 134 042 297 856
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Fig. 6. (a) Probability distribution of the computed pressure value (actually the nor-
mal stress of the workpiece at contact). (b) The average pressure at each iteration.
These results correspond to the CFD simulation results in Fig. 4(a).

is assumed to be converted to heat, ie., arg=09. The relevant
thermomechanical properties, including thermal conductivity, spe-
cific heat, and elastic constants, are taken from several literature
works [26,42-45], as summarized in Table 3. Our work assumes
a constant and temperature-independent friction coefficient. Col-
ligan and Mishra [2] have attempted to correlate the temperature
dependence of friction coefficient to processing parameters such as
rotation speed, while this study appears to suggest that the more
relevant dependence should be through the stick-slip ratio.
Conventional finite element simulations are based on the La-
grangian view, so needing to solve the Navier-Cauchy equation for
momentum transfer. In CEL simulations using the commercial soft-
ware ABAQUS, the entire control volume is divided into Eulerian
and Lagrangian domains, which helps overcome the difficulty in ad
hoc frictional modeling in CFD-based models and the difficulty in
large deformation in FEA simulations. As shown in Fig. 2, the tool
is modeled as a rigid isothermal Lagrangian body and its move-
ment is controlled by a reference point attached to the bottom
surface of the pin. The tool shape and size are the same as in CFD
simulations. The entire Eulerian domain is meshed with 128,089
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Table 3
Thermomechanical properties for AA6061-T6 [26,45].
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Temperature (K)  Specific heat (Jkg~'K-')  Young’s modulus (GPa)

Poisson’s ratio

Thermal conductivity (Wm~'K-')  Thermal expansion (1076 K1)

298 945 66.94 0.33 162 235
373 978 63.21 0.334 177 24.6
422 1000 61.32 0.335 184 25.7
477 1030 56.8 0.336 192 26.6
533 1052 51.15 0.338 201 27.6
589 1080 47.17 0.36 207 28.5
644 1100 43.51 0.4 217 29.6
700 1130 28.77 0.41 229 30.7
755 1276 20.2 0.42 243 -
Temperature (°C) pn=0.3 n=0.5 Velocity (m/s) u=0.3 u=0.5
580 065 M -
Plunging = Plunging & ot
| | = “ﬂ 1 w _P’
o | 000
80 065 M
ol 000 M
ssom 065 M
: B 1di | B
0.00
o .

Fig. 7. CEL simulation results showing the temperature fields in workpiece #2 dur-
ing each FSW stage with three different friction coefficients. Refer to Fig. 2 for
model setup.

EC3D8RT elements, in which the red part represents two work-
pieces (each with the dimension of 50 mm x 20 mm x 3mm) and
the blue part is empty.

The Lagrangian body is coupled to the Eulerian domain through
the contact interaction, using the Coulomb friction law as shown
in Fig. 3(c). It should be mentioned that Figs. 3(c) and 3(b) are
very different; CFD simulations based on Fig. 3(b) start with a
pre-defined pressure, while finite element simulations based on
Fig. 3(c) need to determine pressure and stick-slip condition by
solving the boundary/initial value problem. In our CEL simulations,
three different friction coefficients (uy=0.3, 0.5, 0.8) were eval-
uated to understand its effect on thermomechanical field distri-
butions and stick-slip conditions on tool-workpiece interface. Ve-
locity constraints are applied on side surfaces and bottom sur-
face of the Eulerian domain to avoid material escaping in Fig. 2.
The whole simulation process includes three stages: plunging stage
(0.2s), dwelling stage (0.2s) and welding stage (2.5s). The tool ro-
tational speed is kept at 1000 rpm, and the welding speed is 3
mm/s.

4.2. CEL simulation results

Simulated temperature and velocity fields in the workpiece #2
during each FSW state with three different friction coefficients are
illustrated in Figs. 7 and 8, respectively. Since the view cut is
based on a fixed height in the initial configuration, one can ac-
tually see some part of workpiece #1 over that original height;
these are morphological features not captured in CFD simulations.
As these results show, temperature distributions at each stage are
very similar in three cases. The highest temperature occurs near
the shoulder-pin junction, and a larger friction coefficient will lead
to a higher peak temperature. From the velocity contours at differ-
ent welding stages, one can see that at plunging stage, most of the
workpiece material underneath the tool follows the movement of

Fig. 8. CEL simulation results showing the velocity field in workpiece #2 during
each FSW stage with three different friction coefficients. Refer to Fig. 2 for model
setup.

the tool. When reaching to the dwelling stage, material near the
outer edge of tool shoulder and pin lags behind, and the size of
“sticking” zone shrinks. In comparison, simulations with a higher
friction coefficient obtains a larger “sticking” zone size on the in-
terface.

Now switching the view cut along the tool traveling direction in
Figs. 7 and 8 (i.e., xz plane in Fig. 2) to the lateral cross-sectional
direction (i.e., yz plane in Fig. 2), we plot the distributions of shear
stress, pressure, velocity, and material flow stress for the workpiece
materials right underneath the tool shoulder in Figs. 9 and 10. For
1y=0.5 in Fig. 9, the top row compares several stress measures.
While the stick zone can be determined when the shear stress is
less than p¢p, this method turns out to be inaccurate due to the
mesh size limitation. Instead, the velocity differences in the bot-
tom row in Fig. 9 shows the inner stick zone and the outer annu-
lar sliding zone. The stick zone is the largest at the plunging state,
and correspondingly, the shear stress at the tool-workpiece inter-
face is larger than the workpiece flow stress. At the dwelling and
welding stages, flow stress underneath the outer edge of shoulder
becomes larger than the shear stress at interface, which narrows
down in the sticking zone. Velocity distributions for three friction
coefficients are compared in Fig. 10, which clearly shows that a
higher friction coefficient helps obtain a lager sticking zone.

5. Analytical stick-slip model based on Hill-Bower similarity
analysis

Given the same set of processing, geometric, and material con-
stitutive parameters, CFD and CEL simulations in Sections 3 and
4 give very different predictions of thermomechanical responses.
While the stick-slip ratio is more trustworthy in Section 4 than in
Section 3, these results need to be validated from analytical and
experimental results.
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Fig. 10. Steady-state distribution of workpiece velocity right underneath the tool, as calculated from CEL simulations in Fig. 2, for three different friction coefficients.

5.1. Hill-Bower similarity analysis for contact problems

In typical processing conditions, the traveling speed of the tool
is much less than wa, so that only pure torsion needs to be an-
alyzed as in Fig. 11(a). All simulation results in previous sections
found the generated heat is transferred over a much larger size

velocities and contact radius prescribed on the surface. In other
words, stress and strain rate are instantaneously related with the

law creeping solid with

than the tool, so the deformation behavior of the workpiece un-
derneath is effectively creep-dominated and elastic contributions 1/n

can be neglected. Consequently, we are dealing with a circular tor- Z

sional contact of a pure creeping solid in Fig. 11(a).
Our contact analysis is based on the Hill-Bower similarity re-

lationship [46-48]. At any particular instant, the strain rates and
stresses in a pure creeping solid under contact are independent
of the history of loading and depend only on the instantaneous

o é
09 £o

need to recourse to history or elasticity. Any such constitutive law
will work, but for clarity, it is better illustrated by a simple power
law. In terms of mathematical representation, consider a power-

(13)

where oy and &j are reference stress and reference strain rate, re-
spectively, and n is the stress exponent as in Eq. (8). Regardless
of the indenter shape (spherical, conical, or punch with a circular



X. Wang, Y. Gao, X. Liu et al.

P Toz

Y

Pure twist [
Toz =Taz ,"
7 |
______ r U< £
— =
= | |
Stick ¢ Slip a T

(a) (b)

Fig. 11. (a) Schematic illustration of the stick-slip condition at the tool-workpiece
interface. The boundary is circular when the lateral moving speed is much less than
wa. (b) Solutions of the interfacial shear stress.

end), the effective strain rate is given by
. h

eeff B a, (14)
with a being the contact radius and h being the rate of indentation
depth. Therefore, the contact force P can be written as the follow-
ing relationship,

. 1/n
P h
a0y (c,%) Fa(n. pay).

with the dimensionless function F;, and the strain rate fields are

éij =éeffE,-j(xk/a,n,/Lf), (16)
where E;; are dimensionless functions as the characteristic fields.

Bower et al. [47] made a further step by noting the analogy
between the initial value problem of a pure creeping solid under
punch contact and the boundary value problem of a nonlinear elas-
tic solid under punch contact. If replacing all the rate measures
in the former by the non-rate ones (e.g., &;; by &;;), the governing
equations for the former are identical to those for the latter. There-
fore, the above dimensionless functions in Eqgs. (15) and (16) can be
numerically calculated by just finite element simulations with the
nonlinear elastic law of o /oy = (¢/g¢) /.

We now use the above Hill-Bower similarity to attempt an an-
alytical solution for our torsional contact problem in Fig. 11(a). Be-
cause the nonlinear elastic contact problem does not permit ana-
lytical solutions unless n =1 (i.e., linear elastic), we make the anal-
ogy between a Newtonian viscous fluid and a linear elastic solid.
The former is governed by

(15)

(17)

with s;; being the deviatoric stress tensor. This is merely a multiax-
ial generalization of Eq. (7). The latter is given by the generalized
Hooke’s law,
1+v 1% 5

&ij = T(%‘ - mGkk ij),
with E and v being the Young’s modulus and Poisson’s ratio re-
spectively, and §;; being the Kronecker delta. The contact solution
of a Newtonian viscous material can be taken from the elastic con-
tact solution, by replacing strain in the elastic solution by strain
rate and by taking v = 1/2 due to incompressibility.

(18)

5.2. Analytical solution for the torsional contact problem

From the above subsection, it is now established that the tor-
sional contact solution for a Newtonian viscous solid is analogous
to the linear elastic problem. Due to rotational symmetry, the stick-
slip boundary is circular, and the exact ratio of c/a can be derived
below.

10
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The contact pressure distribution is independent of frictional
condition [49],

P 1
2T 1~ (rjay?’

so that Coulomb friction stress that sets the upper bound of inter-
face shear stress is

mPo 1
27 1~ (rjay?

For infinite friction (u s = oo), the shear stress distribution that
generates a rotational displacement field of uy = r6 is given by

3M* r/a

where the torque parameter M* remains to be determined.

As shown in Fig. 11(b), both Egs. (20) and (21) have the same
inverse square root singularity when r — a—, as the same singular-
ity near a crack tip. The purple curve for Eq. (21) and the blue
curve for Eq. (20) naturally intercepts at a location of r =c by
equating these two equations, so that M* = 2a%u ¢P/3c. Taking the
lower bound of these two solutions, the red dashed curve becomes
the approximate solution of the shear stress,

Op = (19)

(20)

!
To, =

‘[92|Mzoc = (21)

a r/a . M
pli——. r<c: stick
ozl = lerfa2 76 i c<r<a:slip (22)
NVi-ja?’ -

In other words, the twist stress needed to maintain a per-
fect bonding (as in infinite friction) is much larger than the up-
per bound value dictated by the Coulomb friction stress. There-
fore, as the rotational angle increases, the slip zone emerges from
the contact edge and progresses inward until the entire contact-
ing surface is in sliding condition. Such an elastic solution mimics
the stick-slip of a laterally sliding contact, in which the increase
of lateral motion will lead to the emergence of annular slip zone
and then the propagation towards the center of the contact cor-
responds to the onset of macroscopic sliding. This is well studied
by the Mindlin-Cattaneo solution for Coulomb friction [49], and by
some other variant solutions for different friction models [50-52].

The solution analogy between the Newtonian viscous material
and the Hookean solid can now lead to the following understand-
ing. For elastic contacts, the rotation angle dictates the degree of
stick-slip ratio of c¢/a. Due to the analogy, the rotation angle is now
replaced by its rate, i.e., the rotation speed of w. Therefore, for our
creeping solid under contact, it is w that dictates the stick-slip be-
havior. In other words, given a set of processing parameters, there
will be a steady state with a fixed c/a ratio.

The resulting torque on the tool can be calculated from M, =
5 Tozleoo27rdr, which can be written as the following dimen-
sionless function,

% = [Iy(c/a).

As given in Fig. 12(a), [Ty (c/a) decreases from about 0.78 (from
numerical quadrature) to 2/3 (analytical result) when c/a varies
from 0 to 1.

The total heat generation rate can be computed from the above
result and Eq. (6). For the simplified case of neglecting elasticity
and assuming arg =1, we have Qg = wM,. It should be noted
that c/a depends on w, so we need to introduce a characteristic
rotation speed wq for the following dimensionless function,

Qtotul
wPawg

(23)

w
= w—ol'[M(c/a). (24)



X. Wang, Y. Gao, X. Liu et al.

1 T T T T T T
09F .
¢ 600 rpm
< 08T ¢ 800 rpm _
£ I
o - -
;N - 0 7200 rpm
- -
07p = ¢ 1600 rpm i
0.6 . .
= Analytical prediction: n=1
¢ Data with different w
05 1 1 L 1 1 L
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
(a) Contact state (1-c/a)
2 T T T T T T
-\ 1600 rpm -n AnalytlFal pred1ct10n: n=1
o\ ¢ Data with different w
\\
AY
\
\
\
Lt ® 1200rpm 1
- 3
[a W) \
o %
1k { 800 rpm |
e 0
“m 600 rpm
0.5 . . . . . :
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
(b) Contact state (1-c/a)

Fig. 12. Analytical prediction of the normalized torque in (a) and the normalized
heat generate rate in (b) as a function of the contact state (i.e., 1 —c/a), together
with the CFD simulation results based on the empirical friction boundary condition
in Fig. 4(b). The parameter g is 600 rpm.

5.3. Comparisons to numerical simulations

As pointed out in Bower et al. [47], dimensionless functions
such as F; in Eq. (15) and Ej;; in Eq. (16) are not so sensitive to
n, unless n — oco. Therefore, it is anticipated that our approximate
yet analytical solution may be used to compare to the numerical
simulation results.

Comparisons to CFD simulations are presented in Fig. 12, for
which we take the results by the empirical friction stress model
in Figs. 3(b) and 4(b). In Fig. 12(a), the blue dashed curve repre-
sents our analytical result in Eq. (23), plotted against the contact
state (i.e., 1 — c/a). The left and right ends of the abscissa thus cor-
respond to fully stick and fully slip conditions, respectively. Data
processed from CFD simulations are represented by pink rhombus
markers labeled with the corresponding w value. As shown pre-
viously in Fig. 4, increasing w increases the stick-slip ratio of c/a,
and at the same time, both numerical simulations and our analyt-
ical model show the decrease of the resulting torque in Fig. 12(a).
Although the normalized torque, M;/u ¢Pa, does not vary signifi-

1
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Fig. 13. Analytical prediction of the normalized torque in (a) and the normalized
heat generate rate in (b) as a function of the contact state (i.e., 1 —c/a), together
with the CEL simulation results that correspond to results in Figs. 7-10. The param-
eter wp is 1000 rpm.

cantly, its weak dependence on c/a is well captured here. The cor-
responding normalized heat generation rate is obtained through
analytical solution and post-processing of CFD simulation results,
as plotted in Fig. 12(b). As the pink rhombus markers show, a
higher rotation speed in numerical simulations results into a larger
stick-slip ratio and a higher total heat generation rate, in almost
perfect agreement with the predictions by our analytical model.

Comparisons to CEL simulation results in Figs. 7-10 are pre-
sented in Fig. 13. The tool rotation speed was fixed in these simula-
tions, but three friction coefficients were adopted. For the normal-
ized torque in Fig. 13(a), it can be seen that the increase of friction
coefficient will increase the sticking zone size (clearly c/a — 1 as
Wy — o0), and at the same time, the normalized torque decreases
as the analytical solution has predicted. For the normalized total
heat generation rate in Fig. 13(b), a higher friction coefficient on
the contact surface will lead to a larger stick-slip ratio of c/a and
a much higher total heat generation rate, again in almost perfect
agreement with our analytical predictions.

The above comparisons in Figs. 12-13 suggest that the two ana-
lytical results in Egs. (23)and (24) provide successful rational anal-
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yses that relate M/ (Pa and Qyqq/ 14 fPawy to the interfacial stick-
slip ratio of c¢/a. CFD simulations are always based on ad hoc inter-
face conditions (such as those in Figs. 3(a) and 3(b)), and therefore
they may not predict the same c/a (and thus the same correspond-
ing torque and heat generation rate) as CEL simulations. Neverthe-
less, all simulation results collapse onto the same master curves of
Mg/ sPa~c/a and Qsgq1/ 1 fPawg~c/a, which provides an alternative
way to tuning these simulation methodologies in addition to the
common practice of fitting to medium- and far-range temperature
fields.

5.4. Comparisons to experimental measurements

A vast majority of experimental data have no reports on
the stick-slip ratio, except for some recent breakthrough works
by Shercliff and co-authors [28-30]. In these works, the mate-
rial flow can be visualized by etching and showing the con-
trasts of two types of aluminum alloys after the friction stir
spot welding. These results have motivated them to develop a
kinematically determined velocity profile that resembles our re-
sults in Fig. 10. According to these empirically derived stick-
slip ratio, kinematically specified contact conditions on the tool-
workpiece interface were applied in numerical models to inves-
tigate the heat generation during friction stir spot welding pro-
cessing. Our work here, on the other hand, suggests a system-
atic change of c/a significantly affects the predicted heat genera-
tion. A close comparison to Shercliff et al. [28-30] awaits further
investigations.

From many other literature experiments, we can make compar-
isons to macroscopic thermomechanical responses, including the
torque, total heat generation rate, peak temperature, and others.
Peel et al. [53] have conducted extensive FSW tests on a number of
aluminum alloys with a wide range of processing parameters. Their
torque and axial force data are compiled and processed to gener-
ate the normalized torque values, which are then compared to our
analytical model and numerical simulations in Fig. 14(a). Although
their aluminum alloys are different from the AA2024 studied here,
the dependence of Mz/usPa on w/wg shows the same trend, and
the same range of variation, as our analytical solution and numer-
ical data (from Fig. 12(a)).

Sato et al. [54] obtained the relationship between tool rota-
tional speed and peak temperature in FSW process for 6000 series
aluminum alloy through experiments. A rudimentary heat transfer
analysis based on Rosenthal solution shows that the temperature
rise, AT = Tpeqr — Tinitiar» 1S Proportional to Qg /27 ka. The exper-
imental finding of increasing peak temperature with the increase
of rotation speed agrees with our results in Fig. 12(b). Roy et al.
[55] and Nandan et al. [3] complied literature experimental data
according to two dimensionless parameters, T* = T/ Tipieiqy With T
being the final temperature, Q* = fogAguouder@Cp/kU%, where f is
the heat transfer ratio between tool and workpiece, og is the yield
stress, Agpouider 15 the cross-sectional area of tool shoulder, and U is
the tool traveling speed. They have found a good curve fitting to
the following equation,
T* =0.1311nQ* + 0.196. (25)

In Fig. 14(b), selected complied data in Roy et al. [55] are plot-
ted, overlaid with our results of the dependence of Quqi/ it fPacy
on w/wg. Because of different ways of normalizing the total
heat generation rate, this plot should only be understood as
showing the same qualitative trend, i.e., a significant increase
of the heat generation rate with the increase of tool rotation
speed.
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Fig. 14. Comparisons among our analytical model, numerical simulations, and lit-
erature experimental data on: (a) the normalized torque (with experimental data
compiled from Peel et al. [53], and (b) the normalized total heat generation rate
(with experimental data compiled from Roy et al. [55]). Numerical simulations are
from Fig. 12, so that wg is 600 rpm.

6. Summary

This work shows that the FSW thermomechanical responses re-
late to the processing, geometric, and material constitutive param-
eters through the interfacial stick-slip ratio of c/a. Main findings
are summarized below.

(1) For CFD-based models for FSW process simulation, we have
implemented the pseudo-sticking-state model in Fig. 3(a)
and the empirical friction stress model in Fig. 3(b) for the
interfacial condition into FLUENT. Although the stick-slip be-
havior can be produced in these models, their predicted c/a
values are different and sensitive to their chosen parame-
ters. Consequently, the resulting temperature and strain rate
fields in workpiece materials are found to be sensitive to
these ad hoc interface models, and correspondingly tedious
parameter-fitting and iterative steps (particularly for avoid-
ing predefining a uniform contact pressure) may be required
for these CFD results to be predictive.

CEL-based finite element simulations solve the contact prob-
lem under Coulomb friction, so that the computed thermo-
mechanical fields are more reliable although computational
cost and convergence issue are still the bottleneck concern.

(2)
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(3) Based on the Hill-Bower similarity analysis for contact prob-
lem and the solution analogy between Newtonian viscous
material and linear elastic solid, we have derived an ap-
proximate yet analytical solution, from which two dimen-
sionless functions can be determined for Mz/u ¢Pa~c/a and
Qrotal/ 4 fPawp~c/a. These analytical predictions agree very
well with the CFD and CEL simulations, and also align with
the reported trends in some recent experiments.

Our numerical and theoretical investigations of tempera-
ture and strain-rate fields provide the critical inputs for the
bonding analysis. Particularly, the dimensional analysis for
torque and total heat generation rate allows us to derive the
dependence of bonding extent and fidelity on the process-
ing, geometric, and material constitutive parameters, as will
be detailed in our future work.

Declaration of Competing Interest

The authors declare no competing interests.

Acknowledgements

The authors would like to acknowledge the financial support of
US Army Ground Vehicle Systems Center, made possible through
[IP-1540000 and 11P-1822186 from the US National Science Founda-
tion, Industry University Cooperative Research Center (I/UCRC) pro-
gram, to the University of Tennessee under the Manufacturing and
Materials Joining Innovation Center (Ma2]IC). The research is also
supported in part from US Department of Energy, Office of Nuclear
Energy’s Nuclear Energy Enabling Technologies Program, through
Oak Ridge National Laboratory, managed by UT-Battelle, LLC, un-
der Contract No. DE-AC05-000R22725 with the U.S. Department of
Energy.

References

[1] RS. Mishra, Z. Ma, Friction stir welding and processing, Mater. Sci. Eng. R 50
(2005) 1-78.

[2] KJ. Colligan, R.S. Mishra, A conceptual model for the process variables to
heat generation in friction stir welding of aluminum, Scripta Mater. 58 (2008)
327-331.

[3] R. Nandan, T. DebRoy, H.K.D.H. Bhadeshia, Recent advances in friction-stir
welding - process, weldment structure and properties, Prog. Mater. Sci. 53
(2008) 980-1023.

[4] D.M. Neto, P. Neto, Numerical modeling of friction stir welding process: a lit-
erature review, Int. J. Adv. Manuf. Technol. 65 (2013) 115-126.

[5] Z. Feng, R. Steel, S. Packer, S.A. David, Friction stir welding of API Grade 65
steel pipes, in: Proceedings of ASME 2009 Pressure Vessels and Piping Confer-
ence, 6, Prague, Czech Republic, 2009, pp. 775-779.

[6] Z. Yu, H. Choo, Z. Feng, S.C. Vogel, Influence of thermo-mechanical parame-
ters on texture and tensile behavior of friction stir processed Mg alloy, Scripta
Mater. 63 (2010) 1112-1115.

[7] Y.C. Lim, S. Sanderson, M. Mahoney, Y. Wang, J. Chen, S.A. David, Z. Feng, Fab-
rication of thick multilayered steel structure using A516 Grade 70 by multipass
friction stir welding, Sci. Tech. Weld. Join. 21 (2016) 564-569.

[8] N. Switzner, Z. Yu, M. Eff, T. Lienert, A. Fonseca, Microstructure and mechani-
cal property variations with inertia friction-welded joints of stainless steel to
steel, Int. J. Adv. Manu. Tech. 95 (2018) 4327-4340.

[9] W. Cai, G. Daehn, A. Vivek, J. Li, H. Khan, R.S. Mishra, M. Komarasamy, A
state-of-the-art review on solid-state metal joining, J. Manu. Sci. Eng. 141
(2019) 031012.

[10] X. Wang, Y. Gao, M. McDonnell, Z. Feng, On the solid-state-bonding mechanism
in friction stir welding, Extreme Mech. Lett. 37 (2020) 100727.

[11] T. Seidel, A.P. Reynolds, Two-dimensional friction stir welding process model
based on fluid mechanics, Sci. Tech. Weld. Join. 8 (2003) 175-183.

[12] P. Ulysse, Three-dimensional modeling of the friction stir-welding process, Int.
J. Mach. Tools Manuf. 42 (2002) 1549-1557.

[13] P.A. Colegrove, H.R. Shercliff, Experimental and numerical analysis of alu-
minum alloy 7075-T7351 friction stir welds, Sci. Tech. Weld. Join. 8 (2003)
360-368.

[14] P.A. Colegrove, H.R. Shercliff, 3-Dimensional CFD modelling of flow round a
threaded friction stir welding tool profile, J. Mater. Proc. Tech. 169 (2005)
320-327.

[15] H. Schmidt, J. Hattel, J. Wert, An analytical model for the heat generation in
friction stir welding, Model. Simul. Mater. Sci. Eng. 12 (2003) 143-157.

13

Acta Materialia 213 (2021) 116969

[16] H. Schmidet, J. Hattel, Heat source models in simulation of heat flow in friction
stir welding, Int. J. Offshore Polar Eng. 14 (2004) 296-304.

[17] Z. Yu, W. Zhang, H. Choo, Z. Feng, Transient heat and material flow modeling of
friction stir processing of magnesium alloy using threaded tool, Metall. Mater.
Trans. A 43 (2012) 724-737.

[18] B. Liechty, B. Webb, Modeling the frictional boundary condition in friction stir
welding, Int. ]. Mach. Tools Manu. 48 (2008) 1474-1485.

[19] G. Chen, Z. Feng, Y. Zhu, Q. Shi, An alternative frictional boundary condition
for computational fluid dynamics simulation of friction stir welding, ]. Mater.
Eng. Perform. 25 (2016) 4016-4023.

[20] X. Liu, G. Chen, J. Ni, Z. Feng, Computational fluid dynamics modeling on
steady-state friction stir welding of aluminum alloy 6061 to TRIP steel, J.
Manu. Sci. Eng. 139 (2017) 051004.

[21] G. Chen, H. Li, G. Wang, Z. Guo, S. Zhang, Q. Dai, X. Wang, G. Zhang, Q. Shi,
Effects of pin thread on the in-process material flow behavior during friction
stir welding: a computational fluid dynamics study, Int. J. Mach. Tools Manuf.
124 (2018) 12-21.

[22] S. Xu, X. Deng, A.P. Reynolds, T. Seidel, Finite element simulation of material
flow in friction stir welding, Sci. Tech. Weld. Join. 6 (2001) 191-193.

[23] S. Xu, X. Deng, Two and three-dimensional finite element models for the fric-
tion stir welding process, 4th Int. Symp. on Friction Stir Welding, TWI Ltd.,
2003.

[24] H. Schmidt, ]. Hattel, A local model for the thermomechanical conditions in
friction stir welding, Model. Simul. Mater. Sci. Eng. 13 (2004) 77-93.

[25] F. Ducobu, E. Riviere-Lorphevre, E. Filippi, Application of the Coupled Euleri-
an-Lagrangian (CEL) method to the modeling of orthogonal cutting, Euro. ]J.
Mech. A 59 (2016) 58-66.

[26] F. Al-Badour, N. Merah, A. Shuaib, A. Bazoune, Coupled Eulerian Lagrangian
finite element modeling of friction stir welding processes, ]. Mater. Proc. Tech.
213 (2013) 1433-1439.

[27] K. Chen, X. Liu, J. Ni, Thermal-mechanical modeling on friction stir spot weld-
ing of dissimilar materials based on Coupled Eulerian-Lagrangian approach,
Int. J. Adv. Manuf. Technol. 91 (2017) 1697-1707.

[28] A. Reilly, H. Shercliff, Y. Chen, P. Prangnell, Modelling and visualization of
material flow in friction stir spot welding, ]. Mater. Proc. Tech. 225 (2015)
473-484.

[29] P. Jedrasiak, H.R. Shercliff, A. Reilly, G.J. McShane, Y.C. Chen, L. Wang, ]. Robson,
P. Prangnell, Thermal modeling of Al-Al and Al-steel friction stir spot welding,
J. Mater. Eng. Perform. 25 (2016) 4089-4098.

[30] P. Jedrasiak, H.R. Shercliff, Small strain finite element modelling of friction stir
spot welding of Al and Mg alloys, J. Mater. Proc. Tech. 263 (2019) 207-222.

[31] PA. Colegrove, H.R. Shercliff, Development of Trivex friction stir welding tool:
Part 2 - three-dimensional flow modelling, Sci. Tech. Weld. Join. 9 (2004)
352-361.

[32] PA. Colegrove, H.R. Shercliff, CFD modelling of friction stir welding of thick
plate 7449 aluminium alloy, Sci. Tech. Weld. Join. 11 (2006) 429-441.

[33] PA. Colegrove, H.R. Shercliff, R. Zettler, A model for predicting the heat gen-
eration and temperature in friction stir welding from the material properties,
Sci. Tech. Weld. Join. 12 (2007) 284-297.

[34] H. Atharifar, D. Lin, R. Kovacevic, Numerical and experimental investigations
on the loads carried by the tool during friction stir welding, J. Mater. Eng. Per-
form. 18 (2009) 339-350.

[35] R. Nandan, G. Roy, T. Lienert, T. DebRoy, Three-dimensional heat and material
flow during friction stir welding of mild steel, Acta Mater. 55 (2007) 883-895.

[36] A. Arora, R. Nandan, A.P. Reynolds, T. DebRoy, Torque, power requirement and
stir zone geometry in friction stir welding through modeling and experiments,
Scripta Mater. 60 (2009) 13-16.

[37] T. Sheppard, D. Wright, Determination of flow stress: Part 1 constitutive equa-
tion for aluminum alloys at elevated temperatures, Metals Tech. 6 (1979)
215-223.

[38] K.E. Tello, A.P. Gerlich, P.F. Mendez, Constants for hot deformation constitu-
tive models for recent experimental data, Sci. Tech. Weld. Join. 15 (2010) 260-
266.

[39] N. Mostaghel, T. Davis, Representations of Coulomb friction for dynamic anal-
ysis, Earthq. Eng. Struct. Dyn. 26 (1997) 541-548.

[40] M. Dirikolu, T. Childs, K. Maekawa, Finite element simulation of chip flow in
metal machining, Int. J. Mech. Sci. 43 (2001) 2699-2713.

[41] G.R. Johnson, W.H. Cook, A constitutive model and data for metals sub-
jected to large strains, high strain rates and high temperatures, in: Proceed-
ings of the 7th International Symposium on Ballistics, The Netherlands, 1983,
pp. 541-547.

[42] K.C. Mills, Recommended Values of Thermophysical Properties for Selected
Commercial Alloys, Woodhead Publishing, 2002.

[43] V. Soundararajan, S. Zekovic, R. Kovacevic, Thermo-mechanical model with
adaptive boundary conditions for friction stir welding of Al 6061, Int. ]. Mach.
Tools Manu. 45 (2005) 1577-1587.

[44] G. Chen, Q. Ma, S. Zhang, ]. Wu, G. Zhang, Q. Shi, Computational fluid dynamics
simulation of friction stir welding: a comparative study on different frictional
boundary conditions, ]J. Mater. Sci. Tech. 34 (2018) 128-134.

[45] Y. Chao, S. Liu, C.H. Chien, Friction stir welding of al 6061-T6 thick plates: Part
[I-numerical modeling of the thermal and heat transfer phenomena, J. Chin.
Inst. Eng. 3 (2008) 769-779.

[46] R. Hill, Similarity analysis of creep indentation tests, Proc. Roy. Soc. London A
436 (1992) 617-630.

[47] A.F. Bower, N.A. Fleck, A. Needleman, N. Ogbonna, Indentation of a power law
creeping solid, Proc. Roy. Soc. London A 441 (1993) 97-124.


http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0001
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0001
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0001
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0002
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0002
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0002
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0003
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0003
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0003
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0003
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0004
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0004
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0004
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0005
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0005
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0005
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0005
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0005
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0006
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0006
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0006
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0006
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0006
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0007
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0007
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0007
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0007
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0007
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0007
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0007
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0007
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0008
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0008
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0008
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0008
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0008
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0008
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0009
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0009
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0009
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0009
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0009
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0009
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0009
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0009
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0010
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0010
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0010
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0010
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0010
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0011
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0011
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0011
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0012
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0012
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0013
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0013
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0013
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0014
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0014
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0014
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0015
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0015
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0015
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0015
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0016
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0016
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0016
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0017
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0017
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0017
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0017
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0017
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0018
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0018
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0018
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0019
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0019
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0019
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0019
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0019
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0020
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0020
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0020
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0020
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0020
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0021
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0021
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0021
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0021
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0021
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0021
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0021
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0021
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0021
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0021
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0022
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0022
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0022
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0022
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0022
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0023
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0023
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0023
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0024
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0024
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0024
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0025
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0025
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0025
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0025
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0026
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0026
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0026
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0026
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0026
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0027
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0027
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0027
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0027
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0028
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0028
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0028
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0028
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0028
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0029
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0029
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0029
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0029
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0029
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0029
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0029
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0029
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0029
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0030
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0030
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0030
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0031
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0031
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0031
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0032
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0032
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0032
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0033
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0033
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0033
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0033
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0034
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0034
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0034
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0034
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0035
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0035
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0035
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0035
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0035
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0036
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0036
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0036
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0036
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0036
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0037
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0037
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0037
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0038
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0038
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0038
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0038
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0039
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0039
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0039
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0040
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0040
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0040
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0040
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0041
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0041
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0041
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0042
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0042
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0043
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0043
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0043
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0043
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0044
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0044
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0044
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0044
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0044
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0044
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0044
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0045
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0045
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0045
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0045
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0046
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0046
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0047
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0047
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0047
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0047
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0047

X. Wang, Y. Gao, X. Liu et al.

[48] J.H. Lee, Y. Gao, A.F. Bower, H.T. Xu, G.M. Pharr, Stiffness of frictional contact
of dissimilar elastic solids, J. Mech. Phys. Solids 112 (2018) 318-333.

[49] K.L. Johnson, Contact Mechanics, Cambridge University Press, 1985.

[50] K.L. Johnson, Adhesion and friction between a smooth elastic spherical asperity
and a plane surface, Proc. R. Soc. London A 453 (1997) 163-179.

[51] Y.E. Gao, B.N. Lucas, J.C. Hay, W.C. Oliver, G.M. Pharr, Nanoscale incipient asper-
ity sliding and interface micro-slip assessed by the measurement of tangential
contact stiffness, Scripta Mater 55 (2006) 653-656.

[52] ]J. Annett, Y.F. Gao, G.L.W. Cross, E.G. Herbert, B.N. Lucas, Mesoscale friction
anisotropy revealed by slidingless tests, ]. Mater. Res. 26 (2011) 2373-2378.

14

Acta Materialia 213 (2021) 116969

[53] MJ. Peel, A. Steuwer, PJ. Withers, T. Dickerson, Q. Shi, H. Shercliff, Dissim-
ilar friction stir welds in AA5083-AA6082. Part I. Process parameter effects
on thermal history and weld properties, Metall. Mater. Trans. A 37 (2006)
2183-2193.

[54] Y.S. Sato, M. Urata, H. Kokawa, Parameters controlling microstructure and hard-

ness during friction-stir welding of precipitation-hardenable aluminum alloy

6063, Metall. Mater. Trans. A 33 (2002) 625-635.

G. Roy, R. Nandan, T. DebRoy, Dimensionless correlation to estimate peak tem-

perature during friction stir welding, Sci. Tech. Weld. Join. 11 (2006) 606-

608.

[55]


http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0048
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0048
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0048
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0048
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0048
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0048
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0049
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0049
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0050
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0050
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0051
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0051
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0051
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0051
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0051
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0051
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0052
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0052
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0052
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0052
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0052
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0052
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0053
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0053
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0053
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0053
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0053
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0053
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0053
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0054
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0054
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0054
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0054
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0055
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0055
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0055
http://refhub.elsevier.com/S1359-6454(21)00349-9/sbref0055

	Tool-workpiece stick-slip conditions and their effects on torque and heat generation rate in the friction stir welding
	1 Introduction
	2 Revisiting the heat generation rate
	3 Computational Fluid Dynamics (CFD) simulations
	3.1 CFD by FLUENT
	3.2 CFD simulation results

	4 Coupled-Eulerian-Lagrangian (CEL) finite element simulations
	4.1 CEL by ABAQUS
	4.2 CEL simulation results

	5 Analytical stick-slip model based on Hill-Bower similarity analysis
	5.1 Hill-Bower similarity analysis for contact problems
	5.2 Analytical solution for the torsional contact problem
	5.3 Comparisons to numerical simulations
	5.4 Comparisons to experimental measurements

	6 Summary
	Declaration of Competing Interest
	Acknowledgements
	References


