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by Buryachenko [5], Dvorak [13], and Qu and Cherkaoui [42]). It was first addressed for an
ellipsoidal inclusion by Poisson [40] within the context of the Newtonian potential problem,
then followed by Maxwell [35], who provided some explicit formulas for the electric and
magnetic fields inside the ellipsoid.

With specific reference to the elastostatic case, which is the topic of this paper, early
results concerned the case of inclusions with simple shapes subject to uniform strains or
tractions: just to name a few, see [20, 50] for spherical inclusions, [14] for spheroids, and
[43, 47, 48] for ellipsoids. This problem is usually associated with Eshelby as his 1957 paper
[16], in which he proved that a homogeneous isotropic ellipsoidal inclusion embedded in an
unbounded homogeneous isotropic medium would experience uniform strains and stresses
when uniform strains or tractions were applied in the far-field, is one of the most cited papers
in Applied Mechanics. Later, Eshelby [17] conjectured that this occurs only for ellipsoidal
inclusions, a fact that was proved independently by Kang and Miton [27] and Liu [33] for
three-dimensional isotropic media subject to any uniform far-field loading, by Sendeckyi
[49] for the two-dimensional case, and by Ru and Schiavone [46] for anti-plane elasticity.
Note that such a conjecture has not been proved yet for any uniform far-field loading in the
case of anisotropic elastic media [4, 29, 51].

The extension of Eshelby’s work [16] to inclusions of arbitrary shape is not straightfor-
ward as it involves either the computation of complicated Green’s functions (e.g., [8, 38]), or
solutions only in algorithmic closed form [44]. In practical applications, on the other hand,
such as in metallurgy, in which the goal is to model perturbations of elastic fields due to
precipitates, twinnings and martensitic transformations, the inclusions have a more complex
shape. To overcome such a drawback, some authors applied the theory of conformal map-
ping to the Eshelby problem in plane elastostatics by relying on the complex formulation
introduced by Muskhelishvili [37] (see also [15, 34]). This method can be applied to elastic
inclusions of arbitrary shape, but in general, it does not provide an explicit solution (see,
for instance, [32, 49]), and in those cases in which an explicit solution can be provided, the
far-field loading is considered to be uniform [36, 45, 53]. The determination of explicit for-
mulas for the elastic fields in an inclusion of arbitrary shape subject to an arbitrary far-field
loading is still, to the best of the authors’ knowledge, an open problem.

We remark that analytical and numerical methods to compute the elastic tensor (of-
ten called the Eshelby tensor field) for inclusions of various shapes have been developed
[7, 19, 23, 31, 53]. In particular, in [53], the inclusion problem to determine the strain field
of an infinite homogeneous medium induced by a uniform eigenstrain field in an inclusion
was extensively studied. Eshelby’s tensor field relates the resulting strain field to the uni-
form eigenstrain, and it has an expression as an integral on the boundary of the inclusion in
terms of the derivatives of the Green’s function of the elastic body. For inclusions of various
shapes, given the corresponding conformal mappings, Eshelby’s tensor field is explicitly
expressed in [53]. In the present paper, we consider the inclusion problem to find the defor-
mation due to an inclusion for a given arbitrary loading, when the solution is expressed as
the single-layer potential having the Green’s function as kernel.

For the conductivity problem (or antiplane elasticity), Jung and Lim [24] found an ex-
plicit solution for an inclusion of arbitrary shape based on the layer potential technique and
geometric function theory: the solution inside the inclusion is expanded into a series of Faber
polynomials (see [12, 18] for the definition and properties), whereas the solution in the sur-
rounding medium is expanded into a series of harmonic functions expressed in terms of the
coordinates of the exterior conformal mapping, supposed to be known. The layer poten-
tial operators and the Neumann–Poincaré operator admit expansions into series of the basis
functions so that one can find a series solution to the transmission problem by using the layer
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potential technique; we refer the reader to see, for instance, the comprehensive books [1, 2]
for the layer potential formulation for the conductivity transmission problem and its appli-
cations. Moreover, the two sets of interior and exterior basis functions have explicit relations
on the boundary of the inclusion so that the interior and exterior values of the solution can
be matched by using the transmission condition on the boundary of the inclusion (see also
[9]). This geometric series solution method was successfully applied to the study of inclu-
sion problems in anti-plane elasticity and the spectral property of the Neumann–Poincaré
operator [10, 11, 25]. Analogous results for the elastic problem have not been found yet.

In the present paper, we extend the series solution approach for the conductivity trans-
mission problem in [24] to the elastostatic case. In particular, we provide an explicit analytic
series solution for the hard inclusion problem in plane elastostatics.

The remainder of this paper is organized as follows. Section 2 mainly describes the com-
plex formulation for the plane elastostatic transmission problem. Section 3 is devoted to
the series solution for the rigid inclusion problem. We provide solutions for inclusions of
various orders in Sect. 4. The paper ends with some concluding remarks in Sect. 5.

2 Preliminary

2.1 Formulation of the Problem

Consider an unbounded homogeneous isotropic medium in R
2 with an embedded simply

connected homogeneous isotropic inclusion Ω of arbitrary shape. Let λ and μ be the Lamé
constants of the system, λ being the bulk modulus and μ the shear modulus. Suppose that
the displacement field, u(x), is assigned in the far-field in a quasi-static manner, that is
u(x) = u0(x) + O(|x|−1) as |x| → ∞, with u0(x) the far-field displacement.

If there were no inclusion, the displacement field u(x) would be exactly u0(x), whereas
the strain field ε(x) and the stress field σ (x) would be determined uniquely by the following
well-known formulas (assuming the displacements to be small):

ε = 1

2

(∇u+ ∇Tu
)

and σ =Cε = λ trε + 2με, (2.1)

where tr stands for the trace. If we assume there are no body forces (so that the stress
field is divergence-free), then u0(x) satisfies the equation Lλ,μu0 = 0 in R

2, Lλ,μ being the
following differential operator

Lλ,μu := ∇ ·Cε(x) = μ�u+ (λ + μ)∇∇ · u.

Note that Lλ,μ is elliptic under the strong convexity assumption for which μ > 0 and λ+μ >

0 (see, e.g., [30]).
However, due to the presence of the inclusion Ω , the displacement field in the medium is

not u0(x). Indeed, under the assumptions that the inclusion is rigid (so that the displacement
field on ∂Ω is a rigid displacement), and that there are no body forces, u(x) turns out to be
the solution of the system

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Lλ,μu = 0 in R
2 \ Ω,

u
∣∣+ =

3∑

j=1

cjRj (x) on ∂Ω,

u(x) − u0(x) = O(|x|−1) as |x| → ∞,

(2.2)
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where the superscript + denotes the limit from outside Ω , and {R1,R2,R3} is a basis of the
space of rigid displacements, say

R1 =
[
1
0

]
, R2 =

[
0
1

]
, R3 =

[
x2

−x1

]
. (2.3)

The conormal derivative from outside on ∂Ω , that represents the traction forces on the
exterior of ∂Ω , is defined to be

∂νu := λ (∇ · u)n+ μ
(∇u+ ∇Tu

)
n,

n being the unit outward normal vector to ∂Ω . The real coefficients cj , j = 1,2,3, in (2.2)
are determined by the following equilibrium condition on ∂Ω :

∫

∂Ω

∂νu
∣∣+ ·Rj dσ = 0, j = 1,2,3. (2.4)

2.2 Layer Potential Technique

A classical way of solving the transmission problem (2.2) is the layer potential technique
(see, e.g., [30]), which is based on the ansatz that the displacement field in the medium is the
superposition of the far-field loading u0(x) (the field that would be in the medium if there
were no inclusion), and a perturbation field S∂Ω [ϕ](x) (the term which takes into account
the effect of the inclusion):

u(x) = u0(x) + S∂Ω [ϕ](x), (2.5)

for some density function ϕ = (ϕ1, ϕ2)
T satisfying the equilibrium condition (2.4), i.e.

∫

∂Ω

ϕ ·Rj dσ = 0, j = 1,2,3. (2.6)

Indeed, ϕ(x) is given by ϕ = ∂νu
∣∣+ on ∂Ω (see, e.g., [28, Appendix A.2]).

The perturbation field S∂Ω [ϕ](x) is called the single-layer potential of the density func-
tion ϕ(x) on ∂Ω associated with the Lamé system, and it is defined as

S∂Ω [ϕ](x) :=
∫

∂Ω

Γ (x− y)[ϕ](y)dσ(y) for x ∈R
2, (2.7)

where Γ = (Γij )
2
i,j=1 is the Kelvin matrix of the fundamental solution to the Lamé system

in R
2 when there is no inclusion, namely,

Γij (x) = α1

2π
δij ln |x| − α2

2π

xixj

|x|2 , (2.8)

δij being Kronecker’s delta, and

α1 = 1

2

(
1

μ
+ 1

2μ + λ

)
and α2 = 1

2

(
1

μ
− 1

2μ + λ

)
. (2.9)

Note that, due to (2.5), the problem of finding the displacement field u(x) satisfying (2.2)
is equivalent to finding the single-layer potential S∂Ω [ϕ](x) (2.7) by finding the density
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function ϕ(x) satisfying (2.6) and the boundary condition in (2.2). The density function
ϕ(x) is associated with the inversion of the operator − 1

2 I+K∗
∂Ω , whereK∗

∂Ω is the so-called
elastostatic Neumann–Poincaré operator:

K∗
∂Ω [ϕ](x) := p.v.

∫

∂Ω

∂νxΓ (x− y)ϕ(y)dσ(y) a.e. x ∈ ∂Ω.

The symbol p.v. stands for the Cauchy principal value, ∂νxΓ (x − y) denotes the conormal
derivative of the Kelvin matrix with respect to the x-variable, defined by

∂νxΓ (x− y)b = ∂νx (Γ (x− y)b)

for any constant vector b.

2.3 Complex Formulation

For plane elastostatics, one could identify the coordinate vector x = (x1, x2)
T ∈ R

2 with
the complex variable z = x1 + ix2 ∈ C. The vector-valued displacement field u = (u1, u2)

T

then can be expressed, upon complexification, as the complex function u(z) = u1 + iu2.
Analogously, the density function ϕ = (ϕ1, ϕ2)

T and the single-layer potential S∂Ω [ϕ](x)
can be written as ϕ(z) = ϕ1 + iϕ2 and S[ϕ](z) = (S∂Ω [ϕ])1 + i(S∂Ω [ϕ])2, respectively.

Following [37], the equation Lλ,μu = 0 in C \ Ω , in which the two unknowns are u1(x)
and u2(x), can then be written as an equation in terms of two complex functions φ(z) and
ψ(z), which are analytic in C \ Ω :

2μu(z) = κφ(z) − zφ′(z) − ψ(z), κ = λ + 3μ

λ + μ
, (2.10)

where the bar denotes complex conjugation. Similarly, the background solution u0(z) =
(u0)1 + i(u0)2 admits the complex representation (dividing by the constant μ to simplify the
formula)

2u0(z) = κh(z) − zh′(z) − l(z) in Ω (or in C \ Ω), (2.11)

where h(z) and l(z) are analytic functions in Ω (or in C \ Ω). Indeed, u0(x) satisfies
Lλ,μu0 = 0 in R

2, so that the representation (2.11) holds in the whole complex plane.
As the single-layer potential S∂Ω [ϕ](x) satisfies the Lamé system as well, the following

holds

2S[ϕ](z) = κf (z) − zf ′(z) − g(z) in Ω (or in C \ Ω) (2.12)

for some complex analytic functions f (z) and g(z), which can be expressed as

f (z) = f [ϕ](z) = α2L[ϕ](z), (2.13)

g(z) = g[ϕ](z) = −α1L[ϕ](z) − α2C[ζϕ](z) (2.14)

with the complex integral operators L and C given by

L[ψ](z) := 1

2π

∫

∂Ω

log(z − ζ )ψ(ζ )dσ(ζ ), (2.15)
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C[ψ](z) : = L[ψ]′(z) = 1

2π

∫

∂Ω

ψ(ζ )

z − ζ
dσ(ζ ) (2.16)

for any complex functionψ(z) (see [3] for the derivation). Indeed, we can express the single-
layer potential S[ϕ](z) in a simpler form by using the real logarithmic function (note that,
by (2.9) and (2.10), κα2 = α1):

2S[ϕ](z) = 2α1L[ϕ](z) − α2zC[ϕ](z) + α2C[ζϕ](z) in C (2.17)

with

L[ϕ](z) := 1

2π

∫

∂Ω

ln |z − ζ |ϕ(ζ ) dσ(ζ ). (2.18)

The rigid inclusion transmission condition on ∂Ω , see (2.2), and the single-layer poten-
tial ansatz (2.5) imply that, on the boundary,

S[ϕ](z) = −u0(z) + c1 + ic2 − ic3z. (2.19)

In Sect. 3, we will develop a series solution method for the transmission problem (2.2)
by using the theory of conformal mapping. Therefore, we review some related results in
complex analysis in the following subsection.

2.4 Exterior Conformal Mapping and Associated Density Basis Functions

From the Riemann mapping theorem, there uniquely exist a real number γ > 0 and a com-
plex function Ψ (w) that conformally maps the region R = {w ∈ C : |w| > γ } onto C \ Ω

and satisfies Ψ (∞) = ∞ and Ψ ′(∞) = 1. Here, the quantity γ is called the conformal
radius of Ω , which coincides with the logarithmic capacity of Ω , and Ψ is the exterior con-
formal mapping associated with Ω . The function Ψ (w) admits the following Laurent series
expansion:

Ψ (w) = w + a0 + a1

w
+ a2

w2
+ · · · = w +

∞∑

k=0

akw
−k (2.20)

for some complex coefficients an, see [41, Chap. 1.2] for the derivation. Being a conformal
mapping,Ψ (w) preserves the angle between two intersecting curves and, hence, it can define
an orthogonal curvilinear coordinate system in C \ Ω in a simple way. Indeed, we can
express w ∈ R in the modified polar coordinates (ρ, θ) ∈ (ρ0,∞) × [0,2π) with ρ0 = lnγ

as

w = eρ+iθ . (2.21)

Consequently, (ρ, θ) provides an orthogonal coordinate pair for z = Ψ (w) ∈ C \ Ω via the
relation

z = Ψ (ρ, θ) := Ψ (eρ+iθ ).

From the Caratheodory extension theorem [6], Ψ (ρ, θ) admits the continuous extension
to the boundary of the domain. We assume that the boundary ∂Ω is C1,α so that, by the
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Kellogg–Warschawski theorem [41], Ψ ′(ρ, θ) can be continuously extended to the bound-
ary. In particular, the map Ψ (ρ, θ) is C1 on [ρ0,∞) × [0,2π). Therefore, we can use the
polar coordinate system (ρ, θ) associated with (2.20) to define a density basis, that is, a basis
for functions defined on ∂Ω (ρ = ρ0), as follows

ϕm(z) = eimθ

h
, ϕ−m(z) = e−imθ

h
(2.22)

for each m ∈ N, where h is the scale factor

h(ρ, θ) =
∣∣
∣∣
∂Ψ

∂ρ

∣∣
∣∣ =

∣∣
∣∣
∂Ψ

∂θ

∣∣
∣∣ .

Later, we will use the basis (2.22) to expand the density function ϕ(z) of the single-layer
potential (2.7). Notice that the length element on ∂Ω is then given by

dσ(ζ ) = h(ρ0, θ)dθ for ζ = Ψ (ρ0, θ). (2.23)

2.5 Faber Polynomials

In view of the exterior conformal mapping (2.20), the expansion

wΨ ′(w)

Ψ (w) − z
=

∞∑

m=0

Fm(z)w−m (2.24)

is valid for sufficiently large |w|, where the function Fm(z) is an m-th order monic poly-
nomial, called the m-th Faber polynomial associated with Ψ (w) (or Ω), that is uniquely
determined by the coefficients of Ψ (w) in (2.20). As an example, the first three polynomials
are

F0(z) = 1, F1(z) = z − a0, F2(z) = z2 − 2a0z + (a2
0 − 2a1).

In general, by comparing the w−m terms in (2.24) (after multiplying both sides by Ψ (w)−z)
one observes the following recursion relation

−mam = Fm+1(z) +
m∑

s=0

asFm−s(z) − zFm(z) for each m = 0,1,2, . . . . (2.25)

The concept of Faber polynomials was first introduced by G. Faber in [18] and has been one
of the essential elements in geometric function theory (see, e.g., [12]).

The Faber polynomials satisfy the convenient property that Fm(Ψ (w)) has only one pos-
itive term: wm. In other words,

Fm(Ψ (w)) = wm +
∞∑

k=1

cm,kw
−k. (2.26)

The coefficients cm,k are called the Grunsky coefficients, and they satisfy the following iden-
tity:

kcm,k = mck,m for all m,k ∈N. (2.27)
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Furthermore, they satisfy the so-called strong Grunsky inequalities [21] (see also [12]): let
N be a positive integer and λ1, λ2, . . . , λN be complex numbers that are not all zero, then
we have

∞∑

k=1

k

∣∣
∣∣
∣

N∑

n=1

cn,k

γ n+k
λn

∣∣
∣∣
∣

2

≤
N∑

n=1

n |λn|2 . (2.28)

The strict inequality holds unless Ω has measure zero. As a corollary, the following relation,
the so-called weak Grunsky inequality, holds:

∣
∣∣
∣∣

N∑

n=1

N∑

k=1

k
cn,k

γ n+k
λnλk

∣
∣∣
∣∣
≤

N∑

n=1

n |λn|2 . (2.29)

Plugging λn = 1√
m
δnm into (2.28), we have

∞∑

k=1

∣
∣∣
∣∣

√
k

m

cm,k

γ m+k

∣
∣∣
∣∣

2

≤ 1.

In particular,
∣∣∣ cm,m

γ 2m

∣∣∣ ≤ 1. Now, letting λn = 1
m
δnm + 1

s
δns for m 
= s, (2.29) leads us to

∣
∣∣
∣

cm,m

mγ 2m
+ cm,s

mγ m+s
+ cs,m

sγ s+m
+ cs,s

sγ 2s

∣
∣∣
∣ ≤ 1

m
+ 1

s
≤ 2

and, by using (2.27),

∣∣cm,s

∣∣ ≤ 2mγ m+s . (2.30)

By applying this bound to (2.26), it follows that

|Fm(Ψ (w)| ≤ |w|m + 2mγ m γ

|w| − γ
. (2.31)

We can derive more formulas for Faber polynomials starting from the generating relation
(2.24). For instance, by integrating (2.24) with respect tow, we have (see, e.g., [12, Chap. 5])

log

(
w

Ψ (w) − z

)
=

∞∑

m=1

1

m
Fm(z)w−m.

Differentiation of this relation with respect to z leads to

1

Ψ (w) − z
=

∞∑

m=1

1

m
F ′

m(z)w−m. (2.32)

Note that the complex function 1/(Ψ (w) − z) is analytic with respect to w in {w : |w| > γ }
and decays at infinity, while the right-hand side is its Laurent series. Hence, for a fixed
z ∈ Ω , (2.32) is uniformly and absolutely convergent for |w| > γ1 with γ1 > γ .
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Note that, thanks to the properties of Faber polynomials, any complex function v(z)

analytic in ΩR , R > γ , admits the expansion

v(z) =
∞∑

m=0

dmFm(z) in Ω (2.33)

with the coefficients dm given by (from the Cauchy integral formula and (2.24))

dm = 1

2π i

∫

|w|=r

v(Ψ (w))

wm+1
dw, γ < r < R. (2.34)

In other words, Faber polynomials form the interior basis: they can be used as an expansion
basis on Ω for complex functions that are analytic on a domain containing Ω .

3 Series Solution for the Rigid Inclusion Problem

The goal of this section is to develop a series solution method for the transmission problem
(2.2), in order to provide the displacement field in the exterior of the inclusion. Specifically,
we will expand the far-field loading in terms of the interior basis and the single-layer poten-
tial in terms of the density basis (2.22). By using the transmission condition (2.19) and the
properties of Faber polynomials, we will find an explicit expression for the elastic fields in
the exterior of the inclusion in terms of the coordinate w (2.21).

3.1 Series Expansion of the Far-Field Loading

As shown by equation (2.33), Faber polynomials constitute a basis for analytic functions in
Ω . Specifically, we can expand the functions h(z) and l(z) in the complex representation
(2.11) of the far-field loading u0(z) as

h(z) =
∞∑

m=0

AmFm(z) , l(z) =
∞∑

m=0

BmFm(z) (3.1)

for some complex coefficients Am and Bm to be determined by using equation (2.34). Hence,
the far-field loading u0(z) in (2.11) can be written as

2u0(z) = κ

∞∑

m=0

AmFm(z) − z

∞∑

m=1

Am F ′
m(z) −

∞∑

m=0

Bm Fm(z) in Ω. (3.2)

3.2 Series Expansion of the Single-Layer Potential

To obtain a series expansion of the single-layer potential S[ϕ](z), we expand the density
function ϕ on ∂Ω in terms of the density basis (2.22) on ∂Ω :

ϕ(z) =
∞∑

m=1

(
s(1)
m + is(2)

m

)
ϕ−m + (

s(3)
m + is(4)

m

)
ϕm, (3.3)
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where s
(j)
m , m ∈N, j = 1,2,3,4, are real coefficients. The constant term (m = 0) is zero due

to the equilibrium condition (2.6) with j = 1,2, and the condition with j = 3 implies that
Im

(∫
∂Ω

ϕ(z)zdσ(z)
) = 0, i.e.,

s
(4)
1 = −Im

( ∞∑

m=1

(
s(1)
m + is(2)

m

)
am

)

. (3.4)

From now on, we assume γ = 1 for the sake of simplicity.
Notice that, by plugging (3.3) into (2.17), the single-layer potential S[ϕ](z) can be ex-

pressed in terms of the basis functions (2.22) as follows:

2S[ϕ](z) = 2α1L[ϕ](z) − α2zC[ϕ](z) + α2C[ζϕ](z) in C

= α1

∞∑

m=1

[(
s(1)
m + is(2)

m

)
2L[ϕ−m](z) + (

s(3)
m + is(4)

m

)
2L[ϕm](z)

]

− α2 z

∞∑

m=1

[(
s
(1)
m + is(2)

m

)
C[ϕ−m](z) +

(
s
(3)
m + is(4)

m

)
C[ϕm](z)

]

+ α2

∞∑

m=1

[(
s
(1)
m + is(2)

m

)
C[ζϕ−m](z) +

(
s
(3)
m + is(4)

m

)
C[ζϕm](z)

]
. (3.5)

The operator L given by (2.18), which corresponds to the single-layer potential of the Lapla-
cian, admits the following series expansion [24]: for each m ∈N,

L [ϕ−m] (z) =

⎧
⎪⎨

⎪⎩

− 1

2m
Fm(z), z ∈ Ω,

− 1

2m

(
Fm(z) − wm + w−m

)
, z = Ψ (w) ∈C \ Ω,

(3.6)

L [ϕm] (z) =

⎧
⎪⎨

⎪⎩

− 1

2m
Fm(z), z ∈ Ω,

− 1

2m

(
Fm(z) − wm + w−m

)
, z = Ψ (w) ∈C \ Ω.

(3.7)

Likewise, the explicit computation of the integral operators C[ϕ±m](z) and C[ζϕ±m](z),
whose general expression is given by (2.16), depends on whether z ∈ C \ Ω or z ∈ Ω ,
as will be shown in Lemma 3.1 and Lemma 3.2.

3.2.1 Series Expansion of the Single-Layer Potential Inside the Inclusion

For notational convenience, we define the following polynomial functions

F̃k(z) :=
⎧
⎨

⎩

1

k
F ′

k(z) for k ≥ 1,

0 for k ≤ 0.
(3.8)

Lemma 3.1 For each m ∈N, we have

C [ϕ±m] (z) = −F̃±m(z), C
[
ζ ϕ±m

]
(z) = −

∞∑

k=−1

ak F̃k±m(z) for z ∈ Ω.



Explicit Analytic Solution for the Plane Elastostatic Problem 91

Proof We parametrize ∂Ω by ζ = Ψ (η) = Ψ (eiθ ) ∈ ∂Ω . From the definition (2.16) of the
integral operator C and (2.32), we have

C[ϕ±m](z) = 1

2π

∫ 2π

0

(

−
∞∑

n=1

1

n
F ′

n(z)η
−n

)

η±mdθ (3.9)

= − 1

m
F ′

m(z) or 0.

Indeed, for a fixed z ∈ Ω we have

C[ϕ±m](z) = lim
t→0+

1

2π

∫

∂Ω

ϕ±m(ζ )

z − Ψ ((1+ t)η)
dσ(ζ )

= lim
t→0+

−1

2π

∫

∂Ω

∞∑

n=1

1

n
F ′

n(z)((1+ t)η)−nϕ±m(ζ )dσ(ζ ) (3.10)

As the power series in w in (2.32) is convergent for |w| > γ , we can exchange the order of
the integral and summation in (3.10), and thus in (3.9).

By using the Laurent series expansion (2.20) of Ψ , we then get

C
[
ζϕ±m

]
(z) = C

[
Ψ (η)η±m 1

h

]
(z)

= C

[ ∞∑

k=−1

akη
k±m 1

h

]

(z) =
∞∑

k=−1

ak C
[
ηk±m 1

h

]
(z). (3.11)

Recall that the map Ψ (ρ, θ) is C1 on [ρ0,∞) × [0,2π). Since the Fourier series of a con-
tinuously differential function is uniformly convergent, we can exchange the order between
the operator C and the summation in (3.11). This completes the proof. �

By plugging the relations in Lemma 3.1 into (3.5), we obtain the following theorem.

Theorem 3.1 The single-layer potential S[ϕ](z) with the density function ϕ given by (3.3)
admits the following expansion, for z ∈ Ω :

2S[ϕ](z) = −α1

∞∑

m=1

1

m

(
s(3)
m + is(4)

m

)
Fm(z) + α2z

∞∑

m=1

(
s
(3)
m + is(4)

m

)
F̃m(z)

−α1

∞∑

m=1

1

m

(
s(1)
m + is(2)

m

)
Fm(z)

−α2

∞∑

m=1

[(
s
(1)
m + is(2)

m

) ∞∑

k=m+1

akF̃k−m(z) +
(
s
(3)
m + is(4)

m

) ∞∑

k=−1

akF̃k+m(z)

]
.

(3.12)

The derivative of the m-th Faber polynomial is a linear combination of the Faber poly-
nomials of lower order, that is

F ′
m(z) =

m−1∑

j=0

γm,jFj (z), (3.13)
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w h er e t h e c o ef fi ci e nts γ m, j , j = 0 , . . . , m − 1, d e p e n d o n t h e c o nf or m al  m a p pi n g c o ef fi ci e nts
a k ( s e e (2. 2 0 )). I n  m atri x f or m, (3. 1 3 ) t a k es t h e f oll o wi n g e x pr essi o n

F = Γ F + γ 0 , ( 3. 1 4)

w h er e

F : =

⎡

⎢
⎢
⎢
⎣

F 1

F 2

F 3

...

⎤

⎥
⎥
⎥
⎦

, Γ : =

⎡

⎢
⎢
⎢
⎣

0 0 0 · · ·
γ 2 1 0 0 · · ·
γ 3 1 γ 3 2 0 · · ·
...

...
...

...

⎤

⎥
⎥
⎥
⎦

a n d γ 0 : =

⎡

⎢
⎢
⎢
⎣

γ 1 0

γ 2 0

γ 3 0

...

⎤

⎥
⎥
⎥
⎦

. ( 3. 1 5)

B y usi n g ( 3. 1 3 ) or, e q ui v al e ntl y (3. 1 4 ),  w e c a n e x pr ess S [ϕ ]( z) (3. 1 2 ) i n t er ms of F a b er
p ol y n o mi als o nl y ( n ot t h eir d eri v ati v es).

3. 2. 2 S eri es E x p a nsi o n of t h e Si n gl e- L a y er P ot e nti al  O utsi d e t h e I n cl usi o n

We d e fi n e

G k ( w ) : =
w k − 1

Ψ ( w )
f or k ∈ Z , |w | > γ , ( 3. 1 6)

w hi c h a p pr o xi m at es F k ( z) gi v e n i n ( 3. 8 ), a c c or di n g t o (2. 2 6 ):

F k ( Ψ ( w )) = G k ( w ) + O
1

|w |
f or e a c h k ∈ Z .

L e m m a 3. 2 F o r e a c h m ∈ N , it h ol ds t h at f or z = Ψ ( w ) ∈ C \ Ω ,

C [ϕ ± m ] ( z) = − F ± m ( z) − G ± m ( w ) , ( 3. 1 7)

C ζ ϕ ± m ( z) = −

∞

k = − 1

a k F k ± m ( z) − G k ± m ( w ) . ( 3. 1 8)

Pr o of Li k e i n t h e pr o of of  L e m m a 3. 1 ,  w e p ar a m et eri z e ∂ Ω b y ζ = Ψ ( η ) = Ψ ( e iθ ) ∈ ∂ Ω .
Fr o m ( 2. 2 4 ), (2. 2 6 ), a n d t h e pr o p erti es of  Gr u ns k y c o ef fi ci e nts,  w e h a v e

C [ϕ ± m ] ( z) = li m
t→ 0 +

1

2 π

2 π

0

1

Ψ ( w ) − Ψ ( η )
η ± m d θ , η = (1 + t ) η,

= li m
t→ 0 +

1

2 π

2 π

0

∞

n = 1

F n ( Ψ (η ))
w − n − 1

Ψ ( w )
η ± m d θ ( 3. 1 9)

= li m
t→ 0 +

1

2 π

∞

n = 1

2 π

0

η n +

∞

k = 1

n

k
c k, n η

− k w − n − 1

Ψ ( w )
η ± m d θ , ( 3. 2 0)

We ass u m e 1 + t < |w | s o t h at fr o m ( 2. 3 1 ), t h e i n fi nit e s eri es i n (2. 2 4 ) is u nif or m  wit h
r es p e ct t o z = Ψ ( η ) wit h |η | = 1 + t.  H e n c e, o n e c a n e x c h a n g e t h e or d er of i nt e gr ati o n
a n d s u m m ati o n i n ( 3. 1 9 ). F urt h er m or e, fr o m (2. 3 0 ), t h e i nt e gr a n d i n (3. 2 0 ) is u nif or ml y

A UT H O R C O PY
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convergent in η so that one can again exchange the order of integration and summation in
(3.20). Therefore, we have

C [ϕm] (z) = 1

Ψ ′(w)

∞∑

n=1

n

m
cm,nw

−n−1

= − 1

m

1

Ψ ′(w)

d

dw

(
Fm(Ψ (w)) − wm

)

and

C [ϕ−m] (z) = w−m−1

Ψ ′(w)
.

From the definition of F̃k(z) and Gk(w), we have (3.17). Using (3.11), one can then easily
find the expansions of C

[
ζ ϕ±m

]
(w). �

Following the same steps taken for the series expansion of the single layer potential in
the interior of the inclusion, one has just to plug (3.17) and (3.18) into (3.5) to find the
expansion for S[ϕ](z) in (2.7) with z = Ψ (w) in the exterior of the inclusion. The result is
presented in the following theorem.

Theorem 3.2 The single-layer potential S[ϕ](z) with the density function ϕ given by (3.3)
admits the following expansion, for z = Ψ (w) ∈C \ Ω :

Sext [ϕ](z) = −α1v1(w) + α2Ψ (w)v2(w) − α2v3(w), (3.21)

where

v1 =
∞∑

m=1

1

m

[(
s(1)
m + is(2)

m

)(
Fm(z) − wm + w−m

)
+

(
s(3)
m + is(4)

m

)(
Fm(z) − wm + w−m

)]
,

v2 =
∞∑

m=1

[(
s(1)
m + is(2)

m

)(
F̃−m(z) − G−m(w)

)+
(
s(3)
m + is(4)

m

)(
F̃m(z) − Gm(w)

)]
,

v3 =
∞∑

m=1

[(
s(1)
m + is(2)

m

) ∞∑

k=−1

ak

(
F̃k−m(z) − Gk−m(w)

)

+
(
s(3)
m + is(4)

m

) ∞∑

k=−1

ak

(
F̃k+m(z) − Gk+m(w)

)]

with F̃k(z) and Gk(w) given by (3.8) and (3.16), respectively.

3.3 Determination of the Density Function via the Transmission Condition

The single-layer potential, (2.7), is continuous on ∂Ω . In particular, the expansions (3.12)
and (3.21) coincide when |w| = 1. In order to solve the rigid inclusion problem, we have first
to find the density function ϕ(z) that satisfies the transmission condition (2.19), that is, we
have to determine the unknown real coefficients s

(j)
m , m ∈ Z, j = 1,2,3,4 in the expansion
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(3.3) of ϕ(z), by comparing the expansion of the single-layer potential, (3.12), with the
expansion of the far-field loading (3.2) via (2.19). We recall that the real coefficients cj ,
j = 1,2,3 in (2.19) are implicitly determined by the equilibrium condition (2.4) for which
the solution of the transmission problem has first to be found.

The strategy to determine the coefficients s
(j)
m , m ∈ Z, j = 1,2,3,4 is the following. We

will first determine the coefficients s(3)
m and s(4)

m , m ∈ Z. Below we will show that, for m > 1,
such coefficients are completely determined by the coefficients of the series expansion (3.2)
of the far-field loading u0(z). The determination of s

(3)
1 and s

(4)
1 , instead, as well as the

determination of the coefficients s(1)
m and s(2)

m , m ∈ Z, requires the knowledge of the constant
c3, which we will derive at the end of this section by using the linear dependence of s(1)

m and
s(2)
m , m ∈ Z on c3.

3.3.1 Determination of the Coefficients s
(3)
m and s

(4)
m ,m ∈ Z

By using the transmission condition (2.19) and comparing the analytic part, that is φ in the
decomposition of the form (2.10), in (3.12) and (3.2), we get

s
(3)
1 + is(4)

1 = 1

α2
A1 + 1

α1
2ic3, (3.22)

s(3)
m + is(4)

m = 1

α2
mAm for each m ≥ 2. (3.23)

Hence, all the coefficients s(3)
m and s(4)

m for m ≥ 2 are explicitly given by the coefficients Am

of the series expansion (3.2) of the far-field loading u0(z). The case m = 1 is more complex,
due to the fact that c3 in (3.22) is unknown. However, it will be determined by solving a
linear equation as explained in Sect. 3.3.3.

3.3.2 Determination of the Coefficients s
(1)
m and s

(2)
m ,m ∈ Z

By using the relations (3.22) and (3.23), as well as (3.2) and (3.12), the transmission condi-
tion (2.19) on ∂Ω turns into the following.

Problem (A) Find s(1)
m and s(2)

m , m ∈ Z satisfying

P(z) = c3J1(z) + J2(z) + C, (3.24)

where

P(z) = −α1

∞∑

m=1

1

m

(
s(1)
m + is(2)

m

)
Fm(z) − α2

∞∑

m=1

(
s
(1)
m + is(2)

m

) ∞∑

k=m+1

akF̃k−m(z) (3.25)

and

J1(z) = −i
2

κ

∞∑

k=0

akF̃k+1(z),

J2(z) =
∞∑

m=1

Bm Fm(z) +
∞∑

m=1

mAm

∞∑

k=−1

akF̃k+m(z), (3.26)

C = −κA0 + B0 + 2c1 + 2ic2 − 2ic3a0. (3.27)
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Note that P(z) is the only complex function that contains the unknowns s(1)
m and s(2)

m ,
m ∈ Z, whereas J1(z) and J2(z) are known complex functions. Indeed, since Ω is given,
we can compute the Faber polynomials Fm(z) associated with Ω via (2.24), as well as
their derivatives (or, equivalently, the coefficients γmj in (3.13)). Hence, J1(z) is determined.
Since u0(z) is given, J2(z) is also completely determined.

For the sake of clarity, we adopt a matrix notation. Then, let us denote with s the vector
containing the unknown coefficients s(1)

m and s(2)
m , m ≥ 1, i.e.,

s :=

⎡

⎢⎢
⎣

s
(1)
1 + is(2)

1

s
(1)
2 + is(2)

2

...

⎤

⎥⎥
⎦ .

To stress the fact that P(z) is an operator acting on the unknown vector s, let us use the
notation P [s] (z). To write P [s] (z) in matrix form, let us start by the term

bm :=
∞∑

k=m+1

akF̃k−m(z) =
∞∑

k=m+1

ak

k − m
F ′

k−m(z), m ≥ 1,

which, in matrix notation, reads

b =ADF′, (3.28)

where F is given by (3.15), and

b :=

⎡

⎢
⎢⎢
⎣

b1
b2
b3
...

⎤

⎥
⎥⎥
⎦

, A :=

⎡

⎢
⎢⎢
⎣

a2 a3 a4 · · ·
a3 a4 a5 · · ·
a4 a5 a6 · · ·
...

...
...

. . .

⎤

⎥
⎥⎥
⎦

, D :=

⎡

⎢
⎢⎢
⎣

1 0 0 · · ·
0 1

2 0 · · ·
0 0 1

3 · · ·
...

...
...

. . .

⎤

⎥
⎥⎥
⎦

. (3.29)

By using (3.14), (3.28) turns into

b =AD
(
Γ F+ γ0

)
, (3.30)

and, consequently, the operator P [s] (z) in (3.25) reads

P [s] (z) = −α2

(
κ sT D+ sT ADΓ

)
F− α2 s

T ADγ0. (3.31)

In order to write the right hand side of (3.24) in matrix form, let us introduce the vector y,
defined as the vector containing the coefficients of the expansion of the function

J (z) = c3J1(z) + J2(z) + C

with respect to the basis functions Fm (up to the coefficient −α2), that is

J (z) = −α2 yT F− α2 j0. (3.32)

Note that the unknown constants c1 and c2 are incorporated in the constant j0, whereas the
constant c3 appears linearly both in y and j0, due to the linear dependence of J (z) on c3.
Hence, equation (3.24) turns into

(
κ sTD+ sT ADΓ

)
F+ sT ADγ0 = yT F+ j0 (3.33)
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and by comparing the coefficients of the series expansion with respect to the Faber polyno-
mials, we get

κ sTD+ sT ADΓ = yT , (3.34)

sT ADγ0 = j0. (3.35)

As we will show explicitly in Sect. 4, for domains of order up to 2, the matrix A defined
in (3.29) is the zero matrix and, therefore, the coefficients s(1)

m and s(2)
m are easily found in

terms of the unknown constant c3 as (3.34) reduces to κ Ds = y, in which the matrix D
defined in (3.29) is invertible, and the vector y incorporates c3. For domains of higher order,
the coefficients s(1)

m and s(2)
m are found as follows. By taking the transpose of (3.34) and then

the complex conjugate of the transpose, we respectively get

κ Ds+ Γ
T
DAs= y,

Γ T DAs+ κ Ds= y, (3.36)

which leads to the reformulation of Problem (A) in a block matrix form:

Problem (A′) Find s satisfying
⎡

⎣
κ D Γ

T
DA

Γ T DA κ D

⎤

⎦

[
s

s

]

=
[
y

y

]

, (3.37)

where y is given by (3.32).

The invertibility of the block matrix in (3.37) has to be assessed case by case. Specifically,

it is invertible if κ2I−(Γ T DAD−1)(Γ
T
DAD−1) is invertible (note thatD, defined in (3.29),

is invertible). In Sect. 4 we will show some explicit examples in which it can be proven
the matrix is invertible. Again, we stress the fact that the vector y depends linearly on the
constant c3, i.e., y = c3y1 +y2 with y1 and y2 corresponding to J1(z) and J2(z), respectively.
Hence, the solution s, upon inversion of the block matrix, is

s= c3u1 + u2, (3.38)

where u1 and u2 are solutions to (3.37) with y1 and y2 in the place of y, respectively.

3.3.3 Determination of the Constants c1, c2, c3

The linear dependence of s on the constant c3 in (3.38) plays a crucial role in the determina-
tion of c3. Indeed, by combining (3.4) and (3.22) we get

Im (s · a) = − Im(A1)

α2
− 2c3

α1
, (3.39)

where a is the vector containing the coefficients of the conformal mapping (2.20), that is,
aT = [a1;a2;a3; . . . ]. By using (3.38), we get

c3 = κ
−Im(A1) − α2Im(u2 · a)

2+ α1Im(u1 · a) . (3.40)

Once c3 and, consequently the vector s, are known, the coefficients c1 and c2 are then found
by using equation (3.35).
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3.4 Solution Expansion in the Exterior of the Inclusion

Due to the ansatz (2.5), the displacement field outside the inclusion is given by

u(z) = u0(z) + Sext [ϕ](z) with z = Ψ (w) ∈ C \ Ω, (3.41)

where u0(z) is the given far-field loading, and Sext [ϕ](z) is the expansion (3.21) of the single
layer potential in the exterior of the inclusion, in which the coefficients s

(j)
m , j = 1,2,3,4,

m ∈ Z are determined as explained in Sect. 3.3.

4 Examples

In order to provide an explicit expression for the solution (3.41) of the transmission problem,
the coefficients s

(j)
m , j = 1,2,3,4 have to be determined explicitly: equation (3.23) allows

one to obtain all s(3)
m and s(4)

m for m > 1 explicitly in terms of the coefficients Am of the
series expansion (3.2) of the far-field loading u0(z), whereas the case m = 1, see equation
(3.22), requires the knowledge of the constant c3, which can be found when the block matrix
in (3.37) is invertible. In such a case, the coefficients s(1)

m and s(2)
m , m ∈ Z are completely

determined as well. The inversion of the matrix in (3.37) is ensured for domains of order up
to 3, whereas for domains of higher degree some numerical computations are necessary.

4.1 Elliptic Inclusion with an Arbitrary Far-Field Loading

Let us start by considering the case in which the inclusion is an ellipse. Consequently, the
exterior conformal mapping (2.20) takes the following expression:

Ψ (w) = w + a

w
.

For this case, one can obtain a simple formula for the Faber polynomials and their deriva-
tives by applying the recursive formula (2.25), with a−1 = 1, a1 = a, and aj = 0 for all
j 
= ±1. Indeed, after some algebra, one gets

F0(z) = 1

Fm(z) = 1

2m

[(
z +

√
z2 − 4a

)m +
(
z −

√
z2 − 4a

)m]
, m = 1,2, . . .

Upon derivation one obtains

F ′
m(z) = m

2m
√

z2 − 4a

[(
z +

√
z2 − 4a

)m −
(
z −

√
z2 − 4a

)m]

and by using the formula

Cm − Dm = (C − D)

m−1∑

j=0

Cm−j−1Dj
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one can derive an explicit formula for F ′
m(z). After some lengthy algebra, we obtain

F ′
m(z) =

⎧
⎪⎪⎨

⎪⎪⎩

m
∑m−1

2
j=0 a

m−1
2 −jF2j m odd,

m
∑m

2
j=1 a

m
2 −jF2j−1 m even.

Therefore, the matrix Γ and the vector γ0 in the matrix equation (3.14) take the following
explicit expression:

Γ =

⎡

⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢⎢
⎢⎢
⎢⎢
⎣

0 0 0 0 0 0 0 0 · · ·
2 0 0 0 0 0 0 0 · · ·
0 3 0 0 0 0 0 0 · · ·
4a 0 4 0 0 0 0 0 · · ·
0 5a 0 5 0 0 0 0 · · ·
6a2 0 6a 0 6 0 0 0 · · ·
0 7a2 0 7a 0 7 0 0 · · ·
8a3 0 8a2 0 8a 0 8 0 · · ·
0 9a3 0 9a2 0 9a 0 9 · · ·
...

...
...

...
...

...
...

...
. . .

⎤

⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥⎥
⎥⎥
⎥⎥
⎦

and γ0 =

⎡

⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢⎢
⎢⎢
⎢⎢
⎣

1
0
3a
0
5a2

0
7a3

0
9a4

...

⎤

⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥⎥
⎥⎥
⎥⎥
⎦

.

(4.1)
As already mentioned, the coefficients s(3)

m and s(4)
m , m > 1, are explicitly given by (3.23)

in terms of the coefficients Am of the series expansion (3.2) of the far-field loading u0, here
supposed to be arbitrary.

For what concerns the coefficients s(1)
m and s(1)

m , we have that, for this case, the operator
P [s] (z) reads

P [s] (z) = −α1

∞∑

m=1

1

m

(
s(1)
m + is(2)

m

)
Fm(z),

whereas the known complex functions in the right-hand side of equations (3.24) take the
following expression:

J1(z) = −i
a

κ
F ′
2(z), (4.2)

J2(z) =
∞∑

m=1

Bm Fm(z) + a

2
A1 F ′

2(z) +
∞∑

m=2

mAm

(
F ′

−1+m(z)

−1+ m
+ a F ′

1+m(z)

1+ m

)

. (4.3)

Since A= 0, the problem in matrix form, Problem (A′) (3.37), turns into
[

κ D 0

0 κ D

][
s

s

]

=
[
y

y

]

,

in which the matrixD, given by (3.29), is invertible and y is given by (3.32). Upon inversion,
the coefficients s(1)

m and s(1)
m can be written as (3.38), and the constant c3 is found by means

of equation (3.40).
In Fig. 1, we provide the graph of the density function as well as the level curves of the

single layer potential when the far-field loading is linear.
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Fig. 1 (a)–(b) components of the density function ϕ, (c)–(d) level curves of the components of the single
layer potential S∂Ω [ϕ], when α1 = 0.5, κ = 0.3, and the inclusion is an ellipse with a1 = 0.1+ 0.1i subject
to a linear far-field loading A1 = B1 = 1

4.2 Inclusion of Order 2 with an Arbitrary Far-Field Loading

Let us consider an inclusion described by the following exterior conformal mapping:

Ψ (w) = w + a1

w
+ a2

w2
.

In this case, it is not straightforward to determine an analytical expression for the Faber
polynomials and their derivatives as it is for the ellipse case. Therefore, one has to use the
recursive formula (2.25) to generate the Faber polynomials and, consequently, their deriva-
tives.

Again, the coefficients s(3)
m and s(4)

m , m > 1, are explicitly provided by (3.23), whereas the
coefficients s(3)

m and s(4)
m are given by (3.24), in which

P [s] (z) = −α1

∞∑

m=1

1

m

(
s(1)
m + is(2)

m

)
Fm(z) +Const.
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Fig. 2 (a)–(b) components of the density function ϕ, (c)–(d) level curves of the components of the sin-
gle layer potential S∂Ω [ϕ], when α1 = 0.5, κ = 0.3, and the inclusion is a second-order inclusion with
a1 = a2 = 0.1+ 0.1i subject to a linear far-field loading A1 = B1 = 1

and

J1(z) = −i
2

κ

(a1

2
F ′
2(z) + a2

3
F ′
3(z)

)
,

J2(z) =
∞∑

m=1

Bm Fm(z) + A1

(a1

2
F ′
2(z) + a2

3
F ′
3(z)

)
+

∞∑

m=2

mAm

2∑

k=−1

ak

k + m
F ′

k+m(z).

In matrix form, since Γ
T
DA = 0, the system (3.37) turns into

[
κ D 0

0 κ D

][
s

s

]

=
[
y

y

]

,

where y is given by (3.32). Again, thanks to the invertibility of the matrix D, the constant c3
and the coefficients s(1)

m and s(2)
m can be easily found.

In Fig. 2, we provide the graph of the density function as well as the level curves of the
single layer potential when the far-field loading is linear.
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4.3 Inclusion of Order 3 with an Arbitrary Far-Field Loading

Let us consider now the case of an inclusion of order 3, for which the conformal mapping
looks like

Ψ (w) = w + a1

w
+ a2

w2
+ a3

w3
.

Again, the coefficients s(3)
m and s(4)

m are given by (3.23), whereas the coefficients s(1)
m and s(2)

m

are provided by (3.24) in which

P[s](z) = −α1

∞∑

m=1

1

m

(
s(1)
m + is(2)

m

)
Fm(z) − α2a3

(
s
(1)
2 + is(2)

2

)
F1(z) +Const. (4.4)

and

J1(z) = −i
2

κ

3∑

k=1

ak

1+ k
F ′
1+k(z),

J2(z) =
∞∑

m=1

Bm Fm(z) + A1

3∑

k=1

ak

k + 1
F ′

k+1(z) +
∞∑

m=2

mAm

3∑

k=−1

ak

k + m
F ′

k+m(z).

In this case, one has to invert the block matrix in (3.37), which is invertible, given that the

matrix Γ
T
AD has only one non-zero entry, that is, the (1,1)-entry.

In Fig. 3, we provide the graph of the density function as well as the level curves of the
single layer potential when the far-field loading is linear.

4.4 Matrix Formulation for Inclusions of Higher Order with an Arbitrary Far-Field
Loading

Suppose now that the domain Ω has order M , that is, the corresponding conformal mapping
(2.20) is

Ψ (w) = w + a0 + a1

w
+ · · · + aM

wM
(aM 
= 0) .

Then, the matrix A defined by (3.29) is an upper anti-triangular matrix and so is Γ T DA,
given that D is diagonal (see (3.29)) and Γ T is upper triangular (see (3.15)). In such a case,

the (i, j)-th entry of Γ T DA is zero for all i + j ≥ M so that Problem (A) (or (A′)) can be
reduced to the following.

Problem (A′′) Find sM−2 = (s(1)
m + is(2)

m )1≤m≤M−2 satisfying
⎡

⎢
⎣

κDM−2

(
Γ T DA

)

M−2
(
Γ T DA

)

M−2
κDM−2

⎤

⎥
⎦

[
sM−2

sM−2

]

=
[
yM−2

yM−2

]

(4.5)

and ŝM−2 = (s(1)
m + is(2)

m )m>M−2 satisfying
⎡

⎣
κ D̂M−2 0

0 κ D̂M−2

⎤

⎦

⎡

⎣
ŝM−2

ŝM−2

⎤

⎦ =
⎡

⎣
ŷM−2

ŷM−2

⎤

⎦ . (4.6)
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Fig. 3 (a)–(b) components of the density function ϕ, (c)–(d) level curves of the components of the sin-
gle layer potential S∂Ω [ϕ], when α1 = 0.5, κ = 0.3, and the inclusion is a third-order inclusion with
a1 = a2 = a3 = 0.1+ 0.1i subject to a linear far-field loading A1 = B1 = 1

Here, for notational convenience, we denote by vn = (vi)
n
i=1 the n × 1 subvector of a given

vector v= (vi)
∞
i=1 and Bn the n×n submatrix (bij )

n
i,j=1 of a given matrix B = (bij )

∞
i,j=1.We

also set v̂n = (vi)
∞
i=n+1 and B̂n = (bij )

∞
i,j=n+1.

As a consequence of (4.6), the coefficients s(1)
m + is(2)

m with m > M −2 can be determined
in a unique way:

s(1)
m + is(2)

m = m

κ
ym for m > M − 2. (4.7)

Clearly, to determine the coefficients s(1)
m + is(2)

m with m ≤ M − 2, one has first to assess the
invertibility of the (2M − 4) × (2M − 4) matrix in (4.5).

5 Conclusion

The plane elastostatic transmission problem is a classical problem in Applied Mechanics,
for which the solution is provided explicitly only when the inclusion has a simple shape,
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such as in the case of an ellipsoidal inclusion for which one can use elliptic coordinates
(see, e.g., [3]). For an inclusion of arbitrary shape such a coordinate system can be defined
only locally, thus preventing one from finding an explicit series solution to the transmission
problem. To the best of our knowledge, there has been no previous work that provides an
explicit series solution in the case of a domain of arbitrary shape with an arbitrary far-field
loading.

The key idea of our approach, successfully applied to the conductivity case in [24], con-
sists in the introduction of two sets of bases, one for analytic functions defined outside of
the inclusion and one for analytic functions defined inside the inclusion. The exterior basis
is based on the coordinate system introduced by the external conformal mapping associated
with the inclusion, whereas the interior basis is based on the Faber polynomials associated
with the inclusion. The introduction of Faber polynomials allows one to overcome the draw-
backs associated with the use of conformal mappings, and it presents a novel method to
determine the solution of the elastic transmission problem in an elegant way. Indeed, thanks
to the properties of Faber polynomials, the transmission condition at the boundary of the in-
clusion allows one to derive an explicit formula for the coefficients of the series expansion of
the transmission problem in terms of the coefficients of the series expansion of the far-field
loading, supposed to be arbitrary. Specifically, in this work, we provide an explicit analytical
formula in the case of an arbitrary far-field loading and an algebraic inclusion of order up to
3, whereas, for higher order domains, some numerical computations are required.

This paper represents the first step towards a complete characterization of the plane elas-
tostatic transmission problem. Indeed, for the general case, besides the transmission condi-
tion regarding the displacements, one should also consider the one concerning the continuity
of tractions at the boundary of the inclusion. This would put forward another research av-
enue—the solution of the so-called E-inclusion problem for the plane elastostatic case—thus
extending the results found in [10] for the conductivity problem. Such a problem involves the
determination of the shape of the inclusion that provides uniform fields inside the inclusion
for any or some applied far-field loadings. Note that finding E-inclusions is an important
problem in many practical applications concerning the design of materials which induce
stress fields with small variances in the inclusion phase: these inclusions, which are tai-
lored to the applied field, are generally less likely to break down than inclusions with large
variances of the stress field. The ultimate goal would be to solve the elastostatic neutral
inclusion problem: some coated inclusions, when placed in a medium, do not disturb the
exterior field, and these are denoted as neutral inclusions. Once a neutral inclusion has been
found, similar inclusions, possibly of different sizes, can be added to the background matrix
without altering the exterior uniform field (e.g., [22]). In this way it becomes possible to
construct a composite, consisting of multiple inclusions and a background matrix, whose
effective property exactly coincides with that of the matrix.
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