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Real-Time Residential Demand Response
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Abstract—This paper presents a real-time demand response
(DR) strategy for optimal scheduling of home appliances. The
uncertainty of the resident’s behavior, real-time electricity price,
and outdoor temperature is considered. An efficient DR schedul-
ing algorithm based on deep reinforcement learning (DRL)
is proposed. Unlike traditional model-based approaches, the
proposed approach is model-free and does not need to know
the distribution of the uncertainty. Besides, unlike conventional
RL-based methods, the proposed approach can handle both dis-
crete and continuous actions to jointly optimize the schedules
of different types of appliances. In the proposed approach, an
approximate optimal policy based on neural network is designed
to learn the optimal DR scheduling strategy. The neural network
based policy can directly learn from high-dimensional sensory
data of the appliance states, real-time electricity price, and out-
door temperature. A policy search algorithm based upon trust
region policy optimization (TRPO) is used to train the neural
network. The effectiveness of our proposed approach is validated
by simulation studies where the real-world electricity price and
outdoor temperature are used.

Index Terms—Demand response, deep reinforcement learning,
smart home, trust region policy optimization.

NOMENCLATURE

Indices

c Index of critical appliance
d Deferrable appliance index
r Regulatable appliance index
i Iteration of the TRPO algorithm
l Index of hidden layer of the policy network
n Index of smart appliance
t Index of time slot.

Variables

! t Interval of a time slot (hour)
tnα Task starting time of the appliance n
tnβ Task deadline of the appliance n
snt Operating state of the appliance n at time slot t
ont Task status of the nth appliance at time slot t
ρn
t Task progress of the nth appliance at time slot t

τ nt Task attribute of the nth appliance at time slot t
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st The state of the MDP at time step t
at The action of the MDP at time step t
rt The reward of the MDP at time step t
udt Binary control variable of deferrable appliance d
PACt Power consumption of the AC at time slot t (kW)
PEWH
t Power consumption of the EWH at time

slot t (kW)
PEVt EV charging/discharging power at time

slot t (kW)
Pgt Total power consumption at time slot t (kW)
TAC
t Indoor air temperature at time slot t (◦C)

Tout
t Outdoor air temperature at time slot t (◦C)

TEWH
t Water temperature in the EWH at time slot t (◦C)

EEV
t EV battery energy at time slot t (kWh)

Ft Water flow rate at time slot t (L/hour)
!Ft Random variation in water flow rate (L/hour)
ϒt The real-time electricity price at time slot t
ς Coefficient of inclining block rate (IBR) price
θ The parameters of the policy network
ϑ The parameters of the value network.

Constants

N Number of smart appliances
Nc Number of critical appliances
Nd Number of deferrable appliances
Kd Required operating time slots of appliance d
ξ Inertia factor of the AC
ε Inertia factor of the EWH
ηAC Thermal conversion efficiency of the AC
Gh Thermal conductivity of the house (kW/◦C)
TR Thermal resistance of the EWH (hour·m2·◦C/kJ)
SA Surface area of the tank (m2)
vol Volumn of the tank (L)
dw Density of water (kg/L)
Cp Specific heat of water (kJ/(◦C·kg))
ηEVch EV Charging efficiency
ηEVdis EV Discharging efficiency
Pcmax Maximum power of critical appliance c (kW)
Pdmax Maximum power of deferralbe appliance d (kW)
PACmax Maximum power of AC (kW)
PEWH
max Maximum power of EWH (kW)

PEVmax Maximum charging/discharging power of
EV (kW)

TAC
set Setpoint temperature of the AC thermostat (◦C)

TEWH
set Setpoint temperature of EWH thermostat (◦C)

TEWH
cold Inlet cold water temperature (◦C)

!TAC
thes Threshold of the indoor temperature

deviation (◦C)
!TEWH

thes Threshold of the water temperature deviation (◦C)
EEV
max Capactity of the EV battery (kWh)
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SoCmax Maximum SoC of the EV battery
SoCmin Minimum SoC of the EV battery.

I. INTRODUCTION

HOME energy management system (HEMS) plays a sig-
nificant role in deploying DR programs in the residential

sector [1]. However, it is challenging to develop an efficient
HEMS strategy for residential consumers due to the exis-
tence of randomness in residential environments. Specifically,
affected by residents’ living activities, the operational time and
duration of home appliances are usually uncertain and diffi-
cult to forecast. The uncertainty makes it difficult for a HEMS
to plan DR schedules effectively to respond to dynamic elec-
tricity prices. Besides, to efficiently operate DR appliances,
accurate appliance models and parameters should be deter-
mined by domain experts to model the power characteristics
and operational dynamics of these appliances. However, expert
knowledge is not always available in ordinary households.
Traditionally, DR management of residential appliances is

formulated as an optimization problem where the customers’
electricity cost is minimized. Early studies, such as [2], [3],
applied mix integer linear programming model to day-ahead
scheduling of DR appliances to reduce the electricity cost of
a household. However, they did not consider the randomness
of the operational time of the appliances and the electricity
prices. To handle the randomness, Du et al. [4] proposed a
robust optimization approach to minimize the worst-case daily
bill payment by considering the consumer’s behavior uncer-
tainty. Chen et al. [5] developed a scenario-based stochastic
optimization approach to deal with the uncertainty in DR
prices via Monte-Carlo simulation. In [6], Shafie-khah and
Siano considered the uncertainty of EV’s availability and solar
Photovoltaics (PV) generation in a stochastic model to min-
imize the electricity cost. In [7], Huang et al. proposed a
chance-constrained optimization model to ensure the proba-
bilistic satisfaction of the operational constraints of appliances.
In [8], Li et al. proposed a rolling horizon optimization
approach to minimize the cost payment considering the uncer-
tainty in renewable generation and electricity consumption.
In [9], Yu et al. proposed a Lyapunov optimization algo-
rithm to minimize the energy cost and thermal discomfort
cost for online energy management of a sustainable smart
home with a heating, ventilation, and air conditioning (HVAC)
load. These aforementioned works are model-based, which
require an explicit optimization model, a predictor, and a
solver. Developing a model-based DR strategy requires to con-
struct the models and determine the parameters. This process
requires detailed domain knowledge, and the performance may
deteriorate due to model inaccuracy.
Learning-based approaches that relax the requirement of

an explicit model have attracted much attention in recent
years. For instance, Wen et al. [10] proposed an RL
approach for optimal scheduling of appliances in a residence.
Ruelens et al. [11] designed a batch RL-based DR strat-
egy for optimal control of thermostatic loads, and a special
focus on electric water heater (EWH) was studied by [12].
Ahmed et al. [13] developed a heuristic algorithm based on
binary backtracking search to optimize the energy usage of

smart home appliances. However, these works did not consider
the uncertainty of residents’ behavior and real-time electric-
ity prices. Ahmed et al. [14] considered the uncertainty of
residents’ behavior by using an unsupervised approach. A
Hidden Markov Model (HMM) is developed to estimate the
probability of each living activity and the operational time of
corresponding appliances. Keerthisinghe et al. [15] considered
the uncertainty of household consumption and PV genera-
tion by using an approximate dynamic programming (ADP)
approach. A computationally efficient DR strategy based on
temporal-difference learning is proposed. Bahrami et al. [16]
considered the game between the consumers’ DR strate-
gies and utility’s real-time pricing process by proposing an
actor-critic RL approach for online optimal scheduling of
DR appliances. Lu et al. [17] proposed an hour-ahead DR
algorithm for HEMS based on multi-agent RL to optimize
both shiftable appliances and air conditioners (ACs) con-
sidering the uncertainty in future prices. In general, these
aforementioned methods do not require explicit models of the
appliances, but they still need to know the distribution knowl-
edge of the uncertainty or use hand-crafted features for agent
learning.
Deep RL (DRL) techniques overcome the issue by tak-

ing advantage of the end-to-end learning ability of deep
neural networks and have achieved significant success in
many complex decision-making applications [18], [19]. The
success has inspires many researchers to develop DRL
based approaches for real-time residential DR. For example,
Anvari-Moghaddam et al. [20] proposed an multi-agent
home energy management scheme to minimize the energy
cost and user’s thermal discomfort where Bayesian RL
and dual-iterative Q-learning are used for optimal battery
bank scheduling. Valladares et al. [21] proposed a deep
Q-learning (DQN)-based DR scheduling method for indoor
air temperature control and thermal comfort management.
Wan et al. [22] developed a DQN-based method to optimize
the charging scheduling of an electric vehicle (EV) in a
smart home to minimize the charging cost, and the charging
constraint by departure was studied in [23]. Mocanu et al. [24]
proposed an on-line building energy optimization method
for scheduling of time-scaling and time-shifting loads using
DQN and deterministic policy gradient (DPG) approaches.
Yu et al. [25] proposed a DRL algorithm based on deep DPG
(DDPG) to optimize the schedules of continuously controlled
appliances, such as energy storage and HVAC systems. While
these works have encouragingly applied DRL techniques to
real-time residential DR problems, their approaches can only
handle either discrete or continous control actions.
In a smart home, some appliances, such as washing

machine, require discrete control actions (e.g., on/off con-
trol), while some others, such as EV, require continuous
control actions. To solve real-time scheduling of different types
of appliances, a DRL approach based on trust region pol-
icy optimization (TRPO) is proposed in this paper. Unlike
traditional DRL approaches that can only handle either dis-
crete or continuous control actions, the proposed TRPO-based
approach can deal with both discrete and continuous actions
to jointly optimize the schedules of all kinds of appli-
ances. Besides, the proposed approach can directly learn from
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high-dimensional sensory data of the smart home and does not
require the distribution knowledge of the uncertainty.
The proposed DRL-based approach aims to find a real-

time DR scheduling strategy to minimize the electricity cost
of a household and maximize the resident’s thermal com-
fort. Considering the uncertainty of the resident’s behavior,
electricity price, and outdoor temperature, we formulate the
real-time DR management problem as a Markov decision pro-
cess (MDP) with unknown transition probability. To solve the
MDP, a DRL approach based on TRPO is designed, which
directly learns from raw observation data of the appliance
states, real-time electricity price, and outdoor temperature.
Finally, simulation studies using real-world electricity price
data, and outdoor temperature data are performed to verify
the effectiveness of the proposed approach. Compared to the
aforementioned works, the main contributions of the paper are
as follows:
(1) A systematic simulation model considering the physical

properties of different kinds of appliances and the resident’s
activities is built to simulate the electricity consumption in a
household. Specifically, three kinds of appliances are consid-
ered in the simulation model, including deferrable appliances,
regulatable appliances, and critical appliances.
(2) An MDP model with unknown transition probabil-

ity is developed to formulate the real-time DR management
problem, where all kinds of appliances are integrated and
optimized jointly. The uncertainty of the resident’s activities,
real-time DR electricity price, and outdoor temperature are
taken into account to formulate realistic scenarios.
(3) A model-free approach based on DRL is proposed

to solve the real-time DR scheduling. Specifically, a neural
network is designed to approximate the DR scheduling pol-
icy and trained by TRPO. The designed neural network can
generate both discrete and continuous DR actions for jointly
scheduling of all different types of appliances.
The rest of the paper is organized as follows. Section II

gives the simulation model of the home appliances. Section III
models the real-time DR scheduling problem as an MDP.
Section IV elaborates the proposed DRL-based approach.
Cases studies are given in Section V. Finally, Section VI draws
the conclusions.

II. MODELING OF HOME APPLIANCES

Consider a smart home wherein a set of N smart appliances
are equipped (Fig. 1). For each appliance n ∈ {1, . . . ,N}, its
operational state snt is represented by

snt =
(
ont , ρ

n
t , τ

n
t
)
, ∀t (1)

where ont ∈ {0, 1} denotes the operating status and its value
is 1 if the appliance operates with a task or 0 if otherwise; ρn

t
measures the task progress; τ nt is an attribute variable of the
appliance. Next, we formulate the state snt for each category
of appliances.

A. Deferrable Appliances

Assume a deferrable appliance d needs continuous operation
of Kd time slots to fulfill a task. Denoting the starting time and

Fig. 1. Smart house that is equipped with three kinds of appliances: deferrable
appliances, regulatable appliances, and critical appliances.

deadline of the task by tdα and tdβ (tdβ > tdα +Kd), respectively,
the state sdt of the appliance is defined as

(
odt , ρ

d
t , τ

d
t

)
=

{(
1,

∑t−1
k=tdα

udk /K
d, tdβ − t

)
, t ∈

[
tdα, t

d
β

]

(0, 0, 0), otherwise
(2)

where the binary variable udt determines whether to carry out
the task (udt = 1) or not (udt = 0); the task process ρd

t measures
how much the task has been fulfilled so far, and the attribute
variable τ dt is the remaining time slots tdβ − t to the deadline.

The control variable udt is constrained by

udt =






1, if udt−1 = 1 and 0 < ρd
t < 1, ∀t, (3a)

1, if ρd
t = 0 and t = tdβ −Kd (3b)

0, if t /∈
[
tdα, tdβ

]
(3c)

where Eq. (3a) forces the appliance to operate continuously,
Eq. (3b) constrains it to finish the task by deadline, and
Eq. (3c) restricts the action udt to 0 when the appliance is OFF.

B. Regulatable Appliances

For regulatable appliances, the power consumption is con-
tinuously adjustable. In this paper, we consider three regulat-
able appliances, i.e., AC, EWH, and EV.
1) AC: The state sACt of the AC is defined as

(
oACt , ρAC

t , τACt

)
=

(
1,TAC

t −TAC
set ,T

AC
set

)
, ∀t. (4)

The indoor temperature TAC
t is modeled as [1], [9],

TAC
t+1 = ξ · TAC

t +(1 − ξ)
(
Tout
t −ηAC · PACt !t/Gh

)
, (5a)

0 ≤ PACt ≤ PACmax . (5b)

2) EWH: The state of EWH sEWH
t is defined by

(
oEWH
t , ρEWH

t , τEWH
t

)
=

(
1,TEWH

t −TEWH
set ,TEWH

set
)
,∀t. (6)

The dynamics of the water temperature is modeled by [26]

TEWH
t+1 = ε TEWH

t +(1 − ε)
(
WTAC

t +Bt TEWH
cold +Qt

)
R′

(7a)
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ε = exp
(

− !t
R’ Z

)
, R′ = 1

W+Bt
, Z = vol · dw ·Cp

(7b)

W = SA
TR

, Bt = Ft · dw ·Cp, Qt = 3600 PEWH
t !t (7c)

0 ≤ PEWH
t ≤ PEWH

max . (7d)

3) EV: Assuming the EV arrives home at tEVα and departs
at tEVβ , we define its state sEVt as

(
oEVt , ρEV

t , τEVt
)
=

{
(1,SoCt, t), t ∈

[
tEVα , tEVβ

]
,

(0, 0, 0), otherwise,
(8)

The dynamics of EV battery is modeled by

SoCt+1 =
{
SoCt +ηEVch · PEVt !t/EEV

max, Pevt ≥ 0,
SoCt +1/ηEVdis · PEVt !t/EEV

max, Pevt < 0
(9a)

SoCmin ≤ SoCt ≤ SoCmax . (9b)

The charging/discharging power is contrained by

− PEVmax ≤ PEVt ≤ PEVmax, if t ∈
[
tEVα , tEVβ

]
, (10a)

PEVt = 0, otherwise. (10b)

C. Critical Appliances

Critical appliances do not participate in DR. Assuming a
critical appliance c operates in the interval [ tcα, t

c
β ], its state

sct is defined by

(
oct , ρ

c
t , τ

c
t
)
=

{(
1, t − tcα, t

)
, t ∈

[
tcα, t

c
β

]
.

(0, 0, 0), otherwise
(11)

The power consumption of the appliance is calculated by

Pct =
{
Pcmax, t ∈

[
tcα, t

c
β

]
,

0, otherwise .
(12)

III. PROBLEM FORMULATION

In this section, the real-time DR scheduling is formulated as
an MDP. In the MDP, the real-time DR scheduling problem
is represented by a 5-tuple (S,A,Pr,R, γ ), where S is the
set of states, A is the set of actions; Pr(s′|s, a) → [0, 1]
denotes the transition probability from s to s′ taking action
a; R(s, a, s′) → R is the reward function; γ is a discount
factor, which balances the importance between the immediate
reward and future rewards. Next, we model the components
of the MDP in the following subsections.

A. The State

The state st of the smart home at time step t is defined as

st =
(
s1t , . . . , s

N
t ,ϒt−T+1, . . . ,ϒt,Tout

t−T+1, . . . ,T
out
t

)
, (13)

which encapsulates: 1) the states s1t , . . . , s
N
t of all appliances at

time step t, 2) the real-time electricity prices ϒt−T+1, . . . ,ϒt
over the past T time steps, and 3) the outdoor temperature
Tout
t−T+1, . . . ,T

out
t over the past T time steps.

Fig. 2. Probability density function of a truncated normal distribution.

B. The Action

Given the state st at time step t, an action at is determined
to control the DR appliances, which is defined as

at =
(
u1t , . . . , u

Nd
t ,PACt ,PEWH

t ,PEVt
)
,∀t, (14)

where u1t , . . . , u
Nd
t are binary control variables of the

deferrable appliances; PACt ,PEWH
t ,PEVt are continuous control

variables of the regulatable appliances.

C. The State Transition Probability

Following the action at, the system state changes from st to
st+1 at the time step t + 1 with the probability P(st+1|st, at).

For the state snt of appliance n ∈ {1, . . . ,N}, the transition
probability is affected by resident’s behavior. Since resident’s
behavior is random, it is unknown when an appliance is trig-
gered to carry out a task in advance. To model the randomness,
we assume the task starting time tnα of appliance n follows a
truncated normal distribution T N (tnα;µ, σ 2, a, b) [16], whose
probability density function (PDF) is (Fig. 2)

f
(
tnα

)
= 1

δ

φ
(
tnα−µ

δ

)

1
(
b−µ

δ

)
− 1

( a−µ
δ

) , (15)

where φ(x) = 1√
2π

exp(− 1
2x

2) is the PDF of the standard
normal distribution and 1(·) is its cumulative distribution
function. Then, the probability of appliance n being triggered
with a task at time step t + 1 can be calculated by [16]

Pr
{
ont+1 = 1|ont = 0

}
=

∫ t+1
t f

(
tnα

)
dtnα

1 −
∫ t
a f

(
tnα

)
dtnα

. (16)

After being triggered, the appliance is scheduled to carry out
its task and the state transition is calculated according to the
models formulated in Section II. Once the task is finished, the
appliance is turned off at the time step tnβ . We assume that tnβ
is a random variable following a truncated normal distribution,
and the probability Pr{ont+1 = 0|ont = 1} of being turned off
at time step t+1 can be calculated in similar way as Eq. (16).
We also consider the randomness of resident’s hot water

demand. In our study, we use the average residential hot water
demand profile in [26] as a base value FBaset of the hot water
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flow rate and its true value is modeled as Ft = FBaset + !Ft,
where !Ft is a random variable following normal distribution.
For the electricity prices ϒt−T+1, . . . ,ϒt and outdoor tem-

perature Tout
t−T+1, . . . ,T

out
t in st, the state transition is influ-

enced b many random factors. Constructing an explicit joint
probability distribution for such a multivariate random vari-
able is challenging. To handle this problem, a deep learning
method is designed to implicitly learn the transition probabil-
ity from real-world data samples of the real-time electricity
price and outdoor temperature.

D. The Reward Function

From the resident’s perspecitve, we model the reward as

rt = R(st, at, st+1) = Icomf
t −Celec

t −Erange
t , ∀t, (17)

where Icomf
t is an index of resident’s thermal comfort measured

in $, Celec
t is the electricity cost measured in $, and Erange

t
reflects the EV range anxiety in $.
1) Thermal Comfort: The resident’s thermal comfort index

Icomf
t is calculated by [3]

Icomf
t = w1 exp

{
min

(
0,!TAC

thes −
∣∣∣TAC

set −TAC
t

∣∣∣
)}

+ w2 exp
{
min

(
0,!TEWH

thes −
∣∣TEWH

set −TEWH
t

∣∣)},
(18)

where the thermal comfort is measured based on the deviation
|TAC

set −TAC
t |. When the deviation |TAC

set −TAC
t | is smaller than

the threshold !TAC
thes, the thermal comfort value reaches its

maximum. If the deviation becomes larger than the threshold,
the thermal comfort value decreases. The weigting factors w1
and w2 measured in $/◦C are introduced to map the comfort
terms into money.
2) Electricity Cost: The electricity cost is calculated by

Celec
t = Pgt ·!t · pricet, (19a)

Pgt =
Nc∑

c=1

Pct +
Nd∑

d=1

udt P
d
max+PACt +PEWH

t +PEVt . (19b)

The electricity price pricet is determined based on a real-time
pricing (RTP) scheme combined with the inclining block rate
(IBR) [27],

pricet =
{

ϒt, if 0 ≤ Pgt ≤ Pgmax
ς · ϒt, if Pgt > Pgmax .

(20)

where the resident is charged with the RTP price ϒt if the total
power consumption Pgt is smaller than the threshold Pgmax; or
a higher IBR price, i.e., ς · ϒt and ς > 1, is applied if the
total power Pgt exceeds the threshold Pgmax.
3) Range Anxiety: The range anxiety measures the resi-

dent’s fear that the EV has insufficient energy to reach its
destination, which is measured by,

Erange
t = w3

(
EEV
t −EEV

max
)2
, t = tEVβ , (21)

where EEV
t −EEV

max represents the uncharged battery energy
when the EV departs at tEVβ , and the squared term measures
the range anxiety in $/kWh2 [22]. The weighting factor w3
measured in $/kWh2 is introduced to map the range anxiety
into money.

E. The Objective Function

The objective is to find the optimal DR policy π∗ that max-
imizes the expectation of the discounted cumulative rewards
over a horizon of T time steps,

max
π∈3

J(π) = Eτ∼π

[
T−1∑

t=0

γ t rt

]

(22)

where 0 < γ ≤ 1 is the discount factor, 3 is the set of
all policies, and Eτ∼π denotes the expected value over the
trajectory τ = (s0, a0, s1, . . . ) following the policy π .

IV. PROPOSED APPROACH

The formulated MDP model has both discrete and continu-
ous high-dimensional actions. Traditional RL algorithms have
difficulties in dealing with such problem due to the curse of the
dimensionality. To solve the MDP, we propose a novel TRPO-
based policy optimization approach. In the proposed approach,
a neural network based stoachstic policy is degined to approx-
imate the optimal policy π∗(at | st). The neural network based
policy can generate both discrete and continuous actions from
the observation of the appliance states, electricity price, and
outdoor temperature. To optimize the NN-based policy, the
TRPO algorithm is introduced to train the NN-based policy.

A. Neural Network-Based Policy

Since the formulated MDP problem contains both discrete
and continuous actions

at =
(
u1t , . . . , u

D
t

︸ ︷︷ ︸
discrete

,PACt ,PEWH
t ,PEVt︸ ︷︷ ︸

continuous

)
,∀t, (23)

we use the following probability distribution

π(at|st) =
{
B(pd(st)), if at ∈

{
u1t , . . . , u

Nd
t

}
,

N
(
µr(st), σ 2

r
)
, otherwise,

(24)

to approximate the optimal policy. When the action is discrete,
the approximate policy π(at|st) is a Bernoulli distribution
B(pd(st)), where pd(st) represents the probability of switch-
ing ON the deferrable appliance d to carry out its task, i.e.,
p(udt = 1|st). When the action is continuous, the approxi-
mate policy π(at|st) is a Gaussian distribution N (µr(st), σ 2

r ),
where µr(st) and σr are the mean and standard deviation for
the regulatable appliance r, respectively.
To determine the parameters pd(st), µr(st), σr of the approx-

imate policy π(at|st), a neural network, which is referred to
as policy network, is designed to learn these parameters. The
architecture of the policy network is presented in Fig. 3. As
shown in Fig. 3, the inputs of the policy network are the
states s1t , . . . , s

N
t of the appliances, the past T-step electricity

price ϒt−T+1, . . . ,ϒt, and the past T-step outdoor tempera-
ture Tout

t−T+1, . . . ,T
out
t . The outputs are the probability pd(st)

of the Bernoulli distribution B for the discrete actions, and the
mean µr(st) and logarithmic standard deviation log(σr) of the
Gaussian distribution N for the continuous actions,

pd(st; θ) = Sigmoid([W]d · f (st)+ [B]d),
µr(st; θ) = [W]r+Nd · f (st)+ [B]r+Nd ,

log σr(θ) = [Wσ ]r, (25)
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Fig. 3. The overall architecture of the policy network. The inputs of the policy network are the states of all appliances s1t , . . . , s
N
t , the past T-step electricity

price ϒt−T+1, . . . ,ϒt , and the past T-step outdoor temperature Toutt−T+1, . . . ,T
out
t . The neural network extracts features from this information; then it outputs

the probabilities pd(s), d = 1, . . . ,Nd of the Bernoulli distribution and the mean values µAC (s), µEWH (s), µEV (s) and logarithmic standard deviations
log σAC , log σEWH , log σEV of the normal distribution. By sampling from the Bernoulli distribution, the neural network based policy generates discrete actions
for the deferrable appliances. By sampling from the normal distribution, it generates continuous actions for the regulatable appliances.

where W,B,Wσ ∈ θ are the output layer’s weight and bias
matrices of the policy network, respectively; [W]i denotes
the ith row of the matrix W; Sigmoid(x) = 1/(1 + e−x)

is the sigmoid function; f (st) is the latent feature extracted
by the hidden layers from the input st, which is calcu-
lated by

f (st) = ReLU (WL · vL(st)+ BL),

vl+1(st) = ReLU (Wl · vl(st)+ Bl), l = 1, . . . ,L- 1,

v1(st) = st, (26)

where Wl,Bl ∈ θ, l = 1, . . . ,L denote the lth
hidden layer’s weight and bias matrices, respectively;
ReLU(x) = max(0, x) is the Rectified Linear Units func-
tion.

B. Policy Optimization

To optimize the approximate policy, we need to find the
best parameters θ∗ of the policy network to maximize the
objective J(π),

θ∗ = max
θ

J(πθ ). (27)

To this end, we use a policy search method based on
TRPO [28], which iteratively updates the parameters θ0 →
θ1 → · · · of the policy network. The TRPO algorithm is
explained as follows.
Let πθ i+1 and πθ i denote two different policies and α =

Dmax
KL (θ i||θ i+1) = maxsDKL(πθ i(·|s)||πθ i+1(·|s)) denote the

maximum KL divergence of πθ i and πθ i+1 . Schulman et al.
prove that, when α is sufficiently samll, the objectives J(πθ i+1)

and J(πθ i) meet the following inequation [28]

J
(
πθ i+1

)
≥ J

(
πθ i

)
+

∑

s

ρπθ i
(s)

∑

a

πθ i+1(a|s)Aπθ i
(s, a)

− 4εγ

(1 − γ )2
α (28)

where ρπθ i
(s) is the stationary distribution of the state s fol-

lowing the policy πθ i ; ε = maxs,a Aπθ i
(s, a); Aπ (s, a) is the

advantage function,

Aπ (s, a) = Vπ (s′)+ R
(
s, a, s′

)
− Vπ (s), (29)

where Vπ (s) = Eat,st+1,...[
∑∞

l=0 γ lrt+l|st = s] is the value
function following the policy π .
The inequation (28) is important because it provides a lower

bound of the performance J(πθ ) when updating the policy
network from θ i to θ i+1. In order to obtain an improved policy,
we can maximize the lower bound, i.e., the right part of the
inequation (28) with resepect to θ i+1

max
θ i+1

Lθ i

(
θ i+1

)
− C · Dmax

KL

(
θ i‖θ i+1

)
,

Lθ i

(
θ i+1

)
= J

(
πθ i

)
+

∑

s

pπθ i
(s)

∑

a

πθ i+1(a|s)Aπθ i
(s, a),

(30)

where C = 4εγ /(1− γ )2. The KL-divergence Dmax
KL (θ i||θ i+1)

can be viewed as a penalty term to prevent large step updates.
Schulman et al. [28] prove that the update rule (30) is guar-

anteed to generate a monotonically nondecreasing sequence
of policies J(πθ0) ≤ J(πθ1) ≤ · · · . Since it is difficult to
determine the best value for the penalty coefficient C, we can
restrict the KL divergence by a trust region δ and maximize
the following surrogate objective [28]

max
θ i+1

∑

s

ρπθ i
(s)

∑

a

πθ i+1(a|s)Aπθ i
(s, a)

s.t. Dmax
KL

(
θ i||θ i+1

)
≤ δ. (31)

In practice, the parameter update method (31) can be
approximately solved by using Monte Carlo simulation,

max
θ i+1

Es∼ρπ
θ i
,a∼ πθ i

∑
a πθ i+1(a|s)∑
a πθ i(a|s)

Aπθ i
(s, a)

s.t. Es∼ρπ
θ i
DKL

(
πθ i(·||s)||πθ (·||s)

)
≤ δ. (32)
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Algorithm 1 Training of the Neural Network-Based Policy

1: Inputs: Initialized θ0,ϑ0, I, δ,β,D.
2: for i = 0, I do
3: for d = 1, D do
4: Set time step t → 0;
5: Reset the state st of the smart home in Eq. (13);
6: while t < T do
7: Sample an action at according to πθ i(a|st);
8: Clip the action at by its nearest feasible value;
9: Observe the next state st+1;
10: Calculate the reward rt according to Eq. (17);
11: Set t → t + 1;
12: end while
13: Store the trajectory τd = (s0, a0, r0, s1, . . . ) in D;
14: end for
15: Calculate the sample estimate of Aπθ i

(s, a);
16: Sovle the problem (32);
17: Update the policy network θ i to the solution of (32);
18: Update the value network ϑ i by (33);
19: end for
20: Output: Optimal policy πθ I .

To solve the constrained optimization problem (32), the con-
jugate gradient algorithm is used, followed by a backtracking
line search, as suggested by [28]. To calculate the advantage
function Aπθ (s, a), we approximate the value function Vπθ (s)
by a neural network. The neural network has the same archi-
tecture as the policy network except that the dimensionality of
its out is 1. We refer to this neural network as value network
and denote it as Vπθ (s;ϑ), where ϑ are the parameters of
the value network. The value network is trained by gradient
descent

ϑ i+1 = ϑ i + β /ϑ i Es∼ρπ
θ i

a∼πθ i

s′∼P

×
[(

Vπθ i

(
s;ϑ i)

)
−

∞∑

t=0

γ tR
(
s, a, s′

)
]2

(33)

where β is a step size parameter. The training procedure of
the neural networks is summarized in Algorithm 1.

V. CASE STUDIES

A. Experimental Setup

For case studies, we consider three deferrable appliances:
a dishwasher (DW), a washing machine (WM) and a clothes
dryer (CD), three regulatable appliances: an AC, an EWH and
an EV, and five critical appliances: a refrigerator, a hairdryer,
a vaccum, a laptop, a television, and lights. We map one day
into T = 144 time slots and each time slot has !t = 10
minutes. The DR scheduling starts at each day’s 8:00 a.m.
The parameters of the three kinds of appliances are listed in
Tables I, II, and III, respectively. In general, CD should starts
to work after WM finishes the task. In real-world scenarios,
the customer could allow the operation of CD to be delayed
for a while but the delay should not be long. In our study, we
constrain the CD to be activated once the WM finishes its task
at time step t, i.e.,

tCDα = t, if ρWM
t−1 < 1 and ρWM

t = 1, (34)

TABLE I
OPERATIONAL PARAMETERS OF THE DEFERRABLE APPLIANCES

TABLE II
OPERATIONAL PARAMETERS OF THE REGULATABLE APPLIANCES

TABLE III
OPERATIONAL PARAMETERS OF THE CRITICAL APPLIANCES

where ρWM
t−1 < 1 and ρWM

t = 1 mean that the WM’s task is
in progress at time step t − 1 but finishes at time step t. The
allowable delay for the operation of CD is restricted to 30
minutes (3 time slots), i.e., tCDβ = tCDα + KCD + 3.
For the proposed method, the policy network has three

layers of 128 ReLU neurons. The output layer consists of
4 sigmoid neurons and 6 linear neurons. The value network has
the same structure as the policy network except that the output
dimensionality is 1. The policy network and value network are
orthogonally initialized. The weighting factors w1,w2,w3 are
set to w1 = w2 = 0.01, w3 = 0.1. For the RPT-IBR price,
we use Pgmax = 8 kWh and ς = 1.4423 [4]. Other parameters
are summarized in Table IV. The training is conducted on a
computer with Intel Core i7-4790 CPU @ 3.60 GHz × 8. The
code is written in Python and run with TensorFlow 1.12.

B. Training and Test Datasets

The proposed approach is trained using a training set, and
then evaluated on a different test set. In the training set, real-
world data of electricity price [21] and outdoor temperature
[22] from Jul. 1 to Aug. 31 in 2016 are used. Besides, a set of
simulation data of the appliance working time [tnα, t

n
β ] and hot

water flow rate !FEWH
t are generated by sampling from the

distributions in Tables I, II, and III. In the test set, the data of
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TABLE IV
HYPERPARAMETERS USED IN OUR EXPERIMENTS

Fig. 4. Average rewards at each iteration during the training process.

electricity price [21] and outdoor temperature [22] at the same
period in 2017 is used. Besides, a different set of simulation
data of the appliance working time and hot water flow rate are
generated for test. Note that the test set has never been shown
to the proposed method during the training.

C. Benchmark Methods

1) Without DR: In this scenario, the deferrable appliances
operate immediately once they have a task. The EV is charged
with the maximum charging power as soon as it arrives home
and never discharged. The AC operates with its maximum
power when Tac

t ≥ Tac
set + !Tac

thre, or minimum power when
Tac
t ≤ Tac

set − !Tac
thre; otherwise, the operating power remains

the same as the power in the last time step. The EWH operates
in a similar way as the AC.
2) Perfect Information Optimum (PIO): In the benchmank,

we assume that the future electricity price, outdoor tempera-
ture, hot water flow rate and operational time of each appliance
can be perfectly predicted. The DR scheduling is formulated as
a deterministic optimization problem and solved by SCIP [31].
Note that this benchmark provides a limit for the performance
but it cannot be reached due to the existence of randomness.
3) Model Predictive Control (MPC): The MPC forecasts

the future electricity price, outdoor temperature, hot water
flow rate and operational time of each appliance at each time
step t for a receding horizon [t,T). Based on the forecasts, a
optimization problem is solved to derive the DR schedules and
only the first step’s schedule is executed. We assume the MPC
knows the distribution of each appliance’s operational time and
predicts it by drawing a sample from the corresponding distri-
bution. For the electricity price, outdoor temperature, and hot
water flow rate, the forecast data are generated by using the
actual value plus a bias. The bias is sampled from the normal
distribution N (0, σ 2

τ ) truncated by [− 0.15στ , 0.15στ ], where
the standard deviation στ is 15 percent of the actual value of
the corresponding vairable for τ ∈ [t,T).

Fig. 5. Cumulative electricity costs on the test days.

D. Simulation Results

Fig. 4 shows the average rewards of the proposed approach
during the training process. It can be observed that the average
rewards increase quickly at the begining and converge around
1.8 after 1500 iterations. Fig. 5 compares the cumulative elec-
tricity costs over the test days. The percentage terms on the
right axis denote the cost reduction ratio of the corresponding
approach compared to the Without DR benchmark. From this
figure, we can observe that the proposed approach reduces
the electricity cost by 31.60% while the MPC method only
reduces the electricity cost by 28.35%. It is worth noting that
we assume that the distribution of the working time of esch
appliance is known for MPC. Moreover, the cost reduction
ratio of the proposed model is only 11.66% less than that of the
PIO policy. The comparison result illustrates that the proposed
approach is effective for learning a real-time DR scheduling
strategy to minimize the electricity cost of the household.

E. Comparison With Other DRL Approaches

The proposed approach is benchmarked against two widely
used DRL methods, i.e., deep Q-learning [20] (DQN) and
deep deterministic policy gradient [25] (DDPG). In order to
apply DQN, a Q-network with 3 hidden layers of 128 ReLU
neurons is used to approximate the Q-function. In addition,
the action space at = (uDWt , uWM

t , uCDt ,PAC
t ,PEWH

t ,PEV
t ),∀t

is discretized into 2×2×2×2×2×3 = 96 different choices.
To apply DDPG, an actor network with 3 hidden layers of 128
ReLU neurons is used to learn the optimal action at. Since the
control variables uDWt , uWM

t , uCDt in at are binary, we need to
map the corresponding output of the actor network into binary
values. Specifically, if the output of the actor network is less
than 0.5, the binary action is set to 0. Otherwise, it is set to 1.
A critic network with the same architecture as the actor is used
to approximate the optimal value function.
From Fig. 6(a) we can observe that the proposed approach

demonstrates faster learning and higher rewards than the DQN
and DDPG. In addition, the proposed method achieves better
performance on the test set as shown in Fig. 6(b). Specifically,
the average reward of the proposed approach is 1.7 but those
of the DQN and DDPG are only −11.8 and −12.1, repectively.
Although the DQN achieves a small electricity cost, it leads to
low thermal comfort and high EV range anxiety, and so does
the DDPG. This means that the DQN and DDPG cannot well-
control the AC and EWH to maintain the indoor temperature

Authorized licensed use limited to: IEEE Editors-in-Chief. Downloaded on June 14,2021 at 19:42:27 UTC from IEEE Xplore.  Restrictions apply. 



4152 IEEE TRANSACTIONS ON SMART GRID, VOL. 11, NO. 5, SEPTEMBER 2020

Fig. 6. Comparison of the DQN, DDPG, and the proposed method.

Fig. 7. The robustness of the proposed algorithm.

and hot water temperature in comfortable levels, and also fail
to fully-charge the EV upon departure.

F. Algorithmic Robustness

In real-world, the indoor temperature is subject to many fac-
tors, such as solar irradiance, human activities, and computers.
The AC dynamics model used in the previous studies cannot

Fig. 8. Scheduling results of the proposed approach on a test day.

capture the thermal disturbances. To evaluate the robustness of
the proposed method when thermal disturbance is considered,
we use a modified model, TAC

t+1 = ξ ·TAC
t +(1−ξ)(Tout

t −ηAC ·
PACt !t/Gh)+ωt, where the distrubance term ωt is assumed to
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follow a uniform distribution parameterd by [υl,υu]◦C. In our
study, three cases, i.e., υu = −υu = 1, 2, 3, are considered.
From Fig. 7(a) we can observe that the proposed method has
lower electricity cost than the Without DR and MPC under the
three cases. From Fig. 7(b) we can observe that compared to
Without DR and MPC, the proposed approach can well main-
tain the indoor temerpature in the comfortable range with a
small daily average deviation for three cases.

G. Scehdules of Appliances

To demonstrate the effectiveness of the proposed approach,
we present the DR scheduling results on a test day in Fig. 8.
It can be observed from Fig. 8(b) that each of the deferrable
appliances is scheduled to operate during the periods when
the prices are relatively low in its working time. Moreover,
as shown in Fig. 8(c), the EV is discharged during the period
18:00-00:00, when the electricity price is relatively high. When
the price becomes low in the period 0:00-6:00, the EV is
charged. When the EV departs, the EV battery is adequately
charged. For the EWH, we can observe from Fig. 8(d) that the
water temperature is controlled within the comfortable range
[49◦C, 55◦C] over the scheduling horizon. For the AC, we
can observe from Fig. 8(e) that the indoor air temperature is
also well-maintained in the comfortable range [22◦C, 26◦C].
Besides, as shown in Fig. 8(f), the total power consumption at
each time step is controlled below the threshold Pg

max = 8 kW
to avoid being charged by the IBR price.

VI. CONCLUSION

Focusing on the issue of residential DR, we have proposed a
DRL strategy for optimal scheduling of smart appliances con-
sidering the uncertainty of resident’s behavior, real-time elec-
tricity price, and outdoor temperature. The proposed approach
is model-free and does not require the distribution of the uncer-
tainty. In particular, the proposed DRL approach can handle
both discrete and continuous actions, which makes it effec-
tive for scheduling all kinds of appliances. Through evaluation
with real-world data, we have verified the effectiveness of the
proposed approach in learning to optimize the appliance sched-
ules in a smart house. Comparison results have demonstrated
that the proposed DRL method can achieve better performance
than the benchmarks.
Although the proposed approch has advantages, it takes

time to train the nerual network. In our study, it takes about
9.1 hours to finish the overall training process. To apply the
proposed method in the real building energy management
system, we perform offline training. During the online imple-
mentation, we do not update the neural network model. It takes
about 1.1 ms for the well-trained offline model to generate one
schedule in the real-time implementation.
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