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Abstract—The existing unsupervised domain adaptation (UDA)
methods require not only labeled source samples but also a
large number of unlabeled target samples for domain adaptation.
Collecting these target samples is generally time-consuming,
which hinders the rapid deployment of these UDA methods
in new domains. Besides, most of these UDA methods are
developed for image classification. In this paper, we address a
new problem called one-shot unsupervised domain adaptation
for object detection, where only one unlabeled target sample is
available. To the best of our knowledge, this is the first time this
problem is investigated. To solve this problem, a one-shot feature
alignment (OSFA) algorithm is proposed to align the low-level
features of the source domain and the target domain. Specifically,
the domain shift is reduced by aligning the average activation
of the feature maps in the lower layer of CNN. The proposed
OSFA is evaluated under two scenarios: adapting from clear
weather to foggy weather; adapting from synthetic images to
real-world images. Experimental results show that the proposed
OSFA can significantly improve the object detection performance
in target domain compared to the baseline model without domain
adaptation.

Index Terms—Domain adaptation, object detection, deep learn-
ing

I. INTRODUCTION

Deep neural network (DNN) based models have achieved
great success in many applications [1]–[4]. These models are
trained on a large amount of annotated data that are collected
in a source domain. After the training process, these models
are evaluated on a test set collected in a target domain. In
general, it is assumed that the distributions of the source
domain and the target domain are similar. However, in practice,
this assumption is not always true. For example, the source
domain data may be collected in the clear weather with good
visibility while the target domain data may be collected in
the foggy weather. The distribution discrepancy between the
source domain and the target domain is called domain shift.
Due to domain shift, the performance of these models may
deteriorate sharply in the target domain.

To reduce domain shift and obtain good performance in
the target domain, many unsupervised domain adaptation
(UDA) algorithms have been proposed. These algorithms are
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unsupervised because they do not need any annotation for
the target domain data. The existing UDA algorithms can
be roughly divided into two categories: instance reweighting
and feature matching. Instance reweighting algorithms [5],
[6] aim to alleviate domain shift by reweighting the source
domain instances according to their correlation with target
domain instances. Feature matching methods [7]–[10] attempt
to learn domain-invariant features to reduce the cross-domain
distribution discrepancy.

Most of the existing UDA algorithms are developed for
domain adaptive image classification. Less attention has been
paid to object detection, which is more challenging than
classification. In addition, these UDA algorithms need a large
number of unlabeled target samples, which may not always
be available. When a model is deployed to a new target
domain, we may need to collect unlabeled target samples in
this domain. This process can be time-consuming and labor-
intensive, which hinders the rapid deployment of the models
in real-world applications.

In this paper, we address a new problem called one-shot
unsupervised domain adaptation for object detection. We only
need one unlabeled target sample. This will significantly
reduce the burden of collecting target samples and enhance
the rapid deployment capability of the object detector in real-
world applications. To the best of our knowledge, this is the
first time this problem is investigated.

To solve this problem, we propose a one-shot feature
alignment (OSFA) algorithm to align the low-level features
of the source domain and the target domain. Specifically, the
domain shift is reduced by aligning the average activation of
the feature maps in the lower layer of convolutional neural net-
work (CNN). Aligning low-level features can benefit domain
adaptive object detection because these features are important
for detecting the shape of the object. In addition, [11] have
pointed out that the lower layer in a CNN can respond to
low-level features, such as corners and edges. Source domain
images and target domain images share common low-level
features. However, due to domain shift, the illumination or
visibility of the low-level features in the target images may
be different from that in the source images. This difference
makes it hard for CNN to recognize the low-level features in
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the target domain. Therefore, it is essential to align low-level
features to reduce domain shift.
The proposed OSFA algorithm is evaluated under two sce-

narios: adapting from clear weather to foggy weather; adapting
from synthetic images to real-world images. In comparison
with the baseline model without domain adaptation, the pro-
posed algorithm significantly improves the object detection
performance in the target domains.
The main contributions of this paper are as follows:
• We investigate a new problem called one-shot unsuper-

vised domain adaptation for object detection. In this
problem, only one unlabeled target sample is available
for domain adaptation.

• We propose a novel algorithm to solve this problem by
aligning the low-level features of the source domain and
the target domain.

• We demonstrate the effectiveness of the proposed algo-
rithm in numerous experiments under different domain
adaptation scenarios.

II. RELATED WORK

A. Object Detection

DNN can extract high-level from input data and has been
widely used in many real-world applications [1], [3], [12].
With this learning capability, DNN has been widely used in
object detection models [3], [13]–[16]. These object detection
models can be roughly divided into two types: region proposal
based model and regression/classification based model [17].
R-CNN [13] is the first model that brings deep CNN

into object detection. Even though R-CNN outperforms the
traditional object detection models with handcrafted image
features, the training process of R-CNN is expensive in time
and storage space because every region proposal should be
processed by the whole CNN, and the extracted features are
stored on the disk. To solve these problems, Fast R-CNN [14]
is proposed to share the feature maps among region proposals.
R-CNN and Fast R-CNN use an additional method, such as
selective search, to produce the region proposal candidates.
The region proposal generation is time-consuming for these
two models. To further improve efficiency, Faster R-CNN
[15] uses a Region Proposal Network (RPN) to produce high-
quality region proposal candidates. RPN is nearly cost-free
because it shares the feature maps with the detection network.
The above region proposal based object detection models

contain several stages, including feature extraction, region pro-
posal generation, classification, and bounding box regression.
Unlike these models, regression/classification based models
can directly map from an input image to the class probabilities
and bounding box coordinates. Redmon et al. develop a regres-
sion/classification based framework called “You Only Look
Once (YOLO)” [16]. The input image is divided into multiple
grids, where each grid directly predicts several bounding boxes
and their corresponding category probabilities. YOLO does
not require region proposal generation and can perform object
detection in real-time at 45 FPS. Since only the topmost

feature layer is used in YOLO to generate bounding box
predictions, it is hard for YOLO to detect small objects. In
order to overcome this shortcoming, Liu et al. design an
object detection model called “Single Shot MultiBox Detector
(SSD)” [3]. SSD discretizes the output space of bounding
boxes by utilizing several default anchor boxes with different
aspect ratios and scales. SSD generates detection predictions
from several feature maps with different resolutions such that
it can detect objects with different sizes.

B. Unsupervised Domain Adaptation

A large number of existing UDA methods have been pro-
posed for image classification and can be mainly grouped into
two categories: instance reweighting and feature matching. In-
stance reweighting approaches attempt to identify the training
source instances that are highly relevant to the target domain
and exploit those reweighted instances to train a target model
[5], [6]. Feature matching methods aim to align source and
target domains by reducing the distribution gap of learned
domain-invariant representations [18], [19]. Thereinto, transfer
component analysis (TCA) [7] learns some shared transfer
components in a Reproducing Kernel Hilbert Space (RKHS)
to reduce the discrepancy across domains. While recent studies
have shown that more transferable representative features can
be learned by embedding UDA in the pipeline of deep rep-
resentation learning [8], [9]. Currently, inspired by generative
adversarial nets (GANs), adversarial UDA methods through
an adversarial objective play the minimax game between the
source and target domains to make them indistinguishable.
For example, [10] present a unified framework, adversarial
discriminative domain adaptation (ADDA), which learns two
separate encoding networks that project source and target data
into the same space by a domain-adversarial loss.

C. Domain Adaptation for Object Detection

Domain adaptive object detection is more challenging than
domain adaptive classification because there may be multiple
objects in the image, and we need to generate category and
bounding box predictions for each object. Therefore, only few
models [20]–[22] have been proposed for domain adaptive
object detection. [20] introduce structural SVM to adapt the
deformable part-based model (DPM) for pedestrian detection.
This approach is semi-supervised because it needs some an-
notated target samples to adapt the structural model. [21] first
train an object detection model on the source domain data.
Then, this pre-trained model is fine-tuned on the artificially
generated samples. This method is weakly-supervised because
it requires image-level annotations of the target domain data to
generate the artificial samples. [22] propose an unsupervised
domain adaptation model for object detection by learning a
domain-invariant RPN in the Faster R-CNN. Domain shift is
reduced on both image level and instance level. The image-
level and instance level domain adaptation are implemented
by learning a domain classifier with adversarial training.
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Fig. 1. The overall architecture of the proposed OSFA. Only one unlabeled target domain image is required for domain adaptation. A domain loss is calculated
based on the output of the Pool1 layer. During the training process, domain shift is reduced by minimizing this domain loss.

III. PRELIMINARIES

In one-shot unsupervised domain adaptation for ob-
ject detection, the images in the source domain are la-
beled with bounding boxes, and only one unlabeled im-
age is available in the target domain. We use DS =
{(xS1 , yS1) , · · · , (xSn , ySn)} to represent the samples in the
source domain, where xSi ∈ XS denotes the input image,
and ySi ∈ YS denotes the bounding box annotation. We use
DT = {xT } to represent the sample in the target domain,
where xT ∈ XT denotes the input image.
The marginal distribution of source domain data XS is

denoted as P (XS), and the marginal distribution of target do-
main dataXT is denoted as Q (XT ). Since there exists domain
shift between the source domain and the target domain, these
two distributions are not equal, i.e., P (XS) "= Q (XT ). We
want to determine a transformation function f(·) to map the
source domain images and the target domain images into the
same feature space such that the domain shift can be reduced.
In this paper, a deep CNN is implemented as the transfor-
mation function. Its parameters are optimized by minimizing
the detection loss and the discrepancy between P (f(XS))
and P (f(XT )). With this transformation function, the domain
shift will be reduced, i.e., P (f(XS)) ≈ P (f(XT )).

IV. ONE-SHOT UNSUPERVISED DOMAIN ADAPTATION FOR
OBJECT DETECTION

In this section, we first introduce the motivations of low-
level feature alignment and one-shot domain adaptation. Then,
we provide the details about the proposed OSFA algorithm for
one-shot unsupervised domain adaptive object detection.

A. Motivations

1) Low-Level Feature Alignment: Unlike the existing UDA
algorithms that generally align high-level features of the CNN,
we propose to reduce domain shift by aligning the low-level
features. This idea is inspired by recent studies of visualizing
and understanding the feature maps of CNN [11], [23]–[25]
. These studies show that the upper layers of CNN respond
to high-level features, such as the head of a dog, while the
lower layers can be activated by low-level features, such as
corners and edges. When a source domain image xSi and a
target domain image xT are inputted into a CNN, we can
obtain the output of the upper layer as fH (xSi) and fH (xT ).
Since xSi and xT may contain different objects, fH (xSi) and
fH (xT ) will be different. Thus, directly aligning the high-
level features will not work. Nevertheless, xSi and xT share
common low-level features. Therefore, the output of the lower
layer, fL (xSi) and fL (xT ), will contain similar patterns.
Thus, it is more reasonable to align the low-level features
rather than the high-level features. In addition, aligning low-
level features can benefit domain adaptive object detection
because these features are critical for detecting the shape of
the object.
2) One-Shot Domain Adaptation: In this paper, we propose

to reduce domain shift by aligning the average activation of
feature maps in the lower layer with only one target sample.
We use F to denote the activations of one feature map in

the lower layer of a CNN. The activation of each unit in
this feature map is denoted as F1, F2, · · · , FK . We assume
F1, F2, · · · , FK are independent and identically distributed
random variables whose mean and variance are µ and σ2,
respectively. According to central limit theory, when K is
large enough, the distribution of the average activation of this
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feature map is close to the normal distribution with mean µ
and variance σ2

K as Eq. (1).

F =

∑k=K
k=1 Fk

K
→ N

(
µ,

σ2

K

)
. (1)

When K → ∞, the variance σ2

K → 0. In this case, this
distribution will become δ

(
F − µ

)
where δ (.) denotes the

Dirac delta function.
In the lower layer of a CNN, K is generally very large.

For example, if the size of the input image is 512 × 512,
and VGG16 is used to extract features, the value of K in
Pool1 layer is 65536. Therefore, the distribution in Eq. (1)
will approach the Dirac delta function, and it is reasonable
to use only one sample to estimate the mean value µ of this
distribution.

B. Architecture of the Proposed Model

The overall architecture of the proposed OSFA is shown
in Fig. 1. The input contains two images: the labeled source
image and the unlabeled target image. The labeled source
image is inputted into the network on the top to calculate the
detection loss, and the unlabeled target image is fed into the
network on the bottom. A domain loss is proposed to measure
the domain shift between the source domain image and the
target domain image. During the training process, the domain
shift is reduced by minimizing this domain loss.
The network on the top is the well-known object detection

model SSD. Since we align the low-level features of the source
domain and the target domain, the proposed method can also
be used in other object detection models. In SSD, the backbone
network is a truncated VGG-16 (from Conv1 1 to Pool5). On
top of this backbone network, some convolutional layers are
stacked to generate the detection prediction at multiple scales.
Specifically, the detection predictions are generated from the
following convolutional layers: Conv4 3, Conv7, Conv8 2,
Conv9 2, Conv10 2, Conv11 2, and Conv12 2. The details
of SSD can be found in [3]. The bottom network has three
layers, i.e., Conv1 1, Conv1 2, and Pool1. Their parameters
are shared with the truncated VGG-16 on the top.
By feeding the source image xSi into the top network, we

can obtain the output of Pool1 layer as F 1
Si
. Similarly, by

inputting the target image xT into the bottom network, we
can obtain the output of Pool1 layer as F 1

T . Then, we calculate
the average activation of each feature map by applying global
average pooling. Then, the domain loss Ldon is calculated as
Eq. (2).

Ldon =
1

B

B∑

i=1

M1∑

j=1

|Gj

(
F 1
Si

)
−Gj

(
F 1
T

)
|, (2)

where Gj(·) represents the global average pooling operation
on the jth feature map; |.| calculates the element-wise absolute
value; M1 denotes the number of feature maps in Pool1 layer;
B represents the batch size.
Finally, we can calculate the total loss as Eq. (3).

L = Ldet + αLdon, (3)

where Ldet is the detection loss that measures the difference
between the groundtruth and detection predictions; α is a
coefficient. During the training process, the whole model in
Fig. 1 is used. During the evaluation process, only the top
network is used for object detection.

V. EXPERIMENTS

In this section, we demonstrate the effectiveness of the
proposed OSFA for one-shot domain adaptive object detection
in numerous experiments under two scenarios. The first sce-
nario is to adapt from clear weather to foggy weather. In this
scenario, domain shift arises from different weather condition.
The capability to adapt between different weather conditions
is crucial for the real-world deployment of an object detector.
The second scenario is to adapt from synthetic images to
real-world images. In this scenario, the source domain images
are generated by a simulation engine, and the target domain
images are collected in real-world. The simulation engine
can easily produce a large number of synthetic images with
computer-generated bounding box annotation. The ability to
adapt from synthetic images to real-world images can avoid
the burden of manually collecting and annotating real-world
images.

A. Experimental Setup
The training data consist of the annotated source domain

images and one unlabeled target domain image. We use the
original SSD model as a baseline for comparison. For this
baseline model, we do not consider domain adaptation, and
the model is trained with source domain data only. After the
training process, the baseline model and the proposed OSFA
are evaluated on the target domain data. In the following
experiments, we use the mean average precision (mAP) as
the evaluation metric, and the intersection over union (IOU)
threshold is 0.5.
We choose the hyperparameters for SSD according to [3].

The value of the coefficient α is set as 0.001 for the fol-
lowing experiments. Stochastic gradient descent (SGD) with
a momentum of 0.9 is used for the training. For the first 2k
iterations, the learning rate is chosen as 5 × 10−4 to warm
up the training. Then, the learning rate is set as 1× 10−3 for
the next 48k iterations. Then, for the next 10k iterations, the
learning rate is reduced to 1×10−4. For the final 10k iteration,
the learning rate is further reduced to 1× 10−5.

B. Adapt from Clear Weather to Foggy Weather
In this section, we will demonstrate the effectiveness of

the proposed OSFA under the first scenario, i.e., adapting
from clear weather to foggy weather. The source domain
images are from Cityscapes dataset [26], which is collected
in clear weather condition. The target domain images are
from Foggy Cityscapes dataset [27], which is obtained by
simulating fog on the images in Cityscapes. Both Cityscapes
and Foggy Cityscapes are collected for semantic segmentation
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TABLE I
ADAPT FROM Cityscapes DATASET TO Foggy Cityscapes DATASET.

Methods person rider car truck bus train motorcycle bicycle mAP

SSD [3] 22.0 27.6 37.0 16.7 28.2 9.9 19.8 30.1 23.9

img+ins align [22] 24.2 31.2 39.1 19.1 36.2 19.2 17.1 27.0 26.6

img+ins+cons [22] 25.0 31.0 40.5 22.1 35.3 20.2 20.0 27.1 27.6

OSFA (Pool2) 23.2 30.5 42.0 23.8 33.9 11.9 22.0 30.4 27.2

OSFA (Pool1) 23.6 32.6 43.8 22.9 35.4 14.7 23.1 33.2 28.7

and do not directly provide bounding box annotations. We
follow the preprocessing step in [22] to get the bounding
box annotation by taking the tightest rectangle of its instance.
In Cityscapes, eight categories (person, rider, car, truck, bus,
train, motorcycle, and bicycle) have instance labels. Thus, the
experimental results are reported on these categories. During
the training process, we use Cityscapes’s training set as source
domain data and randomly select one unlabeled image from
Foggy Cityscapes’s training set as the target domain data. After
the training process, the baseline model and the proposed
OSFA are evaluated on Foggy Cityscapes’s validation set.
The evaluation results of adapting from Cityscapes to Foggy

Cityscapes are presented in Table I. Without domain adap-
tation, the mAP of the baseline SSD model is 23.9%. The
average precisions (APs) of the eight categories are 22.0%,
27.6 %, 37.0%, 16.7%, 28.2%, 9.9%, 19.8%, and 30.1%,
respectively. Compared to this baseline model, the proposed
OSFA with Pool2 layer for feature alignment can improve
the mAP to 27.2%. With Pool1 layer for feature alignment,
the mAP can be further improved to 28.7%, and the APs of
the eight categories are 23.6%, 32.6%, 43.8%, 22.9%, 35.4%,
14.7%, 23.1%, and 33.2%, respectively. We can see that the
proposed OSFA outperforms the baseline model on mAP and
across all the eight categories.
We also compare the proposed OSFA with two state-of-

the-art domain adaptation models in [22]. It is worth noting
that these two models require the whole training set of Foggy
Cityscapes for domain adaptation while the proposed OSFA
only needs one image for domain adaptation. We can see that
the proposed OSFA with Pool1 layer for feature alignment
outperforms these two models. These results verify the effec-
tiveness of the proposed OSFA in adapting from clear weather
to foggy weather with only one unlabeled target image.

C. Adapt from Synthetic Images to Real-World Images
In this section, we will validate the effectiveness of the

proposed OSFA under the second scenario, i.e., adapting from
synthetic images to real-world images. The source domain
images are from SIM 10k dataset [28]. The images and the
corresponding bounding box annotations in this dataset are
generated by Grand Theft Auto V (GTA V), which is a
simulation engine. In SIM 10k, only car category is labeled.
Thus, we report the evaluation results on this category. The

TABLE II
ADAPT FROM SIM 10k TO Cityscapes.

Methods car AP

SSD [3] 35.1

img+ins align [22] 37.86

img+ins+cons [22] 38.97

OSFA (Pool2) 38.3

OSFA (Pool1) 38.6

TABLE III
ADAPT FROM SIM 10k TO PASCAL VOC.

Methods VOC2007 VOC2012

SSD [3] 64.2 54.0

OSFA (Pool2) 69.1 57.5

OSFA (Pool1) 71.2 58.0

target domain images are from three real-world datasets, i.e.,
Cityscapes, PASCAL VOC2007, and PASCAL VOC2012.
1) Domain Adaptation from SIM 10k to Cityscapes: During

the training process, we use SIM 10k as the source domain data
and randomly select one unlabeled image from Cityscapes’s
training set as the target domain data. After the training
process, the baseline and the proposed OSFA are evaluated
on Cityscapes’s validation set.
The evaluation results of adapting from SIM 10k to

Cityscapes are shown in Table II. Without domain adaptation,
the AP of the baseline SSD model is 35.1%. Compared to
this baseline, the proposed OSFA with Pool2 layer for feature
alignment can improve the AP to 38.3%. Furthermore, with
Pool1 layer for feature alignment, the AP is improved to
38.6%.
We also compare the proposed OSFA with two state-of-

the-art domain adaptation models in [22]. These two mod-
els require the whole training set of Cityscapes for domain
adaptation while the proposed OSFA only needs one image
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TABLE IV
DOMAIN ADAPTATION BY ALIGNING FEATURES AT DIFFERENT LAYERS.

Methods person rider car truck bus train motorcycle bicycle mAP

SSD [3] 22.0 27.6 37.0 16.7 28.2 9.9 19.8 30.1 23.9

Conv4 3 23.2 29.4 37.5 17.8 27.1 11.4 23.0 32.0 25.2

Conv7 23.6 31.6 38.5 15.0 28.2 9.1 18.2 32.2 24.6

Conv8 2 22.7 29.8 38.2 18.6 32.7 9.1 21.1 31.9 25.5

Conv9 2 22.7 30.7 38.3 18.7 29.7 9.7 19.6 30.8 25.0

Conv10 2 23.7 31.6 39.7 20.2 29.4 9.6 22.8 29.6 25.8

Conv11 2 24.2 31.9 38.5 19.0 29.6 9.3 20.3 31.9 25.6

Conv12 2 24.6 30.9 40.7 17.8 27.7 3.4 22.6 31.9 25.0

OSFA (Pool1) 23.6 32.6 43.8 22.9 35.4 14.7 23.1 33.2 28.7

for domain adaptation. We can observe that the performance
of the proposed OSFA is close to the performance of these
two models. These results demonstrate the effectiveness of
the proposed OSFA in adapting from synthetic images to real-
world images with only one unlabeled target image.
2) Domain Adaptation from SIM 10k to PASCAL VOC:

In the following two experiments, we use SIM 10k as the
source domain data and randomly select one unlabeled image
from the training set of VOC2007 or VOC2012 as the target
domain data. After the training process, the baseline model
and the proposed OSFA are evaluated on VOC2007’s test set
and VOC2012’s validation set.
The evaluation results of adapting from SIM 10k to PASCAL

VOC are presented in Table III. Without domain adaptation,
the APs of the baseline SSD model for these two exper-
iments are 64.2% and 54.0%, respectively. In comparison
with this baseline, the propose OSFA with Pool2 layer for
feature alignment can improve the APs to 69.1% and 57.5%,
respectively. With Pool1 layer for feature alignment, the APs
for these two experiments can be further improved to 71.2%
and 58.0%, respectively. These evaluation results demonstrate
the proposed OSFA is effective in adapting to different target
domains.

D. Ablation Studies

In this section, we first compare the performance of domain
adaptation with different layers of CNN to show the advantage
of the proposed low-level feature alignment. Then, we verify
that the proposed OSFA can obtain good domain adaptation
results regardless of the choice of the target sample. Finally,
we investigate the robustness of the proposed OSFA to the
coefficient α.
1) Feature Alignment with Different Layers: In the pro-

posed OSFA, lower layer, Pool1 layer, is used for feature
alignment. In this section, we will compare the performance
of low-level feature alignment with that of high-level fea-
ture alignment. We follow the experimental setup and the

TABLE V
DOMAIN ADAPTATION WITH DIFFERENT TARGET SAMPLE.

Methods C → F S → C S → 07 S → 12

SSD 23.9 35.1 64.2 54.0

OSFA (run1) 28.7 38.6 71.2 58.0

OSFA (run2) 29.9 38.5 71.0 57.5

OSFA (run3) 28.0 38.6 70.4 58.2

OSFA (run4) 28.5 37.7 71.5 57.2

OSFA (run5) 30.4 38.3 70.3 58.1

OSFA (average) 29.1 38.3 70.9 57.8

training process in Section “Adapt from Clear Weather to
Foggy Weather” to train seven new models with upper layers
(Conv4 3, Conv7, Conv8 2, Conv9 2, Conv10 2, Conv11 2,
and Conv12 2) for feature alignment, respectively. In these
experiments, we use Cityscapes as the source domain data
and Foggy Cityscapes as the target domain data.
The results of these seven models are shown in Table IV and

are compared with the baseline SSD model and the proposed
OSFA with Pool1 layer for feature alignment. The mAP of
the baseline is 23.9%. The proposed OSFA with Pool1 can
improve the mAP to 28.7%. However, with the seven upper
layers for feature alignment, the mAPs are 25.2%, 24.6%,
25.5%, 25.0%, 25.8%, 25.6%, and 25.0%, respectively. These
results are only slightly better than the result of the baseline
model and are worse than the result of the proposed OSFA.
From these experiments, we can see that low-level feature
alignment is better than high-level feature alignment.
2) Domain Adaptation with Different Target Sample: In the

previous experiments, we randomly choose an unlabeled target
image for feature alignment. In this section, we will analyze
whether the choice of the target sample will affect the domain
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TABLE VI
DOMAIN ADAPTATION WITH DIFFERENT COEFFICIENT α.

Methods person rider car truck bus train motorcycle bicycle mAP

SSD [3] 22.0 27.6 37.0 16.7 28.2 9.9 19.8 30.1 23.9

OSFA (α = 0.0001) 23.2 30.7 41.9 22.4 32.7 13.8 24.3 31.9 27.6

OSFA (α = 0.0005) 24.2 32.4 43.6 22.7 35.8 16.2 24.2 31.3 28.8

OSFA (α = 0.001) 23.6 32.6 43.8 22.9 35.4 14.7 23.1 33.2 28.7

OSFA (α = 0.005) 22.5 31.8 45.0 19.7 36.6 20.1 25.7 33.7 29.4

OSFA (α = 0.01) 22.2 32.6 43.2 24.9 32.7 19.6 23.0 31.4 28.7

OSFA (α = 0.05) 22.5 32.3 44.5 18.7 35.3 23.0 21.7 30.4 28.5

adaptation performance. We conduct four domain adaptation
experiments:

• Adapt from Cityscapes to Foggy Cityscapes (C → F )
• Adapt from SIM 10k to Cityscapes (S → C)
• Adapt from SIM 10k to PASCAL VOC2007 (S → 07)
• Adapt from SIM 10k to PASCAL VOC2012 (S → 12)

We run each experiment five times. In each run, we choose a
different target sample. The results for these four experiments
are shown in Table V. In C → F , the mAP of the baseline is
23.9%. The mAPs of the five runs of the proposed OSFA are
28.7%, 29.9%, 28.0%, 28.5%, and 30.4%, respectively. The
average value of these five runs is 29.1%. These results are
all better than the result of the baseline. Similarly, in S → C,
the mAP of the baseline is only 35.1%. The mAPs of the
five runs of the proposed OSFA are 38.6%, 38.5%, 38.6%,
37.7%, and 38.3%, respectively. The average value of these
five runs is 38.3%. In S → 07, the mAP of the baseline is
64.2%. The mAPs of the five runs of the proposed OSFA are
71.2%, 71.0%, 70.4%, 71.5%, and 70.3%, respectively. The
average value of these five runs is 70.9%. In S → 12, the
mAP of the baseline is 54.0%. The mAPs of the five runs
of the proposed OSFA are 58.0%, 57.5%, 58.2%, 57.2%, and
58.1%, respectively. The average value of these five runs is
57.8%. These results show that the proposed OSFA can obtain
good domain adaptation results regardless of the choice of the
target sample.
3) Robustness to Hyperparameter: In this section, we will

investigate the robustness of the proposed OSFA to the coeffi-
cient α. We follow the experimental setup and the training
process in Section “Adapt from Clear Weather to Foggy
Weather” to train six OSFA models with different coefficient
α = {0.0001, 0.0005, 0.001, 0.005, 0.01, 0.05}. The experi-
mental results are shown in Table VI. With these different
coefficients α, the corresponding mAPs are 27.6%, 28.8%,28.7
%, 29.4%, 28.7%, and 28.5%, respectively. These results are
all better than the baseline model without domain adaptation.
In addition, when the coefficient α varies from 0.0001 to
0.05, the mAPs are around 28.0%. These results show that
the proposed OSFA is robust to the choice of coefficient α.

E. Insights and Discussions

1) Domain Shift Reduction: In this section, we will conduct
experiments to show that the proposed OSFA succeeds in re-
ducing domain shift. We follow the process in Section “Adapt
from Clear Weather to Foggy Weather” to train a baseline SSD
model without domain adaptation and the proposed OSFA with
Pool1 layer for feature alignment. Specifically, the baseline
model is trained only with Cityscapes dataset. For the proposed
OSFA, we use Cityscapes as the source domain data and
randomly select one unlabeled image from Foggy Cityscapes
as the target domain data. After the training process, we will
calculate the domain shift for the baseline model and the
proposed OSFA. The input for each model is a pair of images:
xSi and xTi . xSi is an image from Cityscapes while xTi is
from Foggy Cityscapes and is generated by simulating fog on
xSi . Therefore, xSi and xTi will have the same objects. The
only difference between them is that there is fog in xTi . This
fog is the source of domain shift. We will validate whether
the proposed OSFA can reduce this type of domain shift.
When xSi and xTi are inputted into the model, we can

obtain the output of Pool1 layer as p1Si
and p1Ti

. Then, we can
calculate the domain shift in Pool1 layer as Eq. (4).

Dp1 =
1

N

N∑

i=1

M∑

j=1

Gj

(∣∣∣∣
p1Si

− p1Ti

p1Si

∣∣∣∣

)
, (4)

where |.| calculates the element-wise absolute value; Gj(·)
represents the global average pooling operation over the jth
feature map; M is the number of feature maps in Pool1
layer; N represents the number of samples in Cityscapes’s
training set. Then, we calculate the domain shift reduction
at Pool1 layer as

(
Dbase

p1 −DOSFA
p1

)
/Dbase

p1 , where DOSFA
p1

represents the domain shift of the proposed OSFA; Dbase
p1

is the domain shift of the baseline model. Similarly, we
can calculate the domain shift reduction for the other eight
layers, including Pool2, Conv4 3, Conv7, Conv8 2, Conv9 2,
Conv10 2, Conv11 2, Conv12 2.
The domain shift reduction for these nine layers are 67.39%,

18.39%, 14.85%, 26.77%, 17.61%, 2.90%, 0.81%, 14.58%,
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and 17.03%, respectively. Since Pool1 layer is used in the
proposed OSFA for feature alignment, OSFA significantly
reduces the domain shift at Pool1 layer by 67.39%. For the
remaining eight layers, even though they are not used for
feature alignment, OSFA can still reduce the domain shift
at these layers. These results demonstrate that the proposed
OSFA is effective in reducing domain shift.

VI. CONCLUSION

In this paper, we investigated a new problem called one-shot
unsupervised domain adaptation for object detection. Only one
unlabeled target sample is available for domain adaptation.
To solve this problem, we proposed an algorithm called one-
shot feature alignment (OSFA) to align the low-level features
of the source domain and the target domain. The proposed
OSFA was evaluated under two domain adaptation scenarios.
The experimental results showed that the proposed OSFA
outperformed the baseline model without domain adaptation
by a large margin. We further conducted ablation studies to
compare the domain adaptation results when aligning different
layers of CNN. The results verified the effectiveness of feature
alignment with the lower layer of CNN. We also conducted
experiments to show that the proposed OSFA can obtain good
domain adaptation results regardless of the choice of the target
sample. Finally, we performed experiments to demonstrate that
the proposed OSFA succeeded in reducing domain shift.
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