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ABSTRACT
Varying coefficient models (VCMs) are commonly used for their high
degree of flexibility in modeling complex systems. Many applica-
tions in fisheries utilize VCMs to capture spatial variation in pop-
ulations of marine fishes. All of these applications use the penal-
ized least squares method for estimation. However, this approach
is known to be sensitive to non-normal distributions and outliers,
a common feature of ecological data. Robust estimation meth-
ods are more appropriate for handling noisy and non-normal data.
We present the application of a signed-rank-based procedure for
obtaining robust estimates in VCMs on a fisheries dataset from the
North Pacific Ocean. We demonstrates that the signed-rank-based
estimation method provides better fit and improved prediction in
comparison to the classical likelihood VCM fits in both simulations
and the real data application, particularly when the distributions
are non-normal and may be misspecified. Rank-based estimation
of VCMs is therefore valuable for modeling ecological data and
obtaining useful inferences where non-normality and outliers are
common.
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1. Introduction

The modeling of species distributions, a significant endeavor in ecology and conservation,
has become a more prominent feature of population analyses as improvements in technol-
ogy and cost efficiency have increased the ability to collect spatial ecological data. Statistical
research has greatly developed the theory ofmodels containing spatial autocorrelation dur-
ing the past half century [52], however the application of these methods has only recently
been considered valuable to modeling ecological processes [12,23,29,30]. A popular statis-
tical method for modeling species distributions and abundance is the varying coefficient
model (VCM) [6,19] introduced by Hastie and Tibshirani [21]. While the importance of
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Figure 1. Scaled Pearson residuals plotted by area for sablefish CPUE modeled with a spatiotemporally
variant sea surface temperature fit using penalized least squares (LS) or the signed-rank procedure. BSAI
= Bering Sea and Aleutian Islands; GOA = Gulf of Alaska.

modeling spatial variation in marine systems is a relatively new focus, VCMs are becom-
ing popular for modeling spatial and spatiotemporal marine data due to the flexibility of
including georeferenced data using appropriate smoothers to model spatial dependence
[54]. With the identification of regime shifts in several large marine ecosystems [15,47],
themodeling of spatiotemporal variation inmarine systems is becoming crucial tomanage
vulnerable populations in response to climate change.

Ecological and climate data often exhibit outliers that may be informative to the analy-
ses. Outliers in spatial data contribute to trends over space that factor into understanding
the system, therefore removing outliers or transforming the data are not suitable alter-
natives. The fisheries dataset analyzed in this paper is a strong illustration of this issue.
We fit a spatiotemporal model using the classical least squares (LS) fitting and our pro-
posed signed-rank-based approach for sablefish catches in the Gulf of Alaska (GOA) and
Bering Sea/Aleutian Islands (BSAI) with sea surface temperature (SST) as a spatiotem-
porally varying covariate. Figure 1 gives the scaled residual plots of these fits with the
signed-rank-based approach. It can be seen that outliers occur with higher incidence in
some of the locations in the North Pacific when modeling sablefish catch in this formula-
tion. The influence of outliers on the model is far greater for the classical VCM estimation
in comparison to the signed-rank-based approach. While such large deviations are com-
mon in fisheries data, they have not been explicitly addressed, and the issue becomes
a concern when using VCMs to fit these types of data. The application of our signed-
rank-based approach to this fisheries data will be discussed in detail at the end of this
paper.

Section 2 gives the VCM and a brief description of the signed-rank-based methodology
as applied toVCMs. Section 3 provides simulations that test the performance of the signed-
rank estimator of VCMs against least squares and least absolute deviations estimators in
an intercept-only model and a more complex model under a variety of settings. Section 4
revisits our motivating question from fisheries data and provides a more detailed analysis
with three-dimensional covariates.
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2. Methodology

The VCM introduced in [10] extends the linear regression model to one where the regres-
sion coefficients may depend on certain covariates. Given a response variable Y and
covariate vectors u = (u1, . . . , uq)� and x = (x1, . . . xp)�, the VCM is defined by

Y = g0(u)+ g1(u)x1 + · · · + gp(u)xp + ε , (1)

where the functions gk : Rq→ R, k = 0, . . . , p are all assumed to be smooth functions.
The random error ε is assumed to have a probability density function f with finite Fisher
information; that is,

∫
(f ′)2/f <∞.

The VCM is often used in the context of the analysis of longitudinal data where u will
be a univariate time variable. This is known as a time-varying coefficient model ( e.g. [9]).
When u represents a spatial location, then the models are known as spatially-varying coef-
ficient models [17]. The flexibility of these models has made them attractive for use in
geostatistics [20] and medical imaging [56]. Our application will use a spatiotemporally-
varying coefficient model for marine populations. Such models have been studied and
applied in the past ( e.g. [32]).

Signed-rank-based estimation depends on minimization of the weighted L1 norm
defined as

‖x‖ϕ+ =
n∑
i=1

ϕ+
(
R(|xi|)
n+ 1

)
|xi| , x ∈ R

n ,

where R(xi) is the rank of xi among x1, . . . , xn and ϕ+ : (0, 1)→ R
+ is a non-decreasing,

square-integrable function [22]. The Wilcoxon estimator is found by taking ϕ+(u) = u
and the least absolute deviations (LAD) estimator is found by taking ϕ+(u) = 1. Unless
explicitly stated, we will refer to the Wilcoxon estimator as the generic signed-rank (SR)
estimator.

We are interested in the SR estimator of the VCM given in (1). Given n sample data
points {uj, xj,Yj}, where u ∈ R

q, x ∈ R
p,Y ∈ R for j = 1, 2, . . . , n, the VCM is written as

Yj = g0(uj)+ g1(uj)x1j + · · · + gp(uj)xpj + εj , (2)

where the unobserved random errors εj|nj=1 are assumed to be independent and identically
distributed following a symmetric distribution with median 0.

To define the SR estimator of the VCM coefficient functions, we will follow the local
linear approximation approach of Fan and Gijbels [14]. The VCM errors can be written as

εj = Yj −
p∑

k=0
gk(uj)xkj , x0 = 1 j = 1, 2, . . . , n .

Since the coefficient functions gk are smooth, they can be approximated by a tensor-product
smooth

gk(uj) ≈
L1∑

i1=1
· · ·

Lq∑
iq=1

γk,i1,...,iqBk,i1(uj1) · · ·Bk,iq(ujq) , k = 0, . . . , p ; j = 1, . . . , n ,

where Bk(·) are the B-spline basis functions with a fixed degree and knot sequence. The
spline coefficients can be written as a (L1 × · · · × Lq)-vector γ k and gk(uj) can be written
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as

gk(uj) = γ�k Zk(uj)

where

Zk(uj) =
q⊗

i=1
bki(uji)

where
⊗

is the Kronecker product and bki(uji) = (Bk,i(uji), . . . ,Bk,Li(uji))
�. Model (2)

can now be approximated by

Yj ≈
p∑

k=0
{Zk(uj)�γ k}xkj + εj .

Now, define the residuals as rj(�)=Yj−
∑p

k=0{Zk(uj)�γ k}xkj, where �=(γ�0 , . . . , γ�p )�.
The signed-rank objective function given in [33] is now defined by

Qn(�) = 1
n

n∑
i=1

ϕ+
(
R(|rj(�)|)
n+ 1

)
|rj(�)| .

The procedure for obtaining the SR estimates ĝk proceeds using the iteratively re-weighted
least squares algorithm of [42] as follows:

Step 1: Let εw > 0 be a given tolerance. For j = 1, . . . , n, define

wj(�) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
ϕ+

(
R(|rj(�)|)
n+ 1

)
|rj(�)| if |rj(�)| > εw

0 if |rj(�)| ≤ εw

Step 2: Given an initial estimate �̂
(0), minimize

Q(�|�̂(0)
) =

n∑
j=1

wj

(
�̂

(0)
)
r2j (�)

resulting in �̂
(1). This can be performed using the weighted GAM implemented in

themgcv package [53] of R [39].
Step 3: Check if

‖�̂(1) − �̂
(0)‖∗

‖�̂(0)‖∗
< ε ,

where ‖ · ‖∗ is the Frobenius matrix norm. If true, STOP. If false, take �̂
(0)← �̂

(1)

and go back to Step 2.

As noted in the algorithm, the iterative procedure can be executed simply within the R
environment as a modification to the mgcv package. Code to obtain SR estimates in this
manner is provided in the supplementary material.
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3. Simulations

The following simulations reflect how the signed-rank (SR) estimator of VCMs performs
against least squares (LS) and least absolute deviation (LAD) estimators in a variety of
settings for finite samples.

3.1. Interceptmodel with 2D coefficient function

We considered the simple intercept model

Yj = g0(uj)+ εj , j = 1, . . . , n ,

where uj = (xj, zj)′ and g0 is given by

g0(uj) = (π sx sz)(1.2) exp

(
− (xj − 0.2)2

s2x
− (zj − 0.3)2

s2z

)

+ (0.8) exp

(
− (xj − 0.7)2

s2x
− (zj − 0.8)2

s2z

)
with sx = 0.3, sz = 0.4, and x and z are 100 random deviates generated from a continu-
ous uniform distribution with range [0, 1]. The correlation between two observations a
distance r apart was exp(−(r/d)2). The relative efficiencies of the SR and LAD estimators
versus the LS estimator were obtained as

RE(SR, LS) =
∑n

j=1(g0(uj)− ĝLS(uj))2∑n
j=1(g0(uj)− ĝSR(uj))2

and

RE(LAD, LS) =
∑n

j=1(g0(uj)− ĝLS(uj))2∑n
j=1(g0(uj)− ĝLAD(uj))2

,

respectively. Here with ĝLS, the function g was estimated using the classical least squares
(LS) approach. Similarly, ĝSR and ĝLAD represent the fitted values using the SR and LAD
methods, respectively. The R2 values of the LS, SR, and LAD fits were calculated as
functions of the correlations R2 = ρ2(g, ĝa) with ĝa, a = LS, SR, LAD, being the model
predictions and g being the true function.We useR2 not as ameasure of variance explained
but rather to compare fits among various estimation methods. We obtain both the LAD
and SR estimators using the penalized weighted LS approach with the LS estimator as
the initial value, where we use the score function ϕ+(u) = 1 for LAD and the Wilcoxon
score function ϕ+(u) = √3u for SR estimators in the weight function. These are scaled so
that

∫ 1
0 (ϕ+(u))2du = 1 which simplifies the form of the asymptotic variance expression.

Out-of-sample prediction performance was assessed by using the fitted model to produce
predictions given new test data of m = 25 samples. The mean squared prediction errors
(MSPE) for methods a = LS, SR, LAD were obtained as

MSPEa = 1
m

m∑
i=1

(g0(ui)− ĝa(ui))2 .

The following simulations were performed on n = 100 samples and repeated for 1000
iterations.



6 H. E. CORREIA AND A. ABEBE

Figure 2. Heavy-taileddistribution relative efficiencies,R2 values, andout-of-samplemean squaredpre-
diction errors (MSPE) for increasing log(df ). Horizontal lines at 3/π and 1 indicate relative efficiency
values for the Wilcoxon and LS procedures, respectively.

Thefirst simulation involved testing the performance ofVCMestimators in the presence
of heavy-tailed error distributions. To simulate this, the errors εj were randomly gener-
ated from Student’s t distributions with increasing degrees of freedom ek, where k is taken
from 1 to 5 in steps of 0.5. The correlation between two observations a distance r apart
was exp(−(r/d)2) with d = 0.1. VCMs were fit for the given data using LS, LAD, and SR
methods. The relative efficiencies and R2 values were then calculated as described above
andplotted for logarithms of the corresponding degrees of freedom, k = log(df ) (Figure 2).

The left panel of Figure 2 shows that both LAD and SR estimators aremore efficient than
the LS estimator when the error distribution is heavy-tailed. As expected, the efficiency
drops as the tails of the generated distribution approach the tails of the normal distribution.
However, the loss in efficiency is less than 5% for the SR method. This is in line with the
theoretical asymptotic relative efficiency value of 3/π for the Wilcoxon procedure. The
LAD estimator is generally less efficient than the SR estimator. The center panel of Figure 2
shows that all methods provide improved fit as the tails of the error distribution approach
N(0, 1) tails, with the SR procedure giving slightly better fit for heavy tails and LS giving
slightly better fit for tails approachingN(0, 1). Similarly, the right panel reveals that the SR
procedure produced the lowest out-of-sample prediction errors for heavy tails, while LS
gave the lowest prediction errors for tails approaching N(0, 1).

The second simulation tested VCM estimation performance when there are outliers in
the measured response. To simulate this, we generated random errors εj drawn from a
contaminated normal distribution. The contaminated normal distribution is defined by
creating a normal-normal Huber contaminated distribution as

CN(τ , σ) = (1− τ)N(0, 1)+ τN(0, σ 2) ,

where τ ∈ [0, 1] and σ > 0. This means the errors are drawn from the N(0, 1) distribu-
tion with probability 1− τ and from the N(0, σ 2) distribution with probability τ . For our
simulation experiment, we took σ = 3 and τ taken from 0 to 0.15 in steps of 0.05. Once
again, the correlation between two observations a distance r apart is exp(−(r/d)2) with
d = 0.1. Relative efficiencies versus LS and R2 values were plotted against the proportion
of contamination in Figure 3. The left panel shows that both LAD and SR estimators were
more efficient than LS estimators for greater than 5% contamination. The center panel of
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Figure 3. Relative efficiencies, R2 values, and out-of-sample mean squared prediction errors (MSPE)
for increasing proportions of contamination of the normal distribution. Horizontal lines at 3/π and 1
indicate relative efficiency values for the Wilcoxon and LS procedures, respectively.

Figure 3 shows that the SR method produced marginally better fitting models for contam-
ination greater than 5%, while the right panel shows that the SRmethod also produced the
smallest out-of-sample prediction errors for greater than 5% contamination.

The performance of VCM estimators under various levels of spatial clustering was ana-
lyzed in the third simulation. The errors εj were drawn from a normal distribution centered
at zerowith standard deviation of one. The correlation between two observations a distance
r apart was exp(−(r/d)2)with d taken from 0.1 to 0.35 in steps of 0.05 for varying correla-
tion structure. These represent weak clustering (almost independence) to strong clustering
of the spatial data. Relative efficiencies versus LS and R2 were calculated as before. These
were plotted against increasing correlation between observations (Figure 4).

The left panel of Figure 4 shows that the SR estimator was more efficient than LAD
and both are less efficient than LS when the errors have low spatial correlation. However,
the loss in efficiency for the SR procedure in comparison to LS ranged from 3% for low
spatial correlation to 0% for high spatial correlation. The center panel of Figure 3 shows
that the SR procedure produced marginally poorer fitting models than LS for low spatial
correlation and virtually the same fit when the spatial correlation was large. Additionally,

Figure 4. Relative efficiencies, R2 values, and out-of-sample mean squared prediction errors (MSPE) for
increasing spatial correlations in data. Horizontal lines at 3/π and 1 indicate relative efficiency values for
the Wilcoxon and LS procedures, respectively.



8 H. E. CORREIA AND A. ABEBE

the right panel of Figure 3 shows that the LS procedure had marginally smaller out-of-
sample prediction errors than SR for low spatial correlation, and the SR procedure had
nearly identical prediction error values to LS and LAD for high spatial correlation.We note
that all methods gave poorer fits as the correlation increased from d = 0.10 to d = 0.20,
but the fits appear to improve when correlation was increased further. The appearance of
improved fits for larger spatial autocorrelation is likely due to overfitting [54].

3.2. A 4-variablemodel

We then considered the model

Yj = g0(uj)+ g1(uj)x1 + g2(uj)x2 + g3(uj)x3 + g4(uj)x4 + εj , j = 1, . . . , n ,

where g0(uj) = 1+ 3u2j , g1(uj) = 3 exp(−u2j ), g2(uj) = 1.5 sin(πuj), g3(uj) = 0.8uj, g4(uj)
= 0, xj = (x1, x2, x3, x4)′ was generated from the multivariate normal distribution with
mean 0 and Cov(xk, xm) = 0.5|k−m|, and uj was generated from the Uniform(−1, 1) distri-
bution. The zero function g4(uj)was used to explorewhether the SRmethod could estimate
an unnecessary term in the model adequately. Errors εj were generated from one of three
distributions considered: a standard normal distribution, N(0, 1); a contaminated normal
distribution, CN(0.95), with contamination rate of 0.05; or a Student’s t distribution with
3 degrees of freedom, t(3). Simulations were performed on n = 200 and n = 400 samples
and repeated for 500 iterations. The functions gk were estimated using the penalized LS
method and the SR method. For each smooth, the mean squared error (MSE) across all
T = 500 iterations for each estimation method was calculated as

MSE(gk) = 1
T

T∑
p=1

( n∑
i=1

(gk − ĝk)2

n

)
.

For visual comparison, the estimated smooth functions from each method for each gk
were also plotted for the 500 iterations with the true functions overlaid. We constructed
a test data set ofm = 50 for the n = 200 sample set andm = 100 for the n = 400 sample
set to compare the out-of-sample prediction performance of the proposed method to the
LS method. The mean squared prediction error (MSPE) across all T = 500 iterations was
calculated for each smooth for the SR and LS methods as

MSPE(gk) = 1
T

T∑
p=1

( m∑
i=1

(gk − ĝk)2

m

)
.

For the model with errors drawn from N(0, 1), the SR method was on par with LS,
with MSE approximately equal between both methods for all estimated coefficient func-
tions even as sample size increased (Figure 5). This was similarly observed for predictions
made on test data (Figure 6). SR estimation of the model with errors drawn fromCN(0.95)
was more accurate than the LS method, particularly at the boundaries of the functions
(Figure 7). The same was true for the model with errors generated from the t(3) distribu-
tion (Figure 9). Out-of-sample predictions from the SR method were also more accurate
than LS for the CN(0.95) and t(3) errors (Figures 8 and 10). MSE and MSPE were con-
sistently lower for coefficient functions estimated for training data and predicted for test
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Figure 5. Individual smooths {g0, g1, g2, g3, g4} for a varying coefficient model with N(0, 1) errors esti-
mated using penalized least squares (LS) and signed-rank (SR) methods for 500 simulations (in grey),
with the true functions overlaid in black.

data using the SRmethod for models with errors fromCN(0.95) and t(3). As expected, the
SRmethod outperformed the LS method for contaminated and heavy-tailed distributions,
and the SRmethod was more accurate in its estimation and prediction of the zero function
for these types of distributions.

4. Application

In this section, we compare SR-based VCMfitting with the penalized LS approach inmod-
eling catches of sablefish (Anoplopoma fimbria) and Pacific cod (Gadus macrocephalus) in
the Gulf of Alaska. The data for this study were obtained from the National Oceanic and
Atmospheric Administration (NOAA) for download to the public. The annual longline
survey of the Marine Ecology and Stock Assessment (MESA) Program drops baited lines
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Figure 6. Individual smooths {g0, g1, g2, g3, g4} for a varying coefficient model with N(0, 1) errors pre-
dicted for a test data set of size m using penalized least squares (LS) and signed-rank (SR) methods for
500 simulations (in grey), with the true functions overlaid in black.

at specific locations ( ‘stations’) off the coast of Alaska to catch groundfish species along the
entire coast [1]. A catch per unit effort (CPUE) is calculated for each species within each
geographic area [13]. MESA data were acquired for the years of 1979 through 2012. Sea
surface temperature (SST) measured every three to six hours for corresponding locations
and years 1982 through 2012 were obtained from infrared satellite sensors via the National
Centers for Environmental Information [35]. SST is considered an important factor for
recruitment in many fish species: since sablefish and cod larvae inhabit shallow coastal
zones, they are likely to be directly affected by fluctuations in SST. Juvenile sablefish are
believed to be particularly sensitive to water temperature changes [43,44], and Pacific cod
show similar sensitivities, especially in growth rates and survival [25,27,28]. Since sablefish
and Pacific cod spawn in deep waters in late winter and early spring, seasonal amplitude
of SST was calculated as the mean of June, July, and August minus the mean of December,
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Figure 7. Individual smooths {g0, g1, g2, g3, g4} for a varying coefficientmodelwithCN(0.95) errors esti-
matedusingpenalized least squares (LS) and signed-rank (SR)methods for 500 simulations (in grey),with
the true functions overlaid in black.

January, and February. In addition, sablefish and Pacific cod are not substantially recruited
to longline gear in their adult habitat until at least five years of age [2,7,37], therefore SST
measures were lagged by five years to consider the effect of temperature on the juvenile
stage of the population entering recruitment.

In this example, we focused on determining the spatial catch densities of Pacific cod
and sablefish and whether inclusion of spatiotemporally varying SST improved model
prediction, a key goal for managers. Two models were fit for each species’ CPUE and
included threemain factors expected to affect population dynamics: location in the form of
latitude-longitude pairs, time in the form of years, and environment in the form of seasonal
amplitude of SST lagged by five years.

The intercept model considered was

Y(u,v,t) = z1(u, v, t)+ ε(u,v,t) , (3)
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Figure 8. Individual smooths {g0, g1, g2, g3, g4} for a varying coefficientmodelwithCN(0.95) errors pre-
dicted for a test data set of size m using penalized least squares (LS) and signed-rank (SR) methods for
500 simulations (in grey), with the true functions overlaid in black.

where t is time in years from 1982 to 2012, u is latitude, v is longitude, and z1 is a
three-dimensional tensor smoothing function. There were a total of 2877 observations for
sablefish and 2297 observations for Pacific cod. The sablefish CPUE was roughly symmet-
ric. However, Pacific cod CPUE values were right skewed and were therefore modeled via
two separate approaches: a symmetric distribution assumption where SR estimation was
fit using theWilcoxon score function and a right-skewed distribution assumption where a
bent score function [26] was used to accommodate skewness in the response distribution.
The bent scores were generated using the score function

ϕ+(u) =

⎧⎪⎨⎪⎩
4
√
2

3
u , u < 3/4

√
2 , u ≥ 3/4 .
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Figure 9. Individual smooths {g0, g1, g2, g3, g4} for a varying coefficient model with t(3) errors esti-
mated using penalized least squares (LS) and signed-rank (SR) methods for 500 simulations (in grey),
with the true functions overlaid in black.

For the second model, we fit a VCM where SST is a predictor with a functional coefficient
of space and time,

Y(u,v,t) = z1(u, v, t)+ z2(u, v, t) · SST(u,v,t) + ε(u,v,t) , (4)

where z1 and z2 are three-dimensional tensor smoothing functions; location is defined as
in the spatio-temporal formulation; and t is time in years from 1987 to 2012 due to the
five-year SST lag. Since five years of data were lost due to the lagged SST calculations, the
sample size decreased to 2362 for sablefish and 1804 for Pacific cod using this model. The
same distribution assumptions given previously were also employed for this model.

For each model and each species’ response, we reported the proportion of deviance
explained, a generalization of r2, as ameasure ofmodel fit and prediction [54].We also per-
formed a 10-fold cross-validation to evaluate the model prediction accuracy. To estimate
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Figure 10. Individual smooths {g0, g1, g2, g3, g4} for a varying coefficient model with t(3) errors pre-
dicted for a test data set of size m using penalized least squares (LS) and signed-rank (SR) methods for
500 simulations (in grey), with the true functions overlaid in black.

the cross-validation prediction error (CVE), we calculated the median absolute deviation
for each fold and averaged across all folds. The proportion of variance explained and CVE
from the two models fit for sablefish CPUE are given in Table 1. Table 2 shows the results
for the two models fit on Pacific cod using the two distribution assumptions.

CVEwas lower for the SR estimationmethod than the penalized LSmethod for all mod-
els (Tables 1 and 2). In the case of Pacific cod, SR gives higher variance explained and lower
prediction error that further improve with the use of the bent score function. Proportion
of variance explained values are higher for SR than LS-based VCM estimation across all
models, showing SR estimation produces better fit and prediction. Including SST in the
model increased the variance explained by the model as expected. It also lowered CVE
for both sablefish and Pacific cod catch. Therefore, fisheries managers estimating sablefish
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Table 1. Proportion of variance explained (Var. expl.) and cross-
validation prediction error (CVE) for penalized least squares (LS)
and signed-rank (SR) estimation procedures.

Method Var. expl. CVE

Model 1 LS 0.776 0.981
SR 0.848 0.912

Model 2 LS 0.828 0.861
SR 0.903 0.769

Note: Varying coefficient models for sablefish CPUE: Model 1 is
Y(u,v,t) = z1(u, v, t)+ ε(u,v,t) and Model 2 is Y(u,v,t) = z1(u, v, t)+
z2(u, v, t) · SST(u,v,t) + ε(u,v,t) .

Table 2. Proportion of variance explained (Var. expl.) and cross-
validation prediction error (CVE) for penalized least squares (LS),
signed-rank (SR), and signed-rank with bent score function (SR-
bent) estimation procedures.

Method Var. expl. CVE
Model 1 LS 0.841 0.170

SR 0.909 0.156
SR-bent 0.921 0.152

Model 2 LS 0.875 0.147
SR 0.937 0.133

SR-bent 0.945 0.130

Note: Varying coefficient models for Pacific cod CPUE: Model
1 is Y(u,v,t) = z1(u, v, t)+ ε(u,v,t) and Model 2 is Y(u,v,t) =
z1(u, v, t)+ z2(u, v, t) · SST(u,v,t) + ε(u,v,t) .

or Pacific cod catch in the waters surrounding Alaska can achieve better predictions by
including SST into their models.

5. Conclusion and discussion

The application of signed-rank-estimated VCMs to fisheries data produced increased
deviance explained and decreased prediction error. This highlights the usefulness of the
signed-rank method for prediction of ecological data where the VCM structure is appro-
priate. We have also illustrated that lower prediction error for skewed distributions using
signed-rank estimation can be achieved by using appropriate bent score functions under
a Gaussian distribution. Figure 11 shows the scaled residuals for Pacific cod catch using
the VCM with a spatiotemporally variant SST fit with the classical penalized LS proce-
dure and our proposed signed-rank procedure using the bent score function. Similar to
the sablefish CPUE residuals presented already, the signed-rank approach was less influ-
enced by outliers in Pacific cod CPUE than the classical VCM method. The use of VCMs
for modeling spatial data in many areas of ecology is common [4,50,55], and the fisheries
community has used these models extensively over the past two decades to track popu-
lation and catch changes [45,46,49]. Typically, spatial covariates and time are considered
additive with separate smoothing functions [11,34,36,48]. These types of models assume
that the response trends over time have sufficiently similar patterns over all locations. For
data that cover large areas, such as tracts of ocean typically observed in fisheries data, this
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Figure 11. Scaled Pearson residuals plotted by area for Pacific cod CPUE modeled with a spatiotempo-
rally variant sea surface temperature fit using penalized least squares (LS) or the signed-rank procedure
with bent score function. BSAI = Bering Sea and Aleutian Islands; GOA = Gulf of Alaska.

assumption is unlikely to be supported. Given the highly variable nature of biological sys-
tems, a more suitable supposition is that the pattern of response over time is likely to vary
based on the location. In fisheries studies, the spatiotemporal model is not commonly used
to model catch or population size by considering the response to change over location and
time simultaneously [3,5,51]. Using the three-dimensional tensor models allowed for esti-
mating catch or population changes over time for each location point, thereby gaining a
better understanding of whether locations share certain response patterns.

By illustration, we plotted each station’s fitted sablefish and Pacific cod CPUE values
against time in years using Equation (3) (Figure 12). The station-location effect in sable-
fish and Pacific cod catch may point to spatial differences in environment affecting fish
catches in two distinct geographic regions. The stations occupying the Bering Sea, Aleutian

Figure 12. Sablefish (left) and Pacific cod (right) CPUEmodeled by Equation 3 using 3D spatiotemporal
smoothers.
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Islands, and Western Gulf of Alaska management areas (BSAI) in the MESA longline sur-
vey [1] have a pattern of CPUE distinctive from stations in the Central Gulf, West Yakutat
and East Yakutat/Southeast areas (GOA). Marked differences between the Gulf of Alaska
area and the Bering Sea/Aleutian Islands region in ocean currents, sea-level pressure, and
changes in mixed layer depths are known to exist [16]. Distinct variations in these fac-
tors have many potential pathways through which to transfer effects of climate to marine
life. Large variations in the flow of the Alaskan Stream, an extension of the warm-water
Alaskan Current which flows from Kodiak southwest along the Alaskan Peninsula, have
been observed [40]. These variations do not persist near the Aleutians due to the stream
rejoining its split inflow around 165◦W. Identical marine taxa in nearby regions have been
shown to display opposing responses within the same climate regime shift [8]. The split in
catch trends of both sablefish and cod appears to support such evidence. Alaska’s Unimak
Pass, which approximately separates stations in the BSAI from those in the GOA, facili-
tates water transport from the Gulf of Alaska to the Bering Sea, and this fresher coastal
water forms a front in the vicinity of the pass [41]. The distinction in catch trends is more
apparent when observing stations closer to the Aleutian Islands and occupying the Bering
Sea. The Bering Sea has colder water temperatures due to sea-ice melt and a cold subsur-
face pool in the summer, which creates a contrasting environment to the Gulf of Alaska
region [8]. These differences are strongly tied to variations in primary production and are
theorized to change trophic control in the Bering Sea ecosystem along with abundance of
fishes, pinnipeds, and seabirds [24]. In turn, these ecosystem changes are expected to affect
the wider North Pacific region in the future [18].

Heterogeneity over space and time should also be a consideration when including
environmental and climatic variables in spatial and spatiotemporal VCMs, particularly
for variables known to change over space and for datasets covering larger geographic
regions. However, including spatially or spatiotemporally variant environmental factors
has not been commonly adopted in ecological and fisheries management models [38]. The
improvement in prediction for sablefish and Pacific cod CPUE when adding SST as a spa-
tiotemporally varying environmental variable and evidence of temperature effects on early
life histories in both fishes are strong indications that environmental conditions are impor-
tant for accurate predictions and could contribute substantially to management decisions.
While it is likely that SST has an impact on sablefish in the northeast Pacific, SST is not
able to capture the full range of variability of regime shifts in the North Pacific. Regime
shifts are also insufficient to explain climate variability in the region [31]. It is therefore
necessary to consider other environmental and anthropogenic factors that may contribute
to changes in catch rates in these complex marine systems. This would require models that
include smoothing in higher dimensional spaces, perhaps taking advantage of sparsity in
predictor matrices. Therefore, carefully considering and attempting to account for natural
variability in biological systems usingmore dynamic and flexiblemodelswhilemaintaining
predictive power through use of robust estimation methods can lead to more informa-
tive inferences and better predictions of changes in biological responses to environmental
trends.
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