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Motivated by the desire to understand the leading-order nonlinear gravitational wave interactions around
arbitrarily rapidly rotating Kerr black holes, we describe a numerical code designed to compute second-
order vacuum perturbations on such spacetimes. A general discussion of the formalism we use is presented
in [N. Loutrel et al., Phys. Rev. D 103, 104017 (2021)]; here we show how we numerically implement that
formalism with a particular choice of coordinates and tetrad conditions and give example results for black
holes with dimensionless spin parameters a = 0.7 and a = 0.998. We first solve the Teukolsky equation for

the linearly perturbed Weyl scalar ‘P(]), followed by direct reconstruction of the spacetime metric from ‘I’il ),

and then solve for the dynamics of the second-order perturbed Weyl scalar ‘Pf). This code is a first step
toward a more general purpose second-order code, and we outline how our basic approach could be further
developed to address current questions of interest, including extending the analysis of ringdown in black
hole mergers to before the linear regime, exploring gravitational wave “turbulence” around near-extremal
Kerr black holes, and studying the physics of extreme mass ratio inspiral.
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I. INTRODUCTION

In this paper we initiate a numerical study of the dynamics
of second-order vacuum perturbations of a Kerr black hole.
Linear black hole perturbation theory has played an impor-
tantrole in the study of black holes, with diverse applications
from mathematical physics to gravitational wave astrophys-
ics (for reviews see e.g., [1-3]). Regarding the latter, it is
used in interpreting the ringdown phase of a binary black
hole merger and for extreme mass ratio inspirals (EMRIs).
Studying both physical regimes are currently computation-
ally intractable to full numerical solution without recourse to
perturbative methods.

For some applications it may be necessary to go beyond
linear perturbations. Here for brevity we only mention a
couple of key incentives (a more thorough discussion that
motivates this study can be found in our companion paper
[4]). In order to extract subleading modes of the ringdown
following comparable mass mergers, it may be necessary to
consider nonlinear effects. The “problem” with such
mergers is that the leading-order quadrupole mode is
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excited with such high amplitude relative to subleading
modes (see e.g., [5,6]) that nonlinear mode coupling could
produce features of similar strength to subleading modes;
this is particularly so within the first few cycles of ringdown
where most of the observable signal, hence most opportunity
for measurement, lies. It will be important to quantitatively
understand second-order features to reap the most out of
ringdown analysis of future loud merger events.
Nonlinear physics may also play an important role in the
ringdown of near-extremal Kerr black holes.! This can
partly be motivated by the presence of a family of slowly
damped modes, whose damping timescale grows without
bound as the black hole spin approaches its extremal value
[11-13].% The slower damping of perturbations implies
nonlinear effects could be more pronounced; most in-
triguing in this regard is the suggestion that mode coupling

'We note though that comparable mass mergers cannot
produce near-extremal remnants (see e.g., [7-10]), and it is
unknown how rapidly the typical supermassive black holes in the
Universe, of relevance to EMRIs, rotate. Thus near-extremal
ringdown may end up being more a question of theoretical, rather
than astrophysical, interest.

Though there is some controversy about exactly what the
spectrum of modes of extremal and near-extremal black holes is;
see e.g., [14-18].

© 2021 American Physical Society
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induces a turbulent energy cascade in near-extremal Kerr
black holes [19], similar to that seen in a few studies of
black holes and black branes in asymptotically anti—de
Sitter (AdS) spacetime [20-22]. Nonlinear effects almost
certainly play some role in the physics of extremal Kerr
black holes, as those have been shown to be linearly
unstable [11,23,24] (the instability may be related to the
above mentioned slowly damped quasinormal modes, that
become “zero damped” in the extremal limit).

Finally, we mention that second-order black hole pertur-
bation theory plays an important role in computing the
second-order self-force of a small particle orbiting a black
hole, which is relevant to modeling EMRIs (e.g., [25]). We
note though that in this paper we only consider the second-
order vacuum perturbation of a Kerr black hole, so our results
are not directly applicable to modeling EMRI physics.

Following a brief summary of our formalism in Sec. Il A
(whichis described in more detail in our companion paper [4]),
in the remainder of this paper we describe a numerical
implementation of the method and then analyze a few example
runs from our code. In the remainder of the introduction we
give a general overview of our numerical approach.

Several steps are required to arrive at the desired second-
order perturbation. First is to solve for a linear gravitational
wave perturbation characterized by the Weyl scalar ¥, (or
equivalently ¥() using the Teukolsky equation [26]. As
described in Sec. II B, with more details given in the
Appendix C, we begin with the Kerr metric in Boyer-
Lindquist form and a rotated version of the Kinnersley tetrad
[27] and then transform these to a hyperboloidal compacti-
fied, horizon penetrating coordinate system. In these coor-
dinates then we numerically solve the Teukolsky equation in

the time domain, starting with Cauchy data for ‘Pgl). (We
note that many codes have been developed over the years to
solve the Teukolsky equation; see, e.g., [28-35].)

Campanelli and Lousto first showed that the evolution of
the second-order perturbation of W, is also governed by the
Teukolsky equation, with a source term that depends on all
components of the first-order metric perturbation 7, [36].
The next step in our calculation is therefore to reconstruct
this first-order metric correction from the first-order per-
turbation of W,. We directly reconstruct the metric by
solving a set of nested null transport equations in the
outgoing radiation gauge [37]. Once this is complete, we
numerically solve the Teukolsky equation in the time
domain with the second-order source term for the sec-
ond-order correction to W,. This latter quantity is in general
not invariant under first-order gauge or tetrad transforma-
tions (see [36]); as discussed in Sec. III, in our coordinate
system we can avoid these issues if we measure the waves
at future null infinity in an asymptotically flat gauge, which
is one reason why we employ a hyperboloidal slicing and
the outgoing radiation gauge.

One difficulty with using null transport equations in
conjunction with the (3 4 1) Cauchy evolution scheme we

Teukolsky equation
T=0 evolutionin ¢

Région of support
of initial data for
the first-order ¥,

FIG. 1. Schematic Penrose diagram demonstrating the domains
of evolution and metric reconstruction. The Teukolsky equation is
integrated using a Cauchy evolution scheme along hypersurfaces
of constant time 7, whereas metric reconstruction is carried
out using null transport equations in the u direction, with
characteristics tangent to the ingoing Newman-Penrose vector
n*. We provide initial data for the first-order ‘I’f‘l) at T = 0, with
compact support in radial distance from the black hole in the
range r = (r;, r,), intersecting a range in advanced (retarded)
time of u = (u,,u;) (v = (v;,v,)). Thus only in the region
u > u,, T > 0, does the spacetime differ from Kerr, which allows
for trivial initial data for the first-order metric reconstruction
equations along u = u,. For simplicity, as explained in the text,
we begin evolution of the second-order perturbation ‘I‘f) at
T = T,; in a sense then this is our “true” initial data surface for
the gravitational wave perturbation of Kerr calculated to second-
order. For technical reasons explained in Sec. IV, this initial data
setup only leads to consistent metric reconstruction if ‘I‘y) has
azimuthal mode content |m| > 2.

use for the Teukolsky equation is that their domains of
integration do not “easily”” overlap. An implication of this is
if we wanted to solve for the second-order perturbation over
the entire domain of our Cauchy evolution, we would need
to solve a set of first-order constraint equations on the initial
T =0 slice to give self-consistent initial data for the
reconstruction equations. As explained more in Sec. IV
and illustrated in Fig. 1, we avoid this issue here by

choosing initial data for the first-order ‘{’5‘1) that has
compact support on the initial slice and only solve for
the first-order metric beginning on an ingoing null slice (v,,)
intersecting 7' = 0 outside of this region (as we explain in
Fig. 1, our metric reconstruction equations are transport
equations along the ingoing null tetrad vector n*). Then,
initial data for reconstruction only need to be specified
along the outgoing null curves u = u,,, which is trivially the
Kerr solution. In principle we could immediately begin the
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second-order evolution for » > v, though again to simplify
the Cauchy evolution we only start second-order evolution
at a constant hyperboloidal time 7' after all the ingoing data
from v; to v, have entered the black hole horizon. The
Cauchy evolution prior to this is then, in a sense, simply
providing a map from initial data for the first-order ‘I’A&])
specified on T = 0 to the “true” initial time 7 = T,. As
implemented in the code, during each step of the Cauchy
evolution we also perform reconstruction (and second-
order integration for 7 > T,). The reconstruction will
therefore not be consistent until evolution crosses
v = v,, but for illustrative purposes we also show inde-
pendent residuals of our reconstruction procedure prior to
that, to demonstrate that the inconsistency then has no
effect on the consistency of the solution afterward.

As described in Sec. V, we use pseudospectral methods
to solve both the Teukolsky and null transport equations;
the code can be downloaded from [38]. Example results are
given in Secs. VIA and VIB for a black hole with
dimensionless spin a = 0.7 and a = 0.998, respectively.
Specifically, for the examples we consider the linear wave
only contains azimuthal e”¢ angular dependence for
m = 2. This linear field sources a second-order ‘I‘f)
containing modes with both m = 0 and m = 4. We con-
clude in Sec. VII, which includes a discussion of how our
methods and code will be extended to tackle the problems
we are ultimately interested in addressing.

In Appendix A we describe the conventions we use for
the Fourier transform and normalization of discrete quan-
tities used to display some of our results. In Appendix B we
provide a derivation of the metric reconstruction equations
and second-order source term in the specific gauge and
coordinates used here, which is slightly different from the
analytical example case give in [4]. We describe the
transformation of the Kerr metric and Kinnersley tetrad
in Boyer-Lindquist coordinates to the coordinates we use in
the code in Appendix C. Finally, in Appendix D we collect
some useful properties of spin-weighted spherical harmon-
ics, which are used in our pseudospectral code.

A. Notation and conventions

We use geometric units (824G = 1, ¢ = 1) and follow the
definitions and sign conventions of Chandrasekhar [39] (in
particular the 4+ — —— signature for the metric), except we
use Greek letters y,v... to denote spacetime indices. We
use the nonstandard symbols @ = 3.14159... for the
number “pi” (to avoid confusion with the Newman-
Penrose scalar ) and the symbols ‘R and 7 to, respectively,
denote the real and imaginary parts of fields. We use an
overbar f to denote complex conjugation of a quantity f.

We write the perturbed metric g, about a background

solution g,(g) as g,, = gff,i) + hy,, where hy,,, is the first-order
perturbation. Other than the metric, we denote an nth-order

quantity in a perturbative expansion with a trailing

superscript ("); e.g., the Newman-Penrose scalar ¥, =

Tgo) + \Pgl) to linear order. However, for brevity, in terms of
expressions where the correction to a background quantity
will lead to a higher-order perturbation than considered, we
drop the () superscript from the background quantity. For
example, in the Teukolsky equation, Eq. (3) below, all

(1)

symbols other than ¥, are background quantities.

II. DESCRIPTION OF THE SCHEME

In this section we summarize details of the
reconstruction scheme and second-order perturbation equa-
tion described in [4] that are particular to our numerical
implementation.

A. Use of the NP and GHP formalisms

We make extensive use of the Newman-Penrose (NP)
[40] formalism. In Appendix A of the companion paper [4]
we gave a brief overview of the NP formalism, and to avoid
excessive repetition we do not reproduce that here.
However, we now mention the most salient definitions
of the NP formalism necessary to understand the main
points of this paper.

The NP formalism decomposes the geometry and
Einstein equations in terms of an orthonormal basis of
null vectors, {l*,n*, m‘,m*}; I* (n*) is an outgoing
(ingoing) real null vector, and m* is a complex angular
null vector with 7# its complex conjugate. These define the
four directional derivative operators

D=10rd,  A=n'd, (1)

6 =m"d,, 6 =mtd,. (2)
A vacuum geometry is characterized by the five complex
scalars {¥y, ¥, ¥, V3, ¥4}, which are contractions of the
Weyl tensor with various products of the null tetrad. The
complex spin coefficients (essentially combinations of Ricci
rotation coefficients, the tetrad analog of the connection in a
metric formalism) are {a,f,y,€,p, 4, 7, u,v,7,0,k}. We
choose a null tetrad, the explicit form of which is given
later, such that for the background Kerr solution ¥y = ¥; =
¥Y; =¥, =0 =k =v=24=0 (which is always possible
for a general type D background) and y = 0 (whichis always
possible when the background is Kerr).

In the NP formalism, perturbations of the Kerr spacetime
lead to one master equation for the linearly perturbed Weyl
scalar ¥, known as the Teukolsky equation [26], specifically

TV = [(A+4u + ) (D + 4e — p)
— (@ +4r—-7)(d—1) = 3%, )PV =0. (3)

[Here we have made use of the Geroch-Held-Penrose (GHP)
operators 0 and &, which we define in Eq. (4).] The first step
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of our procedure is to solve the Teukolsky equation for ‘I"(‘I).

We discuss how we numerically solve this equation in
Sec. VA.

We also make some use of the GHP [41] formalism; in
particular we use the following GHP derivatives acting on
some NP scalar #:

o= (86— pp—qam, (4a)

O'n = (56— pa—qp)n. (4b)

where {p, ¢} are the (constant) weights of 7 (related to its
spin and boost weights).

B. Choice of background coordinates and tetrad

We choose a form for the background Kerr metric, with
mass and spin parameters M and a, respectively, that is
horizon penetrating and hyperboloidally compactified so
that the constant time 7" (spacelike) slices become asymp-
totically null, reaching future null infinity at finite coor-
dinate radius. An outline of how we derive these
coordinates is given in Appendix C; here we simply
summarize their most important qualities.

We use a rotated version of the Kinnersley tetrad that is
regular at future null infinity; in (7, R, 9, ¢) component
form, the tetrad vectors read

= R om(2m— (4R
~ L* + a?R%*cos?9 L

_% (L2 _2MR + (%) 2R2> 0, a>, (5a)

4MR R?
nﬂ:<2+112,142,0,0>, (Sb)
R i
mt = —iasind,0,—-1,———]. (5¢
V2(L?—iaRcos 9) ( sm&) Ge)

Here R is the compactified radial coordinate, related to the
Boyer-Lindquist radial coordinate by

r=— (6)

with L a constant parameter (R = 0 thus corresponds to
future null infinity).

With this tetrad and metric, the only nonzero Weyl
scalar is

MR?
¥o=- (L> = iaR cos(9))>’ ™

and the nonzero spin coefficients are

R(a*R? + L* - 2L>MR)
2(L? — iaR cos(9))*(L* + iaR cos(9))’

p=- (8a)

- R
- —L?+ iaR cos(d)’

I (8b)

B iaR? sin(9)
i V2(L? = iaR cos(9))*’ (8¢)

- iaR?sin(9)
e V2(a*R? cos?(8) + L*)’ (8d)

_ R*(a*(—R) —ia cos(9)(L* — MR) + L*M)

‘= 2(L? — iaR cos(8))*(L? + iaR cos(9)) (8¢)
B R cot(9)
‘= V2(2L2 + 2iaR cos(8))’ (80

_ R(—L?*cot(9) + iaR sin(9)(csc*(9) + 1))
r= 2V2(L” - iaR cos(9))? - Gy

The coefficients a@ and S are singular at the poles
(8 = 0, w), but when expanded out in the equations of
motion they only appear with other terms that in combi-
nation are regular there. Other than this, all spin coefficients
are regular in the domain of interest, namely on the black
hole horizon and the region exterior to it. Notice that with
the Kinnersley tetrad ¢ = 0, but we have rotated to a tetrad
where y = 0 instead.

The quantities above are sufficient to completely deter-
mine the Teukolsky and metric reconstruction equations,
and so for brevity we do not write out the explicit form of
the Kerr metric in these coordinates.

C. Choice of linearized metric gauge
and linearized tetrad

After computing ‘Pgl) , we need to specify a gauge in which
to reconstruct the first-order metric; we choose the outgoing
radiation gauge, defined by the following conditions:

hy,n* =0, (9a)

12
g*h,, =0. (9b)

For type D background spacetimes one can always impose
the outgoing (or ingoing) radiation gauge, despite the fact
that this imposes five conditions on the linear metric [42].
The only nonzero tetrad projections of A, in outgoing
radiation gauge are

]’l” = //l”ylﬂly, (10a)

hyy = hy, 'm”,

(10b)
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My = hyym*m?, (10c)
and the complex conjugates of the last two, i.e., h;; =
h, 'm* and hy, 5 = h,, m'm".

As detailed in Appendix B, in this gauge we can choose
the linearly perturbed tetrad vectors so that the first-order
corrections to the derivative operators are

1
D) = —5huh, (11a)
A =, (11b)
1 -
6 = —hy, A + = h,,0. (Ilc)

2

D. Metric reconstruction equations

Our metric reconstruction procedure consists of solving
a nested set of transport equations that are derived by
linearly expanding some of the Bianchi and Ricci identities
in the NP formalism; see Appendix B. Unlike metric
reconstruction procedures that use “Hertz potentials”
(see e.g., [37]), our method directly reconstructs the metric
from ‘P41). The basic idea of this metric reconstruction
procedure was first described by Chandrasekhar [39]. One
advantage of our implementation of Chandrasekhar’s idea
is that it does not require using any specific features of a
particular coordinate system beyond the gauge and tetrad
choices we have already stated; a similar approach has
recently been rigorously analyzed by Andersson et al. [43].
A disadvantage of our implementation though is that
outgoing radiation gauge is incompatible with most forms
of source term, including from matter with a stress energy
tensor that is not trace-free or that coming from first-order
vacuum perturbations.3 Therefore, we can compute the
gravitational wave perturbation ¥, to second-order, but the
metric tensor only to first order. Recently [46] proposed a
method based (in part) on Hertz potentials that does not
seem to have such restrictions. However, for our purposes
we believe our method is more straightforward to

*We note though that the general approach of reconstructing
the metric by solving a series of nested transport equations does
not require one to use the radiation gauges; indeed Chandrasekhar
[39] does not use a radiation gauge. For a brief review of recent
works that directly reconstruct the metric: Andersson et al. [43]
work in outgoing radiation gauge for perturbations of Kerr;
Dafermos, Holzegel, and Rodnianski [44] work in a double null
gauge for perturbations of Schwarzschild; and Klainerman and
Szeftel [45] work in a Bondi gauge for perturbations of Schwarzs-
child. In a different gauge one could presumably reconstruct the
metric in the presence of linearized matter perturbations. That
being said, using a radiation gauge greatly simplifies and reduces
the number of metric reconstruction equations that we need to
solve and is sufficienggor solving for the dynamics of the second-
order Weyl scalar ¥, about a Kerr background.

implement (see our companion paper [4] for more dis-
cussion on these different approaches to reconstruction).

Given a solution ‘Pgl) to the Teukolsky equation, below
are the transport equations we solve to reconstruct the first-
order metric:

—(A+4¥ + (0-0)9) =0, (12a)
~(A+p+ a0 - =0, (12b)
~(a+3u)¥) + (0 -20%) =0, (120)
—(A = p+ f)hyp — 220 =0, (12d)

1
~An) 9 — @+ U (@ + Dhn = 0. (12¢)
—(A + @)y =22V — thy, 5 =0, (12f)

— (A+71) (uhyy) = (O + 7 + 20 gy, = 295 = (& = 7) iy
+ (0 = 3pm + 2fizw — 2u7) hyyy

—~2(3+ )21 =277V =0. (12g)
We solve the equations in the sequence listed, in each
step obtaining one of the following set of unknowns:
(el A0 W po o 2 . by}, We set the initial val-
ues for all these quantities to zero; as explained in the
introduction and Sec. IV, this choice is consistent from the
ingoing slice v = v, shown in Fig. 1 onward (i.e., for
v > v,), as long as the initial data for ‘I‘g”
azimuthal modes |m| > 2.

only contain

E. Source term for the second-order perturbation ‘I‘f‘z)

Having computed the linearized metric, we can then
solve for the second-order perturbation of the Weyl scalar,

‘I‘iz). As was first shown in [36], the equation of motion for

‘sz) can be written as
T = S[h,), (13)

where 7 is the Teukolsky operator [Eq. (3)] and S is the
“source” term which depends on the first-order perturbed
metric. The general expression for S is given in [4,36].
Here we write it down in outgoing radiation gauge and with
our background tetrad choice (see Appendix B for a
derivation):

S=(A+au+p)sy+ (0 +4z-7)8,  (14)

where
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1 1
8= hn(A+u) + [§<6+ﬁ+2r>hzm

1
+(A—p+p)hy —5(5/ - 5”_47_:)hlm:|

1
— 3@+ 742+ (A= 2+ )]

1
- (h,ﬁ,A ~3h7ad —47r(1)> gl —309) - (15a)

1
8= —hun (B + p o+ 20) %, + 2 108

1 1
+ lpgl) |:7_7,'(1) - Ahlm + <6/ - 577: - E%) hmm:| . (ISb)

III. MEASUREMENT OF THE GRAVITATIONAL
WAVE AT FUTURE NULL INFINITY

For outgoing radiation at future null infinity in an
asymptotically flat coordinate system there is a simple
relation between ‘Pgl) and the linearized metric (e.g., [26]):

lim ") = —l(agm —i0Ph,), (16)
r—>o0 2

where the + and x subscripts refer to the “plus” and “cross”
polarizations, respectively, of the gravitational wave. From
this we can then also calculate other quantities of interest,
such as the energy and angular momentum radiated to

future null infinity.
As is discussed in [36] (see Secs. III C and IV therein),

‘sz) is in general not invariant under gauge or tetrad
transformations that are first order in magnitude (it is
invariant under second-order transformations). This com-
plicates the interpretation of ‘I‘f), unless the gauge or tetrad
is fixed in an appropriate way, or as outlined in [36], a

gauge invariant object is calculated that by construction

reduces to ‘I’f) in the desired gauge at null infinity. Here,
because we use the outgoing radiation gauge in an
asymptotically flat representation of Kerr, and our first-
order correction to the tetrad (Bla) amounts to a class II
transformation that leaves W, invariant [39], we can directly

interpret ‘I‘f) as we do ‘Pgl) in (16) at future null infinity;

i.e., we can interpret the real and imaginary parts of ‘Pf) as

the second time derivative of the plus and cross gravita-
tional wave polarizations, respectively.

Another way to understand the physical interpretation of
the second-order gravitational wave perturbation at future
null infinity is through the radiated energy and angular
momentum [36]:

2
}, (17a)

r? u
= lim{ — / dQ / du'®,
T, r—oo (471 [ oo

d_E
du

.
du

2 u
— _1imR{— [ aefa, | awv,
roco |41 ¢
T Q —o0
x (/ du’/u du”‘h)}.

In computing ‘I‘f) at future null infinity using outgoing

radiation gauge to linear order, one can compute the linear
and leading-order nonlinear contribution to the radiated
energy and angular momentum through future null infinity.

(17b)

IV. INITIAL DATA

As discussed in the introduction and illustrated in Fig. 1
there, on our 7 = 0 initial data surface i, we set ‘Pf‘l) to be
nonzero, smooth over a compact region p, C i, and set the
rest of our evolution variables (the metric reconstructed
variables {h. hyz. by s P8 WS, A0 20} and W) to
be zero everywhere on . The initial data are consistent if
they satisfy all of the Einstein equations to the relevant
order in perturbation theory. Our choice of initial data is in
general only consistent in the complement of p, and then
only, as discussed in the following subsection, for angular
components with / > 2. As the reconstructed metric var-
iables are advected along n* (the principal part of their
corresponding transport equations is A), the constraint-
violating modes in our initial data will also be advected
along n*, into the black hole. As the constraint-violating
region is restricted to the initial compact region p, within a
finite amount of evolution time all of the / > 2 constraint-
violating modes will propagate off our computational
domain.

To estimate how long we must wait until the constraint-
violating modes are advected into the black hole, we
compute the travel time along n* from the outermost point

R, of the support of ‘Pgl) on the initial data slice to the
black hole horizon Ry (recall that R increases toward the
horizon). From

4MR

2

we see that along the characteristic we can write

dr L? 4MR
—=—(2+—]). 19

dR R? < T ) (19)
Thus the time we need to wait is

T Ry dR L? (

B | 4MR
M g MR L?

2L (1 1 Ry
=== —— ) +41 . (20
M <Rmin RH) * n(Rmin> ( )
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Using the relation r = L?/R to convert to Boyer-Lindquist
r, with 7. = L?/R,,i, and for a conservative estimate of
the wait time setting ry = L>/Ry = M, Table 1 gives
several wait times for illustration.

A. Modes |m|=0, 1

A field of spin weight s and angular number m has
angular support over modes [ > max (|s ) (see
Appendix D). Essentially because of this, and as is well

known, the s = -2 field ‘I“(lw cannot describe changes to
the Kerr spacetime mass (which has support over [/ =0
modes) and spin (which has support over [ = 1 modes), nor
can it fix spurious gauge modes with support over those
angular numbers [/ =0 and [ =1 [47]. Moreover, as the
mass and spin modes do not propagate, we cannot simply
begin with a constraint-violating region of compact support
and expect the constraint-violating modes to propagate off
our domain in some finite amount of time (as they do for
I,|m| > 2 propagating modes). In order to obtain fully
consistent evolution we would need to add in consistent
[ =0, 1 data everywhere on our initial data surface.*

We leave constructing such nontrivial initial data for
future research and content ourselves with metric
reconstruction for |m| > 2 modes. We note that while we
can only reconstruct the metric over angular modes
I,|m| > 2, we can still compute their contribution to the

evolution of \Pf) for |m| =0, 1, as that field only has
support over angular numbers / > 2. In particular, for the
examples presented here we can still consistently compute

the contribution of the m = —2 and m = 2 metric recon-

structed fields to the evolution of the m = 0 mode of ‘I‘£2>.

V. CODE IMPLEMENTATION DETAILS

In this section we describe the details of our numerical
implementation. The code can be downloaded at [38]. A
Mathematica notebook that contains our derivations of the

|

TABLEI. Example minimum wait times 7,,,, before constraint-

violating region exits computational the domain, and we begin

evolving ‘I’f) .

rmax/M me/M
3 ~9

5 ~15
10 ~28
50 ~114

equations of motion in coordinate form can be downloaded

at [50].

A. Teukolsky and metric reconstruction equations in
coordinate form

One can economically write a master equation for both
the spin s = —2 equation governing ¥, (3) and the spin
s = 2 equation governing ¥, (see [26]), so we do that here,
though the rest of the paper deals excluswel;r with ‘P4

Following [26], we define the functions 1/14 and 1//0 via
g = Ryl (21a)

1 P\
p) ER<ﬁ il (21b)

which are motivated by the * peeling theorem” [40]: we
expect ‘P ~1/r=R and lI’ ~1/r ~R>. We next
multiply the NP form of the Teukolsky equation
Eq. (3) (and its analog spin 2 version) by 2%z, /R
(ZpL = 1r* +a’cos’9) to make the leading-order terms
finite at R = O (future null infinity). These scalings allow
one to directly solve for and read off the gravitational waves
at infinity as finite, nonzero fields. The resultant spin s =
42 Teukolsky equation, in terms of these variables in our
coordinates and tetrad, is

’R 2MR R? a’M R3
[SM <2M - aL_2> (1 + —> - azsinz&} O3y —2 { - (8M? - ad®)— +4—— ]GTGRI//

L2
R?
2 2 2
- <L —2MR+a —L2> 3 AT

+2[2M<—s+ (2+5)

L2 L L3

4MR
— Ayl —|—2a(1—|— 2 >8T8¢1// + 2a 28R8¢1//(1)

2MR 3a*R? 2R
e ) —aL—2+ isa cosé)} Oy

2Lt
MR 2a’R? W 2aR W MR aR’]

where s should be set to —2 (2) if (!
sphere; see Appendix D.

= 1//4(‘1) (l//(()l)) and (4 is the spin weight s Laplace-Beltrami operator on the unit two-

4Determining consistent / = 0, 1 data is sometimes called “‘completing the metric reconstruction” procedure in the gravitational self-

force literature and remains only a partially solved problem in that field; e.g.,

[48,49], and references therein.
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We rewrite Eq. (22) as a system of first-order partial differential equations by defining

2MR
L2

a2

b [8M(2M——R> (1+
L2

4

+2a<1 +

Q(l)

We decompose the fields in terms of ™, as the
equations of motion are invariant under shifts in ¢.
Defining

PU(T,R,9)
V(T.R.9.¢) = | QU(T,R,9) [e™  (24)
y (T, R, 9)

and factoring out the overall factor of ¢”?, we can write the
Teukolsky equation as

Orv = AdgVv + BAv + Cv, (25)
where A, B, and C are matrices that can be straightfor-
wardly evaluated from Egs. (22)—(24). We empirically find
for very rapidly rotating black holes (a/M Z 0.99) that the
“constraint” Q — dry, = 0 is poorly maintained by free
evolution. To amend this, we evolve our runs by imposing
the constraint Q = gy, at each intermediate step of our
time solver (fourth-order Runge-Kutta scheme; see e.g.,
[51]) and not freely evolving Q. A test that our Teukolsky
solver gives solutions that converge to the continuum
Teukolsky equation then comes from our check that the
late time behavior of \I’il) matches the behavior of a mode
that one would expect for a s = —2, [ = max [|s], |m|]
quasinormal mode (see Sec. V H).

Using the coordinate forms of the tetrad Eq. (C20) and
NP scalars Eq. (8), it is straightforward to write the metric
reconstruction equations (12) and directional derivative
operator A (1) in coordinate form; the full expressions are
not particularly illuminating, so we do not give their
explicit form here. Their full form can be found in the
Mathematica notebook [50]. We describe how we evaluate
the GHP derivatives 8 and & in Sec. V C.

B. Pseudospectral evolution

We numerically solve the Teukolsky equation Eq. (25)
and the metric reconstruction equations Eq. (12) using
pseudospectral methods. Here we review the basic
elements of pseudospectral methods that we implemented
in our code; see, e.g., [52-54] for a general discussion
of these methods. As mentioned, the equations of motion
are invariant under shifts of ¢, so we first decompose

1\42R) 8¢y/(1) +2 [2M (—s +(2+5)

L? L L?

R2 2M R3
) - azsin28} Oyt — 2( - (8M?* —a?)— +4— )6Rw

2MR 3a’R? ’R
7" aL_4> - aL_2 + isacos 19] wl), (23a)
= OpyV (23b)

|
all variables in terms of definite angular momentum
number m:

n(T.R.9.¢) =n"(T,R,8)e™.

(26)
For a given m then, we have to solve a 1 +2 (T + (R, 9))
dimensional system of partial differential equations.

We expand the fields as a sum of Chebyshev poly-
nomials and spin-weighted spherical harmonics. Writing

L2
Rmax = (278.)
I+
x=2 -1, (27b)
= —cosd, (27¢)
we have
(T, x,y) Znnz x)sPIy), (28
where T, is the nth Chebyshev polynomial,
T, (x) = cos (n arccos(x)), (29)

and (P}" is a spin-weighted associated Legendre polyno-
mial (see Appendix D). We use the spin weight s of a
quantity (related to how it scales under certain tetrad
transformations) as introduced by GHP [41]. All NP scalars
except for {a, #, ¢, y} have a definite spin weight, as do our
first-order metric projections; see Table II for a listing of the
spin weights and radial falloff of the variables we solve for
in our code. Expanding each field with the matching spin-
weighted spherical harmonic (P}" ensures the fields auto-
matically have the correct regularity properties along the
axis 9 =0, w.

We evaluate the Chebyshev polynomials at Gauss-Lobatto
collocation points and move to and from Chebyshev space
using fast cosine transforms (FCT)S:

5Specifically, we evaluate the fast cosine transforms using
fastest fourier transform in the west [55]; see [38].
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AT = S (T T, (). (30)

We evaluate the spin-weighted associated Legendre poly-
nomials at the roots of the nth Legendre polynomial and
move to and from spin-weighted spherical harmonics using
Gauss quadrature and direct summation:

Gauss quadrature
— m(T.x)s P (y).  (31)

summation 7

n(T,x,y)

We evaluate radial derivatives by transforming to Chebyshev
space and then recursively use the relation

1 dT
n+l 1 dTn—l — ZT,,,
n—+1 dx n—1 dx

(32)

with the seed condition 7', . ; = 0 as we only expand out to
nmax Chebyshev polynomials. All the angular derivatives in
our equations of motion either appear in terms of the spin-
weighted spherical Laplacian (4 or in terms of the GHP
covariant operators 0 and d'; we discuss how we evaluate
these in Sec. V C below.

We evolve the equations in time with the method of lines,
specifically using a fourth-order Runge-Kutta integrator
(see e.g., [51]). We use a time step A7 of 9/ max (N2, N2),
where N, (N,) is the number of radial (angular) collocation
points. After each time step we apply an exponential filter
to all the evolved variables in spectral space:

coon {2 () Yo

For the results presented here we set A = —40 and p = 16.
We use A = —40 as e™* ~ 107'% is roughly the relative
precision of the double-precision floating point arithmetic
we used. We set p = 16 so that spectral coefficients of low
n and [ are largely unaffected by the filter. Note that the
filter converges away with increased resolution (i.e., larger
Npax and [..). We found using a smooth spectral filter such
as Eq. (33) [as opposed to simply zeroing c,; above a
certain (n, )] was crucial to achieve stable evolution for
high-spin (a 2 0.99) black holes.

We evaluate the source term [Eq. (14)] in two steps. We
first compute 3, and 3, [Eqgs. (15)] and then Eq. (14). We
can rewrite time derivatives in 8, and 8, in terms of spatial
derivatives using the evolution equations (12), which can
then be evaluated using pseudospectral methods (we use P

to evaluate 8}P21)). We compute the time derivative fore.g.,
(A +4u+ )8, by saving several time steps for 8, and
evaluating 9/0T with a fourth-order backward difference
stencil (again spatial derivatives are computed using
pseudospectral methods).

C. Evaluation of the GHP 3 and 0’ operators

We can straightforwardly evaluate the background NP
scalars at each collocation point using Egs. (8). Using the
expressions for the tetrad (C20), we can also straightfor-
wardly evaluate the NP derivatives in Eq. (1). The only
potential difficulty comes from {a,f,8,6}, as they all
contain components that go as ~1/ sin 9; i.e., they blow up
on the coordinate axis d = 0, w. To obtain regular answers
using {a, j3, 6, 5}, we use these terms in combinations that
have definite spin weight. In particular, these terms only
appear in combinations that make up the GHP derivative
operators {9, d'}, which do have definite spin weight when
acting on scalar fields of definite spin weight.6 In our
coordinate system, these operators evaluate to

R 1
on=——————(—iasind0 b
1 V2 (L? —iaR cos 9) (iasin 897 + D)
ip aR?sin 8
_p , 34
V2 (L? — iaR cos 9)? 1 (342)
R 1
Vpnp=——  (iasin80 p
1 V2 (L* + iaR cos 8) (ia sin 997 + )
. R2 . 19
TR N (34b)

V2 (L? + iaR cos 9)? "

where {D, D'} are the raising and lowering operators for
spin-weighted spherical harmonics (see Appendix D) and
{Pp, q} are the weights of the NP field in question (see [41]).
Note that we evaluate {D, P’} in spectral space using the
relations (D8) and (D9). Written this way, the GHP
derivatives are clearly regular at 9 = 0, @ (as they should
be, as they are GHP-covariant quantities).

D. Boundary conditions

We place the radial boundaries of our domain at the black
hole horizon and at future null infinity, which is possible as
our coordinates are hyperboloidally compactified and
horizon penetrating (for more of a discussion on hyper-
boloidal compactifications, see e.g., [56]). At these loca-
tions none of the field characteristics point into our
computational domain, so we do not need to impose
boundary conditions at those boundaries.

The polar boundaries of the computational domain 9 =
{0,w} are not boundaries of the physical domain, and
often in such situations regularity conditions need to be
applied there. However, as we have rewritten all the
equations so they are regular at the poles, in particular
in that we calculate angular derivatives using the GHP &
and & operators applied to the correct spin-weighted
harmonic decomposition of each variable, regularity is
ensured at 9 = 0, w without any additional conditions.

*We have already substituted {3, &'} for {a, 3, 5, 6} in the metric
reconstruction equations (12) and source terms (14) and (15).
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TABLE II.  Spin weight and falloff of key variables. The falloff
is derived by assuming ‘I‘im ~1/r and then considering the
metric reconstruction equations (12); these falloffs are consistent
with the peeling theorem [40] and with what we observe in our
code output. See [4] for a more detailed discussion, in particular
for a derivation of the radial falloff of &;, which depends on
several cancellations in the equations of motion.

Variable Spin weight Falloff
lPé(tl)’i(”’hﬁlﬁl —2 }’_]
w20y, -1 r?
Wy 0 r

E. Second-order equation and radial rescaling

For the second-order perturbation, the corresponding
Teukolsky equation we solve is

(223L %) T (waf)) - (223L %) S, (35)

where 7 is the same spin-weight —2 Teukolsky operator in
Eq. (3) as acts on the first-order perturbation; hence, the
coordinate form of the left-hand side is the same as in
Eq. (22) with s = —2, but with y!" replaced with .

The different radial falloff behavior of different NP
scalars and first-order metric fields can make it challenging
to accurately evaluate the source term S using double-
precision arithmetic. To alleviate some of this, in the code
we use versions of these quantities rescaled by their
assumed falloff, as summarized in Table II. We use a
circumflex to denote the rescaled form of a variable; for
example ‘I’il) = R‘i’il) ,p = Rp, hy;, = R*hy;, etc. Note the
radial derivative acting on a rescaled field is

Orf = R (n + RO)F. (36)

F. Evolution of different m modes

As the Kerr background is invariant under rotations in ¢,
to linear order in perturbation theory each m mode is
preserved. To second-order in perturbations there is mode
mixing. In particular, from the form of the source term
[Eq. (14)] and given at present we only evolve a single
magnitude |m| mode of ‘Pgl)
mixing of the form

in our code, we will have

1)[m 1)[-m 2)[2m 2)[0 2)[—2m
e Enly gm0 @2y (39y

For any given run then we simultaneously evolve first-order
perturbative modes with angular numbers 4+m and second-
order perturbations with angular numbers {0, £2m}.

In astrophysical scenarios, we expect all m modes to be
excited, which would lead to more complicated mode
mixing: from the source term we see any pair of first-order
modes m;, m, will in general produce the four second-
order modes +m; 4+ m,. While our code can handle such
cases, in this paper we only consider mode mixing of the
form [m] — {[0], [£2m]}.

G. Functional form of our initial data

Here we present the specific functional form of initial
data for ‘Pf‘l , in terms of the evolved fields {y,, O, P} (as
defined in Sec. VA above).

As discussed in the introduction, we choose initial data
for ‘Pgl) that have compact support in r, to simplify the
initial conditions for the first-order reconstruction within
the part of the domain where we eventually solve for the
second-order perturbation ‘I’f). For y/gl) (= r‘PED), we
choose the following rescaled “bump function™:

X exp [—L— 2 }SP?Z(&gb), r<r<ry, (38)

0, otherwise,

where r, > r;, ag, Iy and m are constants, and (P} is
a spin-weighted associated Legendre polynomial (see
Appendix D). We set Q1) = 8R1//4(¥1) as per its definition
[Eq. (23b)]. We solve the following equation for P
[Eq. (23a)] at T = O so that the initial gravitational wave
pulse is initially radially ingoing:

nTGTy/gl) + nRaRn,A” =0. (39)

The reason for this choice is to minimize the “prompt”
response at future null infinity from an outgoing pulse that
would largely be a reflection of the initial data, thus more
quickly being able to measure the ringdown response of the
black hole to the perturbation.

H. Independent residuals and code tests

Our metric reconstruction procedure does not use all of
the Bianchi and Ricci identities; we can thus use some
of these “extra” equations as independent residual checks
of our numerical computation. We directly evaluate the
following Bianchi identity [see Eq. (1.321.d) in [39] ]:

By = (8 + 4w
+ (=D —4e +p)¥ = 320W, = 0. (40)

Beginning from [Eq. (1.321.c) in [39] ]
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(=3 =32)¥) + (=0 = 3m) VW,

+(D+2e-2p)9 =0, (41a)

using the first-order perturbed equations for &) in
Eq. (11c) and oV (see [4]), and the type D equations
for W,:

AW, = —3u¥,, (42a)
6T2 = 3TT2, (42b)

we obtain

2
— (@ + 30 + (D +2e—2p)W) =0. (43)

3
82 = (-3”]’!1,;1 - _Thr'r”ﬂ - 377.'(1))‘{’2

Another nontrivial test of our computation is to check
that h;; converges to a real function. The reason it is not
manifestly real in our code is because we factor out definite
harmonic angular ¢ dependence from all variables via the
complex function e”¢. It turns out that inconsistent initial
data (as we have prior to v = v, in Fig. 1), as well as
truncation error, introduce an imaginary component to /;
after we reassemble it from the rescaled code variables.
Specifically then, we check the following residuals:

RH =R - R =0, (44a)

SH=Z(h")+ 1™ =0, (44b)
where the superscript [m] denotes the corresponding
variable excluding an e”¢ piece [see Eq. (26)].

Finally, we have also tested our Teukolsky solver by
evolving initial data with several different azimuthal
numbers m and various black hole spins and confirmed
that the late time quasinormal mode decay (before power
law decay sets in) at null infinity is consistent, to within
estimated truncation error, with known parameters of the
dominant / = m mode.’

We have not implemented an independent residual check
for our source term S in Eq. (14). We are not aware of, and
have not been able to devise, a method that can do so
without knowledge of the full second-order metric. In the
future we plan to check the result with a full numerical
relativity code, though that will require some nontrivial
work in providing initial data for the latter consistent to
second-order with our perturbative solution.

"We take these quasinormal ringdown frequencies from [57],
who computed them using Leaver’s method.

TABLE III. Parameters for spin a = 0.7 black hole evolution
(unless stated otherwise in the figure captions). T, is the “wait”
time before starting the evolution of ‘P(2>, which we choose to be
twice the “minimum” wait time T,,, for the initial data we
choose; see Sec. IV.

Mass 0.5

Spin 0.35 (@ =0.7)

Low resolution N, =160, N, =28
Med resolution N, =176, N, =32
High resolution N, =192, N, =36

T, 2% T, ~17.6M
m 2

ly 2

ag 0.1

T 1.1 xry

ry, 2.5 % ry

VI. NUMERICAL RESULTS

In this section we present two example scenarios, first for
a perturbation of a Kerr black hole with spin @ = 0.7 and
then for one with spin a = 0.998. In both cases we choose
m = 2 for the first-order perturbations’ azimuthal depend-

ence and show the m = 0 and m = 4 second-order ‘I‘f) this
produces.

A. Example evolution with black hole spin a =0.7

Here we consider a perturbation of a black hole with spin
a = 0.7, which is close to the value found after the merger
of two initially slowly spinning, near-equal-mass black
holes (see e.g., [58]). The simulation parameters are listed
in Table III.

In Fig. 2 we plot the absolute value of the real and

imaginary parts of \I’il)’[m], along with ‘1’5‘2)‘[2'"] and
\sz),[o]’ measured at future null infinity. The time offset

between the start of the first- and second-order compo-
nents of the waveform is due to the delayed integration
start time 7,, of the latter compared to the former; 7T =
T, is twice the earliest time we can begin the second-
order evolution with a consistent source term. In Fig. 3
we plot the absolute value of the real and imaginary parts

of ‘PE‘U and S@ on the black hole horizon; Fig. 4 shows
a resolution study of the latter. The region near the
horizon is where the source term is most significant (it
decays faster than 1/r going to null infinity), and as

expected S? ~ (P{")? there. In Fig. 5 we plot norms of
the metric reconstruction-independent residuals discussed
in Sec. VH, at three different resolutions. After the
constraint-violating portions have left the domain, we
find roughly exponential convergence to zero, in agree-
ment with what one would expect from a pseudospectral
code with a sufficiently small time step so that the time
integration truncation error is subdominant.
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T, a=0.7, m=2

T, a=0.7, m=2

1079

(a) RV Ry DM

Tt a=0.7, m=2

lo—ﬂ

108

10710

i
0 20 40 60 80 100 120 140

0 20 40 60 80 100 120 140

(c) Ry(V1, Ryp (D10

t/M

(@) TV, 70

FIG. 2. Behavior of the real (left) and imaginary (right) parts of r x ‘Pg])‘[m] (here m = 2) at future null infinity (7 ), compared with

rx ngz),[zm] (top) and r x l},gz),[o] (bottom), for the @ = 0.7 case (see Table III for simulation parameters). For reference we show the

same ‘I‘f‘l) data in the top and bottom panel for each case, though notice the different vertical scales. ¥,

compactly supported near the origin, and ‘Pf)

Wi initially zero as the data are

is zero until we begin its evolution at 7', = 17.6M; see Fig. 6 for results with this turn-on

time delayed to 27, and 37,,. The data are from the “high-resolution” run, and the truncation error estimate for all these functions

remains <1% throughout the evolution.

Though these initial data are more to illustrate our
solution scheme and are not astrophysically accurate, it
is useful to begin to understand the nonlinear response
when the black hole is excited by the fundamental [ =
m =2 quasinormal mode, in particular if we wait a
sufficiently long time for overtones present in the initial
data to decay.8 Figure 2 suggests T = T,, might not be early
enough, as ‘I’f‘l) has just started to enter its decaying phase.
In Fig. 6 then we show results for the second-order modes
with the evolution begun at 27, and 3T, in addition to T,
depicted in Fig. 2. The later start times show qualitatively
similar behavior, except the amplitude is lower by a factor
close to the square of the decay in the amplitude of ‘Pg”
over the relevant delay time. To help interpret the results
further, in Fig. 7 we plot the normalized absolute value of
the Fourier transform of W, taken with two different

®In a Kerr spacetime, setting initial data (38) with a single /,
mode of the spin-weighted Legendre polynomials (P;" will excite
a spectrum of different / quasinormal modes measured at infinity,
unless the black hole spin a = 0.

windows: an earlier time window to capture the prompt
second-order response (but still sufficiently past 7 = 0 that
the first-order source is dominated by the single decaying
quasinormal mode) and a later time window to show the
late time behavior once second-order transient effects have
decayed. Also shown for reference are Fourier transforms
of pure damped sinusoids corresponding to the dominant
fundamental quasinormal modes expected for each m.
These plots illustrate a couple of interesting aspects of
the second-order piece of a quasinormal mode perturbation
of an a = 0.7 spin Kerr black hole. First, beginning with

zero initial data for ‘I‘f) on our T = const slice, the
response at future null infinity builds up to a maximum
over 1-2 local dynamical timescales, before settling down
to a quasinormal modelike decay. This is in part because
where the source term is most significant is spread out over
aregion a few Schwarzschild radii about the horizon and in
part because of our prompt start of the second-order
evolution. Second, the source term clearly excites the
fundamental m = 0 and m = 4 quasinormal modes (i.e.,
solutions one would obtain from the source-free Teukolsky
equation), and these dominate the late time response due to

104018-12



NUMERICAL COMPUTATION OF SECOND-ORDER VACUUM ...

PHYS. REV. D 103, 104018 (2021)

H, a=0.7, m=2 H, a=0.7, m=2
1072
1075
1078
1071
10714 10-14
0 20 40 60 30 100 120 140 20 10 60 30 100 120 140
t/M t/M
1072 102
107° 1075
1078 10-8
10—11 10711
—14 —14
10775 50 10 o0 S0 10 10 10 10
t/M

() Ry{IPL RO

(d) Tp{VB | 500

FIG. 3. Comparison of the magnitude of the real (left) and imaginary (right) components of ‘Pgl) with the corresponding components
of the second-order source terms for S@)-4 (top) and S 2.0 (bottom), at the black hole horizon, for the a = 0.7 case (Table III). For

reference we show the same ‘I‘f‘l) data in the top and bottom panel for each case.

H, a=0.7, m=2 H, a=0.7, m=2
1072 |R sy 107 ‘z (s)™
—— low - med —— high —— low - med —— high
107 1075
10°8 1078
1071 10-1
104 1014
0 20 40 60 380 100 120 140 0 20 40 60 380 100 120 140
t/M t/M
(a) RS (b) ZSM
H, a=0.7, m=2 H, a=0.7, m=2
1072 ‘R (5" 10-2 ‘1 (s2)"
e JOW -=== med — high e JOW -=== med — high
10° 10-5
1078 1078
1071 101
101 10-14
0 20 40 60 80 100 120 140 0 20 40 60 80 100 120 140
t/M t/M
(c) RS (d) zsl!

FIG.4. A resolution study of the real (left) and imaginary (right) parts of the second-order source terms S (top) and S@! (bottom)
at the black hole horizon, for the @ = 0.7 case (Table III). This demonstrates that we are resolving the source terms until relatively late

times (t/M ~ 120 at high resolution).
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a=07m=2 a=07m=2
107!
e JOW
-==== med 102
10-3 — high
= il 107
T &
\ 107
-7 '\'\A“'V\/\
10 AR \AYAVAVARN N T
g 10°¢
20 40 60 80 100 120 140
t/M
(a) |B2l, (b) B3]y
a=0.7m=2
10-5 low
-==== med
— high

1077
=
107
101 o e e e p——
0 20 40 60 30 100 120 140
t/M
(c) IHly

FIG. 5. The discrete two norm [see Eq. (A1)] of independent residuals B3, B,, and H for metric reconstruction [see, respectively,
Egs. (40), (43), and (44)], for the spin @ = 0.7 case, as a function of time for three different resolutions (Table III). We only begin to
obtain convergence to zero once the region with inconsistent initial data has left our computational domain (around ¢t/M ~ 10).

J, a=0.7, m=2 T a=0.7, m=2
1076 1076
10 10-%
1071 10710
0 20 40 60 80 100 120 140 0 20 40 60 80 100 120 140
t/M t/M
(2)[4] (2)[4]
(a) 731/)4 (b) I"l’4
JT, a=0.7, m=2 J*, a=0.7, m=2
@) )
|R (v?) ‘I (v?)
10-7 , ] — i — 3t, 10-7 — 2t 3t,
N
100 - 10-9
|
|
1071 i 10-1
|
0 20 40 60 80 100 120 140 0 20 40 60 80 100 120 140
t/M

FIG. 6. Comparison of the real (left) and imaginary (right) components of the second-order ‘I’f) o4 (top) and ‘I‘P o (bottom) fields,
from the same a = 0.7 first-order perturbation depicted in Fig. 2, as a function of when we begin evolving the second-order field. Three

cases are shown, including for reference the T, case also shown in Fig. 2.
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FIG. 7. Normalized absolute value of the Fourier transform (A3) of the real (left) and imaginary (right) parts of ‘I‘fﬂ)’m, ‘PE‘Z)‘W, and

(20

, """, taken over two different windows, for the a = 0.7 case (see Table III). The data for the second-order components come from the
3T,, start time (see Fig. 6). The window for the top panels is from [37,,, 150M], thus including the early time behavior of the response,
while for the bottom panels is [5T,,, 150M] to focus on the late time response. The darker plotted lines are from the numerical output,
while the lighter plotted lines are the Fourier transform of e=®'* sin (wg?) with damping time 1/, and frequency wy, of the [ = m (e.g.,
[ =2, m = 2) quasinormal mode for an @ = 0.7 spin black hole computed via Leaver’s method (taken from [57]).

their slower decay. Or said another way, suppose the late
time response was purely a driven mode, then (following
the behavior of the source term in Fig. 3) one would expect
the slope to be twice that of the first-order mode, and the
amplitude of the second-order piece at a given late time
should not depend on the start time, unlike what is shown in
Figs. 2 and 6. From the perspective of the Fourier

°All this behavior can qualitatively be captured by a driven,
damped harmonic oscillator model, d?y()/dt* + Ady(t)/
dt + «?y(t) = f(t), where the source f(t) is zero before being
turned on at time 7. In addition to the driven (particular solution)
response to f(¢), demanding continuity in y and dy/dr at t = 1,
will generically require that the fundamental modes (homo-
geneous solutions) of the oscillator are also excited then.

transforms in Fig. 7, for m = 4 the presence of this early
time behavior can be inferred by the narrower shape of the
numerical data curve compared to that of the fundamental
quasinormal mode: the driven and fundamental modes have
essentially the same frequency to within the resolution of
the Fourier transform here, and, despite the more rapid
decay of the former, the initial growth phase (Fig. 6) makes
the transform of their sum look slightly closer to that of an
undamped sinusoid (a delta function). The interpretation of
the m = 0 mode in this sense is less clear.

An implication of the above for ringdown studies are
(caveats about the physical accuracy of our initial data
aside): if an [ = m = 4 component is searched for follow-
ing a comparable mass merger, given this mode’s low
amplitude relative to the / = m = 2 mode, in the first few
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TABLE IV. Parameters for spin a = 0.998 black hole evolution
(unless stated otherwise in the figure captions). 7', is the “wait” time
before starting the evolution of ‘Pé(tz) , which we choose to be twice the

“minimum” wait time T',,,,, for the initial data we choose; see Sec. I'V.

Mass

0.5

Spin

Low resolution
Med resolution
High resolution
T,

m

ly

ap

rLt

i

0.499 (a = 0.998)
N, =176, N, =32
N, =192, N, =36
N, =208, N, =40
2% T, ~13.6M
-2
2
0.1
1.1 xry
25 xry

cycles of ringdown nonlinear energy transfer from the [ =
m =2 to the | = m =4 mode could be observable and
should be accounted for. Furthermore, once past this and in
the linear regime, the amplitude and phase of the l = m = 4
mode that may be measured then would differ from the
linear evolution of what one could consider as the “initial”
amplitude and phase of this mode excited by merger. With
proposals to coherently stack multiple detected events to

J*, a=0.998, m=2

search for common subdominant modes that rely on
knowledge of predicted amplitudes and phases [59], this
implies nonlinear effects need to be accounted for, either by
incorporating them in the models or using the “final”
amplitudes and phases if only the linear portion of the
waveforms are included.

B. Example evolution with black hole spin a =0.998

Here we show results from a simulation of the perturba-
tion of a black hole with a spin near the “Thorne limit” [60]
a ~ 0.998, which is expected to be the maximum black hole
spin that can be achieved within a class of thin-disk
accretion models. Our simulation parameters are listed in
Table IV. Note that the relevant dynamical timescale for a
near-extremal black hole is T, ~M /+/1 —a. For a = 0.998,
T,;~22M, so evolving for T ~150M corresponds to
T ~7xT, a considerably shorter time in terms of 7,
than for a = 0.7. Given that it is computationally intensive
to evolve the a = 0.998 case for a comparable number of
dynamical timescales with our present code, we leave
investigating late time effects to future work.

We show the same set of data as from the a = 0.7 runs:

the magnitudes of ‘I‘f‘l) and ‘Pf) at future null infinity
(Fig. 8), the magnitudes of ‘I‘Es) and S@ at the horizon

J*, a=0.998, m=2

1073

107?

1074

105 10-7

106 10-6

1071 107

108 108

0
(1[2] (2)[4]
(b) Znpy "™, Tpy
) J*, a=0.998, m=2
107 102
10-6 106 - I(‘I’u)ym‘

— z(u)"

10°8

lo—l()

FIG. 8. Behavior of the real (left) and imaginary (right) parts of r x ‘Pgl)‘[m] (here m = 2) at future null infinity (J ), compared with

rx ng)’[z'"] (top) and r X ‘Pf)'[o} (bottom), for the a = 0.998 case (see Table IV for simulation parameters). As with the data shown for
the a = 0.7 case in Fig. 2, the truncation error estimates are less than ~1% throughout.
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FIG. 9. Comparison of the magnitude of the real (left) and imaginary (right) components of ‘I‘ftl

0 20 40 60 80 100 120 140

(@) ZyiVP, 7800l

) with the corresponding components

of the second-order source terms for S (top) and S (bottom), at the black hole horizon, for the a = 0.998 case (Table III).

(Fig. 9), a resolution study of the latter (Fig. 10), con-
vergence of the metric reconstruction independent residuals
(Fig. 11), the second-order response with varied start time
(Fig. 12), and Fourier transforms of ‘Pgl) and ‘P‘(lz)
null infinity (Fig. 13).

For the most part, the interpretation of the results is
similar to the a = 0.7 case, taking into account the shorter
evolution time in terms of 7, for the a = 0.998 case. A
notable difference though is a significant nonoscillatory
component to the second-order m = 0 mode. One can
roughly understand why such a component might appear
given our initial data for ‘I’fln’[m] o e'@r=eit (we follow the
quasinormal mode convention where an exponential e’

has complex frequency @ = wg + iw;). The m = 0 source
term largely comes from reconstructed fields of the form

at future

pl™ x g where pl"l, g™ « ‘Pgl)’[m]; hence their oscilla-
tory components can cancel, leaving a real exponential
piece decaying at roughly twice the rate of \I’il)’[m]. For
near-extremal spins (in contrast to the a = 0.7 case), this
driven component has a decay rate quite close to the
fundamental m = 0, [ = 2 harmonic,'® which is why it
remains visible in the waveform at late times. We find that

10Gee e.g., Table II of [61] for their a = 0.98 case, the closest
spin to our value that they list.

how much of an oscillatory vs pure exponential piece is
visible in either of the real or imaginary parts of ‘I’f‘z) 0]

depends quite sensitively on the relative amplitudes and

phases of the real vs imaginary components of ‘Pgl) in the
initial data.

VII. CONCLUSION AND FURTHER EXTENSIONS

We have presented a new numerical evolution scheme to
reconstruct the linear metric from the Weyl scalar ‘I‘gl) in
Kerr spacetimes, along with a numerical implementation of
the equations of motion for the second-order perturbation

‘Pf) (a more detailed discussion of the analytic framework
we used is discussed in the Appendixes of this paper and in
our first paper [4]). This first implementation is limited in
several respects, and in the remainder of this section we
outline possible extensions that will allow more direct
application to our desired goals of studying second-order
effects in postmerger black hole ringdown, investigating
gravitational wave turbulence, and other related issues for
rapidly rotating Kerr black holes.

In this study we only considered mode coupling from a
single mode of angular number m, ‘P41 "™ to produce the
frequency-doubled second-order components ‘Pf)‘[zm] and

\sz),[o]. Astrophysically realistic sets of initial data will
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H, a=0.998, m=2 H, a=0.998, m=2
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FIG. 10. A resolution study of the real (left) and imaginary (right) parts of the second-order source terms S (top) and S@)
(bottom) at the black hole horizon, for the a = 0.998 case (Table IV). This demonstrates that we are resolving the source terms over the
entire integration time (7 = 0, 150M).

a=0.998,m=2 a=0.998,m=2

(a) |Bzl, (b) |Bsl,

a=0.998,m =2

107°
10°6

1077

[Hl2

10°8
1079

10710

FIG. 11. The discrete two norm [see Eq. (A1)] of independent residuals Bs, B3,, and H for metric reconstruction [see, respectively,
Eqgs. (40), (43), and (44)], for the spin a = 0.998 case, as a function of time for three different resolutions (Table IV). We only begin to
obtain convergence to zero once the region with inconsistent initial data has left our computational domain (around ¢t/M ~ 5).
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FIG. 12. Comparison of the real (left) and imaginary (right) components of the second-order ‘1’512>’[4] (top) and ,sz).[o] (bottom) fields,
from the same a = 0.998 first-order perturbation depicted in Fig. 8, as a function of when we begin evolving the second-order field.
Three cases are shown, including for reference the T, case also shown in Fig. 8.

include many different modes, and the second-order
perturbations for an m mode will be a sum over all modes
(my, m,) such that m; + m, = m. We leave exploring such
more complicated mode mixing to future work.
Constructing astrophysically realistic initial data for

‘Pgl), and the / =0, 1 components of the metric and NP
scalars that represent the changes in mass and spin

corresponding to the given ‘Pgw, remain unsolved problems
in black hole perturbation theory. This will require speci-

fying a ‘I’gl) that matches a desired scenario at 7 = 0 and
then solving a set of constraint equations to give consistent
initial conditions (perturbed metric and related NP quan-
tities) for the reconstruction transport equations. These
constraint equations are most naturally expressed in terms
of geometric quantities intrinsic to the spacelike hypersur-
face T =0, giving rise to the familiar Hamiltonian and
momentum constraint equations. One approach to take
could be based on solving these equations using established
approaches [62] and then transforming the solutions to
initial conditions for our scheme. Following a merger,
finding appropriate values of ‘Pgl) (or equivalently choosing
the free initial data for 4, in a traditional scheme)
describing the perturbation of the remnant is less well
understood. One possible approach to tackle this is to

follow the lines of earlier analytical studies, including the
close limit approximation to comparable mass black hole
mergers [63] or related work done for the EMRI problem
[64,65]. Another approach might be to map the data from a
constant time slice of a full numerical simulation to our
coordinates and try to extract a perturbation relative to the
late time Kerr solution. (And we note that, as discussed in
more detail in the companion paper [4], our goal is not to
simply “solve” for the postmerger waveform to second-
order; numerical relativity can already give us the full
nonlinear solution as accurately as computer resources
allow. Rather, we want to be able to interpret ringdown
studies in terms of quasinormal modes, which requires
understanding the waveform at a quantitative level that the
full “answer,” in terms of a waveform by itself, can-
not give).

Another area of future work we mention is to investigate
whether one can adapt our scheme to a gauge condition that
is less restrictive on matter and effective matter in the
spacetime than the outgoing radiation gauge. For at present
we cannot study (for example) the EMRI problem, where
there is a matter source representing the small body, and we
cannot reconstruct the second-order metric corresponding
to the second-order piece of ¥,. To list two potential ways
forward, it may be possible to continue to work in a
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FIG. 13. Normalized absolute value of the Fourier transform (A3) of the real (left) and imaginary (right) parts of ‘Pg”’p], ‘P‘(f)'

(d) FZ, window (68M,150M)

14 and

Tiz)’[o], taken over two different windows, for the a = 0.998 case (see Table IV). As in Fig. 7 for the a = 0.7 case, the data for the
second-order components come from the 37, start time (see Fig. 12), the top (bottom) panels use a [37,,, 150M] ([5T,,, 150M]) window,
darker lines are from the numerical output, and the lighter lines are the Fourier transforms of the corresponding quasinormal modes of a
spin a = 0.998 black hole. The small angular oscillations in the measured Fourier transforms are due to our (Dirichlet) windowing of the

measured waveform.

radiation gauge but evolve a “corrector tensor” to include
matter fields as in [46] or to directly reconstruct the metric
in a different gauge, as is done in [39,43].

We emphasize that we have implemented a form of
“ordinary” perturbation theory (e.g., [66]), based on
expansion in the curvature (or equivalently the perturbed
metric)

v, = el (45)
where the corrections are solved order by order and at each
order the new correction is assumed smaller than the prior
sum. Up to second-order then, the only nonlinear phenom-
ena we can explore is mode coupling. We mentioned one of
our goals was to understand whether Kerr black holes could

exhibit “turbulence,” though exactly what turbulence
means in the case of black holes is a bit nebulous.
Regardless, the authors of [19,21], who first suggested
turbulence could be present in the 4D case, argued it would
be a more subtle effect than can be described by ordinary
perturbation theory or at least would require some
“resumming” of many terms in the sum. Instead then, they
proposed an alternative perturbative expansion to try to
capture such effects at leading beyond-linear order, show-
ing in a scalar field model that a kind of parametric
instability resulted that might be able to drive a turbulent
cascade. It is still unknown whether such an effect occurs
for gravitational perturbations of Kerr, though mode
coupling more along the lines of what we describe here
has been seen in full numerical solutions of both perturbed
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4D Kerr black holes [67] and black holes in 5D AdS
spacetime [68]. We leave it to future work for a more
thorough comparison with full numerical results, as well as
how close second-order mode coupling, augmented with
energy transfer between modes guided by measurements at
null infinity mentioned in Sec. III, could come to describing
a turbulentlike cascade of energy for rapidly spinning
black holes.
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APPENDIX A: CONVENTIONS FOR DISCRETE
NORMS AND FOURIER TRANSFORMS

As fields are typically complex in the NP formalism, the
discrete two norm of a field f at a time level n is defined to
be the sum

=

1 X N‘
10l = (7 2o SRS )
x i= /—1

) 1/2
(Tt r09)) >) | (A1)
Our conventions for the Fourier transform are

Flo) = / ® dre=io£(s)

odw . A
10 = [ " 52 e

And we define a normalized Fourier transform by

(A2)

1 .

= |f(@)].

max f

NF(w) =

For reference the absolute value of the Fourier transform of
f(1) = 0(r)e~" sin (wgt) is

WR
V(k + o7 — ) + dala?

f (@) = (A4)

APPENDIX B: DERIVATION OF METRIC
RECONSTRUCTION EQUATIONS AND SOURCE
TERM IN THE OUTGOING RADIATION GAUGE

1. Tetrad, gauge, and first-order spin coefficients

We assume the background is type D, that the back-
ground tetrad has been chosen to set ¥y =¥, =¥; =
Y, =x=0=v=A4=0, the linearized tetrad is as in
(11a), and we are using outgoing radiation gauge for the
first-order metric perturbation (9a). For the Kerr spacetime
we can also rotate the background tetrad to set y = 0 (see
Appendix C), and we assume we have done this.

It is worth noting that the tetrad components of the metric
perturbation (10a) are all scalars of definite spin and boost
weight, which we catalog in Table V (for the angular tetrad
projections we list the spin and boost of their complex
conjugates, which is what we mostly use).

We can write the first-order perturbed tetrad in terms
of the background tetrad. Following [69] (see also [4,36])
we have

1
l}(}) = Eh”nﬂ, (Bla)
i) =0, (B1b)
1
B = hlmn/,t __hmmm (BIC)

2 w

which then immediately gives the expressions for the
perturbed derivative operators listed in (11a).

With the above choices for the tetrad and gauge, we find
the following first-order corrections to the spin coefficients
(for the more general version of these expressions, without
the choice of ingoing radiation gauge and y = 0, see [4]):

K(l) = (D - Ze_ﬁ)hlm

1
—§<5—2(_Z—2ﬂ+7_f+‘[)h”, (B2a)

1
A = _E(A_ﬂ+ﬁ)hmﬁ1’ (B2b)

TABLE V. Nonzero contractions of the perturbed metric.
Scalar Weight Spin weight Boost weight
hy {2,2} 0 2

hys {0,2} -1 1

R {-2,2} -2 0
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1
o) = 5(D 2¢ 42 + p — p)hym — (T + )Ny, (B2C)
(n) ! 7 ! a7
€ :—Z(A—M+ﬂ)hzz—1(5—20‘+”+27)h1m
1(5 2a = 3m — 27)hy,, (B2d)
a1 1 _
1% 2/’lhll+2(5 200— ﬂ)hlm 2(5—2(1"’77:"'2’[)}1[,;,,

(B2e)

1 1
all) = —Z(A—Z/,t—f—ﬁ)hl,h —1(5—2&+ﬁ+7)hmm,

(B2f)
) 1 _ 1 - - _
s :—Z(A+ﬂ+2ﬂ)hlm +Z(6+2ﬂ_ﬂ_7>hmm9
(B2g)
1) 1 _ 1
/4 = —E(A +ﬂ>hlﬁ1 _thrhﬁn (BZh)
1 1 .
1'(1) = — (A +/[>th —_ —ﬂ'hmm. (le)
2 2
The following perturbed NP scalars are zero:
v =5 =41 =0 (B3)
Notice that
4z — Lz
) +z ——E(ﬂ+7)hmm’ (B4)

so it is straightforward to find e.g., 7(!) once we know z(")
and hg, .

2. Reconstructing the metric from ‘I“('l)

Here we list the sequence of step we use to reconstruct all
the metric coefficients Ay, hy;, and hy, ; from the curvature

component gl
(1) With ¥, 2 one can find ‘I‘ and A(1). We begin with
the following Bianchi 1dentity [Eq. (1.321.h) in
(3911

30, — 2(y + 2u)W5 + (45 — 1),

+5(¥s) — A(¥5) = 0; (BS)
linearizing this gives
3w, — 49\ + (48 — 1))
+ o) — awl) = 0. (B6)

(@)

3
“
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Using the gauge condition (B3) and writing out the
NP {8, 6} derivatives in terms of the GHP deriva-

tives {0,0'}, i.e., (’t)‘I‘f1 (5+4ﬁ) 4 , we obtain

G-0w —(a+4p¥) =0. (BY)

The above is a first-order differential equation for
(1)

‘I‘g]) in terms of the known ¥,
linearization of

. Similarly, the

M3y —7+pu+p) —vBa+p+nr—71)

+ ¥, +AQ)-5)=0 (B8)
[Eq. (1.310.j) in [39]] gives
9~ (A+p+@a) =0, (BY)

a differential equation for A().
With ‘P( ) we can find ‘I‘( ) The linearization of

21/‘1’1 - 3/,{\1,2 + ZﬂlP:; - 2Tlp3

[Eq. (1.321.g) of [39]] gives
=3 4 2pwl) — 209 4 oV
+ 5wl — aplV (B11)

By using 6‘Pg) (6+ Zﬂ) 3 , we obtain the de-
1.

sired differential equation for ‘P2

@-200¥) — (A 43P =0.  (B12)

With A(!) we can now solve for hy, ; using (B2b).
With A, b -, and ‘P( ) we can find z(!) . Using the
linearization of

Be+ew—yn+iyn—ANz+r)
—u(r+7)-¥;+D(v)—A(x) =0 (BI3)

[Eq. (1.310.1) of [39] ], namely,
AV (7 +1)—p(r+7) V0 —w) — A7) =0, (B14)

and using (B4) gives the differential equation to
solve for z(!):

1
— A& +7) + 47+ D han g _ Az =0,

(B15)
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(5) With z() and h;; 5, we can solve for h,; using (B2h).
(6) With ‘Pg ), hy, and h,, we can find h;. The
linearization of

Y, =eu+éu+xv+an—fr—rnxn

— up— 40 + D) — 5(x) (B16)

[Eq. (1.310.h) of [39]] gives

) = (e 4+ &)y + (@) — gz
+(-5+a-p—m)al

_ 1
—upt) — EhzzA(ﬂ) +

) — 2z

(B17)
where we used (11a). From (B2d), we deduce

1
e + &) = ——Ahy, —

2 (ﬁ.+r)hlﬁl -

(ﬂ + %)hlm,
(BIS)

and from (B2e), we find

:—ﬂh11+ (6 ) hym —

5 (6’+n+2%)h,m,

(B19)

where we have used 0hy; = (6 —2a)h,; and
6/hlm = (S - 26x)hlm'
From (B2f) and (B2g), we obtain

1 —
5£(1) _ﬂ<l> :ﬁhlm _5(6/ +‘)‘_ﬂ)hmﬂl’ (BZO)

where we have used 8'h,,,, = (6 + 2 — 2a)h,y,-
Substituting the above in (B17) gives

1
gl = <_§Ah,,—(ﬁ+r)hzm—(ﬂ+f)hlm>/‘

1 _
+ (ﬁhlm _5(6/+a_ﬁ)hmm> T

1
_(6_7_5)}1”71

ih
7 zz+2

1
—I—(—(’S—ﬁ)iz(l)—ﬂﬁ(')—u(E
1 ] I
—5(6 +7+27)hy, —EhuA(ﬂ)

+ (hlmA—%hmm((’Y—a+B)> (), (B21)

which we rewrite as

1 -
(hlmA - 5 hmm5> (7[)’

~ S8+ B) ) = S0 + 7+ 20
43 =) + 27
7y (04 R)) — )
+ hyyAr — % hym®' 7 — P = 0. (B22)
Using (B13) and Eq. (1.310.g) in [39],
3ed+kv—n(a—f+m)— ﬂ(€+p)
— 45 + D(2) = 6(n) = (B23)

evaluated on a type D background (y = 0) to write

A(n) = —u(r +7),0'(x) = —zn, (B24)

we finally obtain the transport equation for A;;:

— (A + i) (phy) — u(d + 7 + 22)hyy
+ (ﬂ(al -3z — 2%) + 2ﬁ”)hlm - ”(6/ - ”)hmm
—2(3+7)ah =272z — 29V =0.  (B25)

With {hy;, hyz, hy 5} one can readily compute the rest of
the NP scalars in outgoing radiation gauge, and we are now
able to compute the second-order source term.

3. Source term for ‘I‘ff)
In this section we rewrite the Vacuum source term S

for the Teukolsky equation for ‘I’ [36]:

S® = —[d,(D + 46 — p)V — dy (5 + 4p — 7))
+ [dy(3 + 20+ 4m) V) — dy(A + 2y + 4p) D)@V
—3[d AV — dy gV

+ 390 [(d) = 3u)AD — (d) = 320)0),
(B26)

in outgoing radiation gauge, with a tetrad chosen so that
y = 0. In the above we have introduced the background
operators

d;=6+3a+p+4r—1, (B27a)
dy=A+4u+p (B27b)

and their first-order corrections
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We now consider the expansion of S) line by line.
(1) The first line is

—[dy(D + 4e — p)V = dy(5 + 4p — 1) VPV
(B28)
By using (B2d), we expand

(D+4e—p) gV

1

+(6—2a-37—27)h, —p<1>> qu”

1 1 1 _
= —EhzzAlPi W (A—p+R)hy

— YN @+ 7+ 20)hyy + W (F = 37— 27y
—glp0), (B29)

By using (B2g) and (B4), we expand

— [dy(D +de = p)V) = ds(5+ 4p — 1) V]9

1
(5+4p—7) Dy

1.

= <_hlmA+§hmm5_(A+ﬂ+2ﬂ)hlm

o 1
+(5+2ﬁ—n—%)hmm+iz<1>+§(n+%)hmm)l}'§”
1
= —hy, AP 4, 59

2
P [—(A 4+ 2) g + (5428 = 7= F)

1
+7_r('>+§(ﬂ+%)hmm]
1

zhmma’l}ﬁ”

=l (A +p+20) 5 +

1
+1P4<11) |:_Ah]m + (6/ _Eﬂ'_—%) hmm +7_[(1):| .

The above quantity has GHP weight {p.q}=
{-3,—1}, and therefore d; can be written as d; =
6+3a+p+4n—7=0 +4nr—7. This finally
gives

1
= —(A+4u+p) [ﬂ“(—(é + 7+ 20) gy — pU) + (8 = 37 = 2)hyy — (A =+ ) hy) zhuA\Pﬂ

2

1 11
(3 +4n—7) {5 o) = By (A + o+ 27) P + 9V <7z(1) — Ahy, + (6’ —37- —%) hmnﬂ . (B31)

(2) The second line is

[dy(5 + 2a + 47)V) — dy (A + 27 + 4u) DY) = dy (5 + 20 + 4m) VW), (B32)

where we used that (A + 2y + 4/4)“) = 0. By using Eq. (B2f), we rewrite the expression follow d, in the following

way:

2

- 1 1
(3% + 2210 + 4z )y = (‘hzmA + 5 hiad =5 (A =2+ )hys =

2

1
= (—hlmA + = hip 0 + 4V

2
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<_hlr7lA + S humé +4n

1
5 (6=23+ 7+ Dhys + 4n<1>>wg”

1
(”)‘Pé” — S (A =20+ Dy + (5= 28+ 7 + T )

1
)\PQ) ‘5‘1‘51)“ —2u+ W)l + O+ 7+ D)),
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where we used Ohy;; = (6 + 26 —2@)hy;,;, and
alpgl) =6+ 2ﬂ)‘I’g1). This finally gives

dy(5+2a+4m) VP

1
=(A+4u+p) K—h,mA +§hmm6+4n<l>>wg”

—%‘Pg])((é—i-ﬁ—i-r)hﬁ,,h +(A=2p +ﬂ)h,,;,)].
(B34)
(3) The third line is given by
—3[dya M) — dyp V]V
= =3(A+4u+p)(AOPY)  (B35)

since (V) = 0.
(4) The fourth line

39, [(d = 30 — (@) = 320)0] =0
(B36)

since d) = () =) = 0.
We have thus rewritten the second-order source term
entirely in terms of the variables reconstructed from ‘Pgl)
[though in the form listed in Eq. (15) we have additionally

replaced p!) in line 1 above (B31) using (B19)].

APPENDIX C: DERIVATION OF HORIZON
PENETRATING HYPERBOLOIDALLY
COMPACTIFIED COORDINATES
FOR KERR SPACETIME

A Mathematica notebook that contains some of the
algebraic manipulations we undertook to derive the coor-
dinates and tetrad we used can be accessed at [50].

1. Starting point: Kerr in Boyer-Lindquist
coordinates and the Kinnersley tetrad

We begin with the Kerr metric in Boyer-Lindquist
coordinates (e.g., [39])

2M 2Marsin*9
ds? = < _z—r>d2 <;“;sm>dtd(p

BL BL
Z
ZBL 42 — 5, d9?
BL
sin’9
—sin’8 <r2 +a® + 2Ma’*r >d(p2, (C1)
Zpr
where
Yg. = r? + a*cos?d, (C2a)

Ag, =1 =2Mr + a°. (C2b)
The outer and inner horizons are at A(r.) = 0.
The Kinnersley tetrad [27] in Boyer-Lindquist
coordinates is

2 2
+a a
Iin = <r—,1,0,—>, C3a
K App Ag ( )
1
Min = (P +a? —Ag.,0,a),  (C3b)
1 i
Kin = jasin,0,1,—]. (C3
MKin 272(r + iacos 9) <las1n s1n8) (C3c¢)

The Kinnersley tetrad vectors /i, and nf; are aligned
with the outgoing and ingoing principle null directions of
Kerr. The Kinnersley tetrad sets the maximal number of NP
scalars to zero for a general type D spacetime and sets
€ =0 as well.

2. Intermediate step: Kerr in ingoing
Eddington-Finkelstein coordinates

We transform to ingoing Eddington-Finkelstein coordi-
nates, which renders the metric nonsingular on the black
hole horizon, via

dv=dt+dr, —dr, (C4a)
dp =do+ 5= sdr., (C4b)
where
dr, r2+a
r _ r+a . (C5)
dr ABL
The results are
2M 4Mr
ds* = < - —r>d 2 — ——(dr — asin®9d¢)dv
BL BL
2M
- (1 + r) (dr* — 2asin?9drdg)
ZpL
2
N (a2 + 24 2Mr“—sin28) d¢*  (C6)
ZpL
and
4Mr 2a
lﬂin:<1+—,1,0,—>, C7a
K App Ag; (C7a)
. 1
MKin = 5% (Apr,—Ap.0,0), (C7b)
BL
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1
2172(r + iacos 8)

i
uoo_ -
My =

<ia sind, 0, 1, ) (C7c)

sin 9

This tetrad is still singular on the horizons. Furthermore,
it is more useful for metric reconstruction in outgoing
radiation gauge to have

e#0, y=0 (C8)
(the Kinnersley tetrad has the opposite property).
Therefore, we rescale and rotate the tetrad to obtain one
that is regular on the horizon and has y =0, € # 0:

ABL

" — I, (C9a)
BL
23
P — L (C9b)
BL
2 —2iarct p
mt — exp { i arctan [a o 19”m , (C9c)
giving
2 4 2M 2 A
= (I‘ + r+a ’ BL ,0,i>, (ClOa)
2%py 2¥p. ZpL
= (1,-1,0,0), (C10b)
m ! iasind,0,—1,———). (C10¢)
77 sind

:21/2(r— iacos®)

3. Coordinates used in our code: Kerr in horizon
penetrating hyperboloidally compactified coordinates

Now we give the final step, hyperboloidal compactifi-
cation (see [56] for a more general description of this), to
arrive at the coordinates and tetrad we use in our code.

The ingoing and outgoing radial null characteristic
speeds'' for Kerr in ingoing Eddington-Finkelstein coor-
dinates are found by solving for the characteristics of the
eikonal equation for the metric

9.8, =0, (C11)
setting £y = &4 = 0, and then computing
cL=F % (C12)

We obtain

""We do not need to consider angular characteristic speeds as
those die off more quickly as we go to future null infinity.

4Mr
=1 - 1
c+ 2Mr+ZBL ’ (C 3a)
e =—1. (C13b)

We define a new radial coordinate R(r) and time
coordinate 7'(v, r). The ingoing and outgoing radial null
characteristic speeds are now

dR/dr

— 14
iavT +0,T (C14)

E'j::

We want to choose a time coordinate that sets ¢_|,_,, =0
while keeping 0 < ¢,|,_,, < o0. We choose the time
coordinate to be of the form

T(v,r) = v+ h(r). (C15)
We compactify the radial coordinate by choosing
L2
R(r)=—, (C16)
r

where L is a constant length scale (we set L =1 in
numerical code). Series expanding about r = co, we have

B 4aM  8M? 1\ dh\"'[/ L?

dh\-'/ L?
c_=|-14+— —— . 17
c_ ( + dr> < r2> (C17b)
We see that the choice
dh 4M
— =1 -— 1
dr r (C18)

sets C_|g_o =0 while keeping 0 > ¢, |z_o > —o0 (our
choice of compactification flips the signs of the ingoing
and outgoing characteristics, and r = oo is mapped
to R =0).

In summary we choose

L2
R(r)=—
(=",

(C19a)

T(v,r)=v—r—4Mlnr. (C19b)
In these coordinates future null infinity is located at R = 0,
and the black hole horizon is located at R(r,).

We apply this set of coordinate transformations to the
tetrad Eq. (C10) to obtain
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I = R ov2m— (4)'r
L4 + a’R%cos?d L ’

1 2
-5 <L2 —2MR + (%) R2) 0, a>, (C20a)
4MR R?

nﬂ:<2+T,i,O,0>, (C20b)

R i

"o —iasi ~1,—
" 2172(L? — iaR cos 9) < iasind, 0,1, sin 19>'

(C20¢)

We list the nonzero Ricci rotation coefficients in this
coordinate system in Egs. (8).

APPENDIX D: SPIN-WEIGHTED SPHERICAL
HARMONICS

Here we collect relevant properties of the spin-weighted
spherical harmonics for reference, as we found them to be
useful in evaluating the & and O operators. For further
discussion see e.g., [70-72].

1. Basic properties

The spin-weighted spherical harmonics are eigenfunc-
tions of the spin-weighted Laplace-Beltrami operator on the
two-sphere:

1 ' . (—id,+scosd)?\
AY] Em%(m&a&xyz )+ <S—(;T)s I
=—(I=s)(I+s+1),Y7". (D1)

We write (Y7'(9, ) as
Y79, 9) = e P(9), (D2)

where the spin-weighted associated Legendre (swal)
functions (P}'(9) satisfy (setting y = —cos 8)

+ <(l—s)(l+s+1)—|—s—(ml_4s)2})2>sP71(y) =0. (D3)

There exist explicit formulas for the swal. functions. For a
function of spin weight s, ,f, it is convenient to define'

Dsf = <—8,9 - ﬁa(p + scot 19) sfv (D4a)

2Note that, unlike the standard references, we use D (capital
d), to avoid confusion with the GHP 0.

P f= <—a,9 + ﬁaw — scot 3) . (Ddb)

One can show that

el e
and moreover that
A =DD. (D6)
We also have
Y= (=), (D7)
DY =[(I-s)(I+s+ 1))V ym,  (D8)
PLYr=-[(l+s)(I-s+D]"2_yr.  (D9)

2. Relation between spin-weighted spherical harmonics
and the Jacobi polynomials

To evaluate the spin-weighted spherical harmonics in our
code, we write them in terms of Jacobi polynomials, which
can be straightforwardly computed using well-known
numerical packages (such as mpmath [73]). Here we review
the steps that establish how those two classes of functions
are related to one another.

We rearrange Eq. (D3) to obtain the “generalized
associated Legendre equation” (e.g., [74])

(-2

dy dy
2 2
+(l(l+1)—2(f1y)—2(1”iy)>sPT(y)—0, (D10)
where
pi = (m—s)?, (D11)
pi=(m + s)>. (D12)

This equation has regular singular points at {+1, oo},
so we can reduce it to a hypergeometric equation. In fact
we can also reduce it to a Jacobi equation and thus write
the (P/" in terms of Jacobi polynomials.13 We define the
transformation

P (y) = (1—y)ml2(1 4 y)kl2f(y)  (D13)

and obtain the Jacobi differential equation

BWe follow the conventions of [75].
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(=) Tkt =a=(a+pe 2 s
tnn+atp+1)f=0, (D14)
where
a=lul = Im~s], (D15)
B =lpal = m + ], (D16)
n:l—a;ﬂ. (D17)

The solutions f are the Jacobi polynomials f = PP,

The variables a, f, and n are all positive integers (note as
well that for the Jacobi polynomials we need n to be a
positive integer). We see that the orthonormal swal
functions are

PI(y) = NP1 = y) (14 )PP (y), (D18
where (A" is a normalization constant to make the

functions orthonormal (see also [72]). We can compute
SN with the identity

1
/ dx(l —x)a(l _|_x)ﬂP’(121.,/3) (x)PEIa,/}) (x)
1

Da+p+1

T 2ntatptl

F(n+a+1)'(n+p+1)

Tontatprn om (P1)

so that the (P} are orthonormal: [!, dx Py"(x), P} (x) =6y

As a and f are positive integers for us, we can replace the
Gamma functions with factorials. We conclude the nor-
malization factor is

m max (m,—s 2l’l+(1+ﬂ+1 l’l'(l’l"—(l—'—ﬂ)' 1/2
le:(—l)a(»J( !

20454 (n+a)!(n+p)
— (_l)max(m,—s)
21+1 =L V(4 Lpin)! 1/2
x 21+ 1 ( mm) ( + mm) ’ (DZO)
22hmin (=] s+ ) (1= Lgin +5)!

where we have defined

o= th
mm — 2 .

(D21)
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