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the job. This difference is largely a result of machine learning jobs like TensorFlow [1, 24], which
are highly parallel. For example, when we look at Google’s Borg Scheduler [48], we see that the
number of servers occupied by an individual job can be anywhere from 1 to 100000, as illustrated
in Figure 1 [46, 55]. We refer to jobs that occupy multiple servers/cores as multi-server jobs. While
multi-server jobs have always existed in the niche supercomputing world, they have now become
mainstream.

Fig. 1. Distribution of the number of CPU cores requested by individual Google jobs according to Google’s

recently published Borg Trace [46, 55] as taken from [15]. For privacy reasons, Google publishes only

normalized numbers, however it is still clear that the range spans 5 orders of magnitude across different jobs.

The advent of multi-server jobs requires us to generalize our queueing models. Figure 2 shows
an illustration of what we will refer to as the multi-server job queueing model. Here there are a
total of 𝑛 servers. Jobs arrive with average rate 𝜆 and are served in First-Come-First-Serve (FCFS)
order 1. With probability 𝑝𝑖 an arrival is of class 𝑖 . Each arriving job of class 𝑖 requests𝑚𝑖 servers
and holds onto these servers for time distributed according to random variable 𝑆𝑖 . We will refer to
the number of servers a job demands as the server need of the job, while we refer to the time that
the job holds onto the servers as its service time.

The multi-server job queueing model opens up new scaling regimes where both the server needs
of jobs and the system load scale with the number of servers. In this paper we ask:

Under this new joint scaling regime, when is diminishing queueing probability achievable?

The property of diminishing queueing probability is also referred to as (asymptotically) zero queueing
in the literature, and we will use these two terms interchangeably. The answer to this question can
take a very different form from the classical results. To see this, let us consider the following simple
example. Suppose jobs arrive to a system with 𝑛 servers according to a Poisson process of rate 𝜆
where all jobs are of the same class 1. Suppose that 𝑆1 ∼ Exp(𝜇1) and𝑚1 = 𝑛/2 servers. Even in this
degenerate version of the multi-server job model, the work associated with a job depends both on
its service time, 𝑆1, and also on its server need,𝑚1. Therefore, we redefine the notion of load to be

𝜌 ≜
𝜆𝑚1E[𝑆𝑖 ]

𝑛
=

𝜆
2𝜇1

. Then even when the load 𝜌 is a positive constant smaller than 1, analogous to

the classical subcritical regime in a large system [20], the queueing probability does not diminish
when 𝑛 grows. The reason is that the large server need of jobs makes the system equivalent to an
M/M/2 system, which is effectively a small system even though the actual number of servers grows.

Understanding the queueing probability becomesmuchmore challenging when there are multiple
classes of jobs that have heterogeneous server needs and service time distributions. Here it is often
the case that some servers remain idle, because the job at the head of the queue cannot łfitž into

1Importantly, we note that we are assuming that jobs arrive to a centralized queue and are served in FCFS order, rather

than trying to łpack" jobs into servers. A centralized FCFS scheduler is the default scheduler used in the cloud-computing

industry when running multi-server jobs [46, 48]. Even when there are multiple priority classes of jobs, as in [46], within

each class the jobs are served in FCFS order.
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Fig. 2. The multi-server job queueing model with 𝑛 = 9 servers. An arriving job of class 𝑖 requests𝑚𝑖 servers

and holds onto these servers for time distributed according to random variable 𝑆𝑖 . In this particular illustration,

𝑚𝑖 = 𝑖 . Note that the job at the head of the queue cannot enter service because it does not fit; hence one

server is idle.

the remaining unused servers, as illustrated in Figure 2. Although there may exist jobs in the
queue with smaller server needs, those jobs are blocked by the head-of-queue job. Due to this
head-of-queue blocking, the process that tracks the number of each class of jobs in service is highly
complicated. Almost nothing is known on the performance of the multi-server job queueing model.
Attempts to derive the steady-state distribution have assumed highly simplified systems with only
𝑛 = 2 servers [10, 14], where solutions are already highly complex, involving roots to a quartic
equation. Even characterizing the stability region of the system is an open problem except for the
special cases where all jobs have the same service rates [2, 36, 41], or where there are only two job
classes with different service rates [15].

Our results

We consider a system of 𝑛 servers and 𝐾 classes of jobs. For system parameters that are functions
of 𝑛, we add a superscript (𝑛) to indicate the dependency unless otherwise specified. Jobs arrive

according to a Poisson process with rate 𝜆 (𝑛) and an arrival is of class 𝑖 with probability 𝑝
(𝑛)
𝑖 . Then

for each job class 𝑖 with 1 ≤ 𝑖 ≤ 𝐾 , the arrivals form a Poisson process with rate 𝜆
(𝑛)
𝑖 := 𝜆 (𝑛)𝑝 (𝑛)

𝑖 .

Jobs of class 𝑖 have i.i.d. service times exponentially distributed with rate 𝜇𝑖 , which does not scale

with 𝑛. Each class 𝑖 job has a server need of𝑚
(𝑛)
𝑖 servers. Let𝑚

(𝑛)
max = max1≤𝑖≤𝐾𝑚

(𝑛)
𝑖 denote the

maximum server need.

Stability result. We first define a notion of load for multi-server job queueing systems, which will
be used in the stability condition. Traditionally, for single-server jobs, the work brought in by a
job is quantified by its service time, i.e., the time the job needs to occupy a server. However, for
multi-server jobs, we need to account for the fact that they occupy multiple servers simultaneously.
Therefore, we quantify the work brought in by a multi-server job using the product łserver need ×
service timež, which is consistent with the CPU-hours metric used in practice [46]. Then we define

the load of class 𝑖 jobs to be 𝜌
(𝑛)
𝑖 =

𝜆
(𝑛)
𝑖 𝑚

(𝑛)
𝑖

𝑛𝜇𝑖
, and the total system load to be 𝜌 (𝑛)

=
∑𝐾
𝑖=1 𝜌

(𝑛)
𝑖 .
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𝛾 < 1 is tight in the sense that for a single job-class system, 𝑃
(𝑛)
𝑄

is not diminishing when 𝛾 = 1.

This is easy to see by noting that when 𝛾 = 1, the single job-class system is equivalent to a

classical M/M/𝑠 system where 𝑠 = ⌊𝑛/𝑚 (𝑛)
max⌋ is a constant and the load is also a constant.

• Region 3: When the load 𝜌 (𝑛) is in heavy-traffic (𝛼 > 0) and the server needs stay constant

(𝛾 = 0), does the queueing probability, 𝑃
(𝑛)
𝑄

, diminish as 𝑛 → ∞?

Our result: We show that 𝑃
(𝑛)
𝑄

is diminishing when the load satisfies 0 < 𝛼 < 1/2, which is a

traffic regime analogous to the sub-Halfin-Whitt regime in the literature. The threshold 𝛼 < 1/2
is tight in the sense that for a single job-class system, 𝑃

(𝑛)
𝑄

is not diminishing when 𝛼 ≥ 1/2.
Again, this can been seen by noting that when 𝛼 ≥ 1/2, the single job-class system is equivalent

to a classical M/M/𝑠 system with 𝑠 = ⌊𝑛/𝑚 (𝑛)
max⌋ = Θ(𝑛), whose traffic is at least as heavy as the

Halfin-Whitt regime.

• Region 4: When the load 𝜌 (𝑛) is in heavy-traffic (𝛼 > 0) and the server needs also scale (𝛾 > 0),

does the queueing probability, 𝑃
(𝑛)
𝑄

, diminish as 𝑛 → ∞?

Our result: We show that 𝑃
(𝑛)
𝑄

is diminishing when 2𝛼 + 𝛾 < 1. This exact characterization of the

joint scaling regime for diminishing queueing probability formalizes the intuition that queueing
is negligible in large systems if each job does not need too many servers and the load is not
too heavy. This threshold 2𝛼 + 𝛾 < 1 is also tight in the sense that for a single job-class system,
the queueing probability is not diminishing when 2𝛼 + 𝛾 ≥ 1. To see this, we again consider

the equivalent M/M/𝑠 system with 𝑠 = ⌊𝑛/𝑚 (𝑛)
max⌋. It is not hard to verify that the load of this

equivalent system is 1 − Θ(𝑛−𝛼 ) = 1 − Θ(𝑠−
𝛼
1−𝛾 ), which is at least as heavy as Halfin-Whitt since

𝛼
1−𝛾 ≥ 1/2 under the condition that 2𝛼 + 𝛾 ≥ 1.

In fact, our characterization of the queueing probability in Theorem 4.2 has the following general
form, which not only unifies all of the four regions above but also provides an upper bound on the
rate of convergence for the diminishing queueing probability:

𝑃
(𝑛)
𝑄

≤ 1

1 − 𝜌 (𝑛)
©­«
3𝐾

√
𝑚

(𝑛)
max

𝑛
+ 𝑚

(𝑛)
max

𝑛

ª®¬
. (2)

Transient analysis for the number of jobs in the system. We also characterize the transient
behavior of the system under constant load in the limit as the number of servers 𝑛 goes to infinity.
Specifically, in Theorem 4.3 we show that the sequence of processes for appropriately scaled number
of jobs in the system converges to a deterministic system over any finite time interval, as 𝑛 → ∞.
In particular, the deterministic system is the unique solution to a fluid model, which converges
to an equilibrium point as 𝑡 → ∞. Therefore, we have established that, for any sufficiently large
fixed-time interval, the scaled number of jobs of a large system (large 𝑛) is approximated by the
equilibrium point of the fluid model. We conjecture that the stationary distribution converges to
the equilibrium point.

Technical challenges and our new approach

To better understand the queueing dynamics, it is crucial to characterize how many jobs of each
class are in service, since that determines the total departure rate of jobs. However, due to the
heterogeneous server needs of jobs, the number of jobs in service turns out to be very hard to
analyze. The root of the difficulty is that the process by which jobs enter service can be quite bursty.
For example, when a job in service finishes, it could happen that many jobs in the queue will be
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admitted into service all at the same time if the completed job has a high server need; or it could
happen that no job in the queue will enter service at all if the completed job frees up a small number
of servers and the head-of-queue job cannot fit. This łjitter effectž makes it highly challenging to
reason about jobs in service.
Our approach is similar in spirit to the drift method (see Section 5). However, our construction

of the Lyapunov function cannot be derived using existing methods as in [13, 26ś28, 31, 50, 52, 53]
and instead requires new insights. In particular, we find a Lyapunov function whose drift has an
interesting upper-bounding function, which then allows us to establish an upper bound on the
queueing probability. Our Lyapunov function also has an intuitive meaning: it corresponds to the
total work contributed by all the jobs in the system. Here the work contributed by a job is the
product of its server need and its expected service time. More details on the drift method and the
steps in our approach are given in Sections 5.1 and 5.2.

2 RELATED WORKS

Multi-server job models. At present almost nothing is known regarding the performance of
the multi-server job model. A few works have sought to derive the steady-state distribution of
the number of jobs in the system under a highly simplified model, where all jobs have the same
exponential service duration 𝑆𝑖 ∼ Exp(𝜇), for all classes 𝑖 , and there are only 𝑛 = 2 servers, see
papers by Brill and Green [10] and Filippopoulos and Karatza [14]. However these solutions are
highly complex, typically involving roots to a quartic equation; this makes the solutions impractical.
Earlier work by Kim [21], based on a matrix analytic approach, is similarly impractical since it
scales exponentially with the size of the system. A survey paper by Melikov [34] summarizes
these approaches and a few others. In summary, understanding the response time for multi-server
job systems with more than 𝑛 = 2 servers is entirely open, even when all jobs have the same
exponentially-distributed service durations.
Not only is the response time intractable for the multi-server job model, but even the stability

region for this model (under FCFS scheduling) is only partially understood. In 2017, Rumyantsev
and Morozov [41] derived the stability region for the multi-server job model where, for all class 𝑖 ,
all jobs have the same exponential service duration 𝑆𝑖 ∼ Exp(𝜇). This work was generalized in
[36] and [2] to allow for more general arrival processes, still under the assumption that all jobs
have the same exponential service duration. Very recently, Grosof et al. [15] derived a simple
closed-form expression for the stability region for the multi-server job model where jobs have
different exponential service time durations. Unfortunately, the work [15] is limited to the case of
only two classes. The characterization of stability in the case of more than two job classes is open.
We reiterate that the key technical difficulty is rooted in the heterogeneous server needs of

multi-server jobs, rendering classical general frameworks for stability less effective or inapplicable.
The sufficient condition (1) that we establish for stability is derived under the framework based
on Lyapunov drift (see, e.g., [43], for a comprehensive coverage). Here the heterogeneity in server
needs makes it hard to tighten this condition in the non-asymptotic regime. Another general
stability framework is based on the saturation rule [4] for systems with certain monotonicity.
Roughly speaking, the monotonicity property in this framework requires that when the queueing
system has a finite number of job arrivals, delaying job arrival times can only delay the time when
all the jobs are completed. The monotonicity property is satisfied by many classical queueing
models including the M/M/𝑛 model. However, it is not satisfied by the multi-server job model under
FCFS. Counterexamples can be constructed where delaying job arrivals actually leads to a shorter
overall completion time due to less server idling time.
While very little is known about the performance of multi-server job models, there is a close

cousin of the model, called the dropping model which is analytically tractable under very general
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settings. In the dropping model, those jobs which cannot immediately receive service are simply
dropped. When the job durations are exponentially distributed, the stationary distribution of the
dropping model exhibits a beautiful product form. Arthurs and Kaufman [3] were the first to
observe the product form. Whitt [54] generalized the model to allow jobs to demand multiple
resource types (e.g., both CPU and I/O). van Dijk [47] allowed durations to be generally distributed.
Tikhonenko [45] combined aspects of [54] and [47].

The multi-server job model is also related to streaming models for communication networks.
Here the resource being shared is bandwidth in the network. The łjobsž are audio or video flows
which require a fixed bandwidth reservation to run (this is akin to needing a fixed number of
servers). Flows requiring fixed bandwidth are often referred to as streaming (see [6]), but are also
sometimes referred to as łinelastic jobsž (see [33, 38]). The papers dealing with streaming jobs
typically operate in the dropping model, where the goal is to schedule to minimize a cost related
to dropping probabilities (see [5, 11, 18, 19]). Note that the setting here is more complex than the
multi-server job dropping model. The added complexity sometimes comes from the fact that the
authors are seeking an optimal dropping policy and sometimes is due to a network setting.
Another class of related models are models for the virtual machine (VM) scheduling problem

[30, 32, 39, 40, 56], but again only limited results are available for job response times and most works
focus on stability. In the VM scheduling problem, a VM job requests multiple units of resource such
as CPUs. But the server model in VM scheduling is different from the multi-server job model we
study in this paper. In VM scheduling, a server has several CPUs and usually can accommodate
multiple jobs, but a job cannot be spread across multiple servers.

Diminishing queueing probability in other models. The concept of diminishing queueing
probability has been studied across a wide class of problems. As already discussed, in the M/M/𝑛
model, it was shown that diminishing queueing probability occurs in the sub-Halfin-Whitt regime.
Recently, motivated by the desire for low latency in today’s computing applications, the interest in
diminishing queueing probability (and queueing time) have been greatly renewed. Investigating
conditions and policies for achieving diminishing queueing probability has become a rapidly
growing research area with a rich body of work.

The queueing probability (and queueing time) under scaling regimes has also been studied in load-
balancing models, where each server has its own queue, and where each arriving job is immediately
dispatched to a server upon arrival. The Join-the-Idle-Queue (JIQ) policy routes every arriving job
to an idle queue, if one exists, otherwise to a randomly selected queue [29, 44]. For JIQ it was shown
that diminishing queueing probability can be achieved when the load, 𝜌 (𝑛) , is lighter than 1 − 1

𝑛

[25, 26, 28]. Another example is the Power-of-𝑑-Choices policy (Po𝑑), where every arriving job
samples 𝑑 queues and goes to the shortest of these [35, 49]. For Po𝑑 it was shown that diminishing

queueing probability can be achieved when 𝑑 = Ω

(
log𝑛

1−𝜌 (𝑛)

)
in the sub-Halfin-Whitt regime and

when 𝑑 = Ω

(
log2 𝑛

1−𝜌 (𝑛)

)
for 𝜌 (𝑛) lighter than 1 − 1

𝑛
[26ś28]. Moreover, the Join-the-Shortest-Queue

(JSQ) load-balancing policy can be viewed as a special case of Po𝑑 , where 𝑑 = 𝑛. Thus it too has
diminishing queueing probability. Finally, Weng et al. [53] extend the traditional load-balancing
model to address data locality and again prove diminishing queueing probability under specific
conditions on the data locality.
Another model where diminishing queueing time has been investigated is the multi-task job

model. Here, again, each server has its own queue. However, each job consists of 𝑘 tasks that can
run on servers in parallel with i.i.d. service time requirements, but the job is not completed until all
of its tasks complete [52]. The multi-task model is closest to our own, but differs in several ways.
Firstly, there are queues at each server, where the tasks of a job need to be dispatched to the queues
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Service time 𝑆𝑖 ∼ Exp(𝜇𝑖 )
Server need 𝑚

(𝑛)
𝑖

Arrival rate 𝜆
(𝑛)
𝑖 := 𝜆 (𝑛) · 𝑝 (𝑛)

𝑖

Class 𝑖 load 𝜌
(𝑛)
𝑖 :=

𝜆
(𝑛)
𝑖 𝑚

(𝑛)
𝑖

𝑛𝜇𝑖

Table 1. Variables related to class 𝑖 jobs

Number of servers 𝑛

Number of class 𝑖 jobs in system 𝑋
(𝑛)
𝑖

Number of class 𝑖 jobs in queue 𝑄
(𝑛)
𝑖

Classes of jobs in system 𝑼 (𝑛)

Table 2. Variables related to system states

upon arrival. This implies, importantly, that the tasks of a job typically do not end up executing
simultaneously. Secondly, the multi-task model is different from our own in that the individual
tasks of a job have i.i.d. service time requirements which may be quite different from each other.
Within the multi-task model, Weng and Wang [52] analyze a Batch-Filling-𝑑 policy, where each
arriving job samples 𝑘𝑑 queues and fills its tasks into queues so as to minimize the individual task
queueing times. For this Batch-Filling-𝑑 algorithm, Weng and Wang [52] show that diminishing
queueing time for jobs can be achieved in the sub-Halfin-Whitt regime when 𝑑 is sufficiently high.

3 MODEL

The basic description of the multi-server job queueing model with 𝑛 servers follows Figure 2. The

notation that we have discussed so far appears in Table 1. We define𝑚
(𝑛)
max := max1≤𝑖≤𝐾𝑚

(𝑛)
𝑖 as

the maximum server need, and 𝜌 (𝑛) :=
∑𝐾
𝑖=1 𝜌

(𝑛)
𝑖 =

∑𝐾
𝑖=1

𝜆
(𝑛)
𝑖 𝑚

(𝑛)
𝑖

𝑛𝜇𝑖
as the system load. Let 𝜇max :=

max1≤𝑖≤𝐾 𝜇𝑖 .
Arriving jobs enter a First-Come-First-Served (FCFS) queue, which has an infinite capacity. As

illustrated in Figure 2, when a job arrives, it enters service if the queue is empty and the number of
idle servers is at least the job’s server need; otherwise, the job enters the queue to wait for service.
The state of the multi-server job queueing system can be described by an ordered list of the

classes of all jobs in the system, in arrival order. We denote the state at time 𝑡 by 𝑼 (𝑛) (𝑡) =(
𝑢1 (𝑡), 𝑢2 (𝑡), . . . , 𝑢 𝐽 (𝑡)

)
, where 𝑢 𝑗 (𝑡) is the class of the 𝑗th oldest job in the system at time 𝑡 . For

the state shown in Figure 2, assuming that the three jobs in service arrived in the order of 3, then 1,
then 4, the state descriptor is given by (3, 1, 4, 3, 4, 1, 4, 1). Note that this state descriptor is ordered
and the order determines which jobs are in service. Therefore, the total job departure rate depends
on the order, which implies that the queue is not an order-independent queue [8, 22]. It can be
verified that the continuous-time process, 𝑼 (𝑛)

=
{
𝑼 (𝑛) (𝑡), 𝑡 ≥ 0

}
, forms an irreducible Markov

chain taking values in U = {(𝑢1, 𝑢2, . . . , 𝑢 𝐽 ) : 𝐽 ∈ N, 𝑢 𝑗 ∈ {1, 2, . . . , 𝐾}∀𝑗}.
Let 𝑋

(𝑛)
𝑖 (𝑡) denote the number of class 𝑖 jobs in the system at time 𝑡 for 𝑖 = 1, . . . , 𝐾 . Let 𝑿 (𝑛) (𝑡)

be the corresponding vector. Note that the system size process 𝑿 (𝑛)
=

{
𝑿 (𝑛) (𝑡), 𝑡 ≥ 0

}
is not

a Markov chain. We define the queue size process 𝑸 (𝑛)
=

{
𝑸 (𝑛) (𝑡), 𝑡 ≥ 0

}
, where 𝑸 (𝑛) (𝑡) =(

𝑄
(𝑛)
1 (𝑡), . . . , 𝑄 (𝑛)

𝐾
(𝑡)

)
and 𝑄

(𝑛)
𝑖 (𝑡) is the number of class 𝑖 jobs waiting in the queue at time 𝑡 .We

summarize the variables related to system state in Table 2.
Observe that each of 𝑿 (𝑛) and 𝑸 (𝑛) is a function of the Markov chain 𝑼 (𝑛) .When the Markov

chain 𝑼 (𝑛) is positive recurrent with a unique stationary distribution, 𝑿 (𝑛) also has a unique
stationary distribution, as does 𝑸 (𝑛) . We use 𝑿 (𝑛) (∞) and 𝑸 (𝑛) (∞) to denote the random variables
that have the stationary distribution of 𝑿 (𝑛) and 𝑸 (𝑛) , respectively.

In this paper, we are interested in characterizing the queueing probability, under FCFS scheduling,

in different scaling regimes. Here we use the term queueing probability, denoted by 𝑃
(𝑛)
𝑄

, to refer

to the steady-state probability that a job cannot enter service immediately upon arrival. Note

that when there are more than or equal to𝑚
(𝑛)
max idle servers, an arriving job will enter service
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immediately. Thus, we can upper bound 𝑃
(𝑛)
𝑄

as follows

𝑃
(𝑛)
𝑄

≤ P
(
𝐾∑
𝑖=1

𝑚
(𝑛)
𝑖 𝑋

(𝑛)
𝑖 (∞) > 𝑛 −𝑚 (𝑛)

max

)
. (3)

4 MAIN RESULTS

In this section we formally present our main theorems.

Theorem 4.1 (Stability Condition). Consider the system with 𝑛 servers and 𝐾 classes of multi-

server jobs. Under the FCFS policy, the Markov chain 𝑼 (𝑛) is positive recurrent, i.e., the system is stable,

when the load 𝜌 (𝑛) satisfies

𝜌 (𝑛)
< 1 − 𝑚

(𝑛)
max

𝑛
. (4)

Theorem 4.2 (Diminishing Queueing Probability). Consider the system with 𝑛 servers and 𝐾

classes of multi-server jobs. Assume that it uses the FCFS policy and the load satisfies the stability

condition 𝜌 (𝑛)
< 1 − 𝑚

(𝑛)
max

𝑛
. Then the queueing probability is upper bounded by:

𝑃
(𝑛)
𝑄

≤ 1

1 − 𝜌 (𝑛)
©­«
3𝐾

√
𝑚

(𝑛)
max

𝑛
+ 𝑚

(𝑛)
max

𝑛

ª®¬
. (5)

Consequently, if the joint scaling of 𝜌 (𝑛) and𝑚 (𝑛)
max satisfies

1
1−𝜌 (𝑛)

√
𝑚

(𝑛)
max

𝑛
= 𝑜 (1), then the queueing

probability is diminishing, i.e.,

lim
𝑛→∞

𝑃
(𝑛)
𝑄

= 0. (6)

Finally, we show that the evolution of the scaled number of jobs of each class in the system,
1

𝜆
(𝑛)
𝑖

𝑋
(𝑛)
𝑖 (𝑡), can be approximated by a deterministic system, over any finite time horizon [0,𝑇 ] . In

particular, the deterministic system is governed by the following differential equations:

¤𝑦𝑖 (𝑡) = 1 −min

{
𝜇𝑖𝑦𝑖 (𝑡),

1

𝜌𝑖

}
, 𝑖 ∈ {1, . . . , 𝐾}, (7)

Note that when each job can enter service immediately upon arrival, the original system has the
same dynamics as an łenlargedž system where each class of jobs has access to a separate set of 𝑛
servers and is served in FCFS order, i.e., class 𝑖 jobs run as an M/M/ 𝑛

𝑚
(𝑛)
𝑖

queue with arrival rate

𝜆
(𝑛)
𝑖 and service rate 𝜇𝑖 . The diminishing queueing probability implied by Theorem 4.2 suggests
that the original system can be approximated by such an enlarged system. On the other hand, we
can view the solution 𝑦𝑖 (𝑡) to equation (7) as a deterministic approximation to the sample path of
the scaled number of class 𝑖 jobs in the enlarged system. The deterministic system 𝒚(𝑡) hence also
provides an approximation for the scaled number of jobs in the original system.

Theorem 4.3 (Transient behavior of the number of jobs in the system). Suppose that for

each class 𝑖 ∈ {1, . . . , 𝐾}, the load satisfies 𝜌 (𝑛)
𝑖 = 𝜌𝑖 > 0 for all 𝑛, and 𝜌 =

∑𝐾
𝑖=1 𝜌𝑖 < 1. Assume that

lim𝑛→∞
1

𝜆
(𝑛)
𝑖

𝑋
(𝑛)
𝑖 (0) = 𝑦𝑖 (0) in probability for each 𝑖 , where 𝒚(0) is a deterministic initial condition

such that 0 ≤ 𝑦𝑖 (0) < 1
𝜌𝜇𝑖

for all 𝑖 . Let𝒚(𝑡) be the unique solution to the differential equation (7) given
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initial condition 𝒚(0). If𝑚 (𝑛)
max satisfies𝑚

(𝑛)
max = 𝑜 (𝑛), then for any fixed 𝑇 > 0, the following holds:

lim
𝑛→∞

sup
0≤𝑡 ≤𝑇

𝐾∑
𝑖=1

����� 1

𝜆
(𝑛)
𝑖

𝑋
(𝑛)
𝑖 (𝑡) − 𝑦𝑖 (𝑡)

����� = 0, in probability. (8)

5 PROOFS FOR STABILITY AND DIMINISHING QUEUEING PROBABILITY

In this section we present the proofs of stability (Theorem 4.1) and diminishing queueing probability
(Theorem 4.2). Since the structure of our proofs is similar in spirit to that of the recently-developed
drift method [13, 31, 50], we first provide some background on the drift method in Section 5.1. We
then sketch our approach in Section 5.2 and highlight how it deviates from the traditional drift
method. Finally, we present the detailed proofs in Section 5.3.

5.1 Preliminaries on drift method

The general idea of the drift method is to construct an appropriate Lyapunov function and then
study the drift of the Lyapunov function. To be more concrete, consider the Markov chain 𝑼 (𝑛) that
describes the state of our multi-server job queueing system, and let 𝑔 : U → R+ be a Lyapunov
(nonnegative) function on the state space. Let 𝒖 denote a state and 𝑟𝒖,𝒖′ denote the transition rate
from a state 𝒖 to another state 𝒖 ′. Then the drift of 𝑔 is defined as

Δ𝑔(𝒖) = lim
𝛿→0

1

𝛿
E

[
𝑔

(
𝑼 (𝑛) (𝑡 + 𝛿)

)
− 𝑔

(
𝑼 (𝑛) (𝑡)

) ��� 𝑔 (
𝑼 (𝑛) (𝑡)

)
= 𝒖

]
=

∑
𝒖
′∈U

𝑟𝒖,𝒖′ (𝑔 (𝒖 ′) − 𝑔 (𝒖)) .

From the definition, it can be seen that the drift Δ𝑔 is a function of the state 𝒖. When Δ𝑔 is applied
to the steady state 𝑼 (𝑛) (∞), the drift Δ𝑔

(
𝑼 (𝑛) (∞)

)
is referred to as the steady-state drift.

The drift method utilizes the relationship that the expected steady-state drift is zero for well-
behaved Lyapunov functions, i.e., E

[
Δ𝑔

(
𝑼 (𝑛) (∞)

) ]
= 0. One key to the drift method is to craft

an appropriate Lyapunov function 𝑔 such that its drift, Δ𝑔
(
𝑼 (𝑛) (∞)

)
, decomposes into terms that

correspond to the metric of interest (e.g., the total number of jobs in the system) and terms that
are tractable to bound. There are mainly two general approaches to constructing such Lyapunov
functions. The traditional approach [13, 31, 50] is based on establishing state-space collapse, a
property whereby the state is concentrated around a strict subset of the entire state space in heavy
load. Another approach [26ś28, 52, 53] is based on solving the so-called Stein’s equation after
coupling the system with a simple fluid model.

However, it is hard to apply either of these two approaches to our problem. The first approach is
most effective when the load scaling is in the traditional heavy-traffic regime, where the number
of servers stays constant and the load approaches 1; this is not our setting. The second approach
requires finding a reasonable fluid model that admits a solution to Stein’s equation. Such a fluid
representation is hard to find for our łjitteryž model, where jobs sometimes enter service in batches.

5.2 Our approach

Our construction of the Lyapunov function𝑔 does not fall under either of the two typical approaches
in the literature, although our approach follows the general framework of the drift method in the
sense that we also exploit the identity E

[
Δ𝑔

(
𝑼 (𝑛) (∞)

) ]
= 0.

We consider a Lyapunov function 𝑔 : U → R+ defined as follows:

𝑔(𝒖) =
𝐾∑
𝑖=1

𝑚
(𝑛)
𝑖 𝑥𝑖

𝜇𝑖
, (9)
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where 𝑥𝑖 denotes the number of class 𝑖 jobs in system (in queue plus in service), with the under-
standing that 𝑥𝑖 is a function of the state 𝒖. Note that 𝑔(𝒖) has the following intuitive meaning:

Since each class 𝑖 job needs to occupy𝑚
(𝑛)
𝑖 servers for an average of 1/𝜇𝑖 duration of time, we say

that the expected work contributed by a class 𝑖 job, measured by this space-time product, is𝑚
(𝑛)
𝑖 /𝜇𝑖 .

Then 𝑔(𝒖) represents the total amount of expected work in the system.
We then extract information from the drift Δ𝑔(𝒖) in the following way. We first derive the

following upper-bounding function on Δ𝑔(𝒖), which will be formally stated as Lemma 5.1 in
Section 5.3:

Δ𝑔(𝒖) ≤ 𝑚 (𝑛)
max +

{
𝑛𝜌 (𝑛) − ∑𝐾

𝑖=1𝑚
(𝑛)
𝑖 𝑥𝑖 , if

∑𝐾
𝑖=1𝑚

(𝑛)
𝑖 𝑥𝑖 ≤ 𝑛 −𝑚 (𝑛)

max,

−𝑛
(
1 − 𝜌 (𝑛) ) , if

∑𝐾
𝑖=1𝑚

(𝑛)
𝑖 𝑥𝑖 > 𝑛 −𝑚 (𝑛)

max .

Observe that the second term in the upper-bounding function corresponds to the condition∑𝐾
𝑖=1𝑚

(𝑛)
𝑖 𝑥𝑖 > 𝑛 − 𝑚

(𝑛)
max. This will allow us to relate P

(∑𝐾
𝑖=1𝑚

(𝑛)
𝑖 𝑋

(𝑛)
𝑖 (∞) > 𝑛 −𝑚 (𝑛)

max

)
to

E
[
Δ𝑔

(
𝑼 (𝑛) (∞)

) ]
, where recall that 𝑋

(𝑛)
𝑖 (∞) denotes the number of class 𝑖 jobs in steady state.

Then utilizing the identity E
[
Δ𝑔

(
𝑼 (𝑛) (∞)

) ]
= 0 will eventually lead to an upper bound on the

queueing probability 𝑃
(𝑛)
𝑄

.

5.3 Proofs

Consider the Lyapunov function 𝑔 defined in (9) and let Δ𝑔(𝒖) denote its drift. We organize our
proofs into three parts: we first establish the upper-bounding function on Δ𝑔(𝒖) in Lemma 5.1,
which underpins all of our analysis; we then prove the stability result (Theorem 4.1) based on
Lemma 5.1; finally we prove the results on queueing probability (Theorem 4.2) through several
more lemmas. The flow chart of the proofs is given in Figure 4.

Lemma 5.1

Lemma 5.2

Lemma 5.3

Lemma 5.4

Theorem 4.1 (Stability Condition)

Theorem 4.2 (Diminishing Queueing Probability)

Fig. 4. Flowchart of proofs

Upper-bounding function on the drift.

Lemma 5.1. The drift of 𝑔(𝒖) can be bounded as:

Δ𝑔(𝒖) ≤ 𝑚 (𝑛)
max + ℎ(𝒙), (10)

where 𝒙 = (𝑥1, 𝑥2, . . . , 𝑥𝐾 ) with 𝑥𝑖 denoting the number of class 𝑖 jobs in system (in queue plus in

service), and the function ℎ is defined as:

ℎ(𝒙) =
{
𝑛𝜌 (𝑛) − ∑𝐾

𝑖=1𝑚
(𝑛)
𝑖 𝑥𝑖 , if

∑𝐾
𝑖=1𝑚

(𝑛)
𝑖 𝑥𝑖 ≤ 𝑛 −𝑚 (𝑛)

max,

−𝑛
(
1 − 𝜌 (𝑛) ) , if

∑𝐾
𝑖=1𝑚

(𝑛)
𝑖 𝑥𝑖 > 𝑛 −𝑚 (𝑛)

max.
(11)
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Proof. Recall that 𝑔(𝒖) = ∑𝐾
𝑖=1

𝑚
(𝑛)
𝑖 𝑥𝑖
𝜇𝑖

. Let 𝑞𝑖 be the corresponding number of class 𝑖 jobs in the

queue, with the understanding that 𝑞𝑖 is a function of the state 𝒖. When there is a class 𝑖 arrival,

which happens at a transition rate of 𝜆
(𝑛)
𝑖 , the value of 𝑥𝑖 increases by 1; when a class 𝑖 job departs,

which happens at a transition rate of 𝜇𝑖 (𝑥𝑖 − 𝑞𝑖 ), the value of 𝑥𝑖 decreases by 1. Therefore, the drift
of 𝑔(𝒖) can be written as follows:

Δ𝑔(𝒖) =
𝐾∑
𝑖=1

𝜆
(𝑛)
𝑖 ·

𝑚
(𝑛)
𝑖

𝜇𝑖
−

𝐾∑
𝑖=1

𝜇𝑖 (𝑥𝑖 − 𝑞𝑖 ) ·
(
−
𝑚

(𝑛)
𝑖

𝜇𝑖

)
.

Then noticing the relation 𝜌
(𝑛)
𝑖 =

𝜆
(𝑛)
𝑖 𝑚

(𝑛)
𝑖

𝑛𝜇𝑖
, we get

Δ𝑔(𝒖) = 𝑛𝜌 (𝑛) −
𝐾∑
𝑖=1

𝑚
(𝑛)
𝑖 (𝑥𝑖 − 𝑞𝑖 ). (12)

Consider the term
∑𝐾
𝑖=1𝑚

(𝑛)
𝑖 (𝑥𝑖 − 𝑞𝑖 ) in (12). It is easy to see that when

∑𝐾
𝑖=1𝑚

(𝑛)
𝑖 𝑥𝑖 ≤ 𝑛 −𝑚 (𝑛)

max,
which corresponds to the first case in the definition of ℎ in (11), there must be no jobs in the queue,

and thus
∑𝐾
𝑖=1𝑚

(𝑛)
𝑖 (𝑥𝑖 − 𝑞𝑖 ) =

∑𝐾
𝑖=1𝑚

(𝑛)
𝑖 𝑥𝑖 . When

∑𝐾
𝑖=1𝑚

(𝑛)
𝑖 𝑥𝑖 > 𝑛 −𝑚 (𝑛)

max, which corresponds
to the second case in the definition of ℎ in (11), either there are no jobs in the queue and thus∑𝐾
𝑖=1𝑚

(𝑛)
𝑖 (𝑥𝑖 − 𝑞𝑖 ) =

∑𝐾
𝑖=1𝑚

(𝑛)
𝑖 𝑥𝑖 > 𝑛 − 𝑚 (𝑛)

max, or the number of idle servers is not enough to

absorb the job at the head of the queue and thus
∑𝐾
𝑖=1𝑚

(𝑛)
𝑖 (𝑥𝑖 − 𝑞𝑖 ) > 𝑛 −𝑚 (𝑛)

max. In both scenarios,

Δ𝑔(𝒖) ≤ 𝑛𝜌 (𝑛) − 𝑛 +𝑚 (𝑛)
max = ℎ(𝒙) +𝑚 (𝑛)

max, which completes the proof of Lemma 5.1. □

Proof of Theorem 4.1 (Stability Condition). We invoke the Foster-Lyapunov criteria [43] to

show that the Markov chain 𝑼 (𝑛) is positive recurrent. Let B =

{
𝒖 :

∑𝐾
𝑖=1𝑚

(𝑛)
𝑖 𝑥𝑖 ≤ 𝑛 −𝑚 (𝑛)

max

}
. Then

clearly B ⊆ U is a finite set. The drift upper bound in Lemma 5.1 implies that:

• Δ𝑔(𝒖) ≤ 𝑛𝜌 (𝑛) +𝑚 (𝑛)
max < +∞ when 𝒖 ∈ B;

• Δ𝑔(𝒖) ≤ −𝑛
(
1 − 𝜌 (𝑛) ) +𝑚 (𝑛)

max < 0 when 𝒖 ∉ B,

where the second item follows from the assumption that 𝜌 (𝑛)
< 1 − 𝑚

(𝑛)
max

𝑛
. Therefore, by the

Foster-Lyapunov theorem, the Markov chain 𝑼 (𝑛) is positive recurrent. □

Proof of Theorem4.2 (DiminishingQueueing Probability). The proof of Theorem 4.2 is based
on two more lemmas (Lemmas 5.3 and 5.4) besides Lemma 5.1. To keep it clear and short, we defer
the proofs of Lemmas 5.3 and 5.4 until the end.
First we note that E

[
Δ𝑔

(
𝑼 (𝑛) (∞)

) ]
= 0 since E

[
𝑔

(
𝑼 (𝑛) (∞)

) ]
< +∞ by Lemma 5.3. Then uti-

lizing E
[
Δ𝑔

(
𝑼 (𝑛) (∞)

) ]
= 0, we can derive an upper bound on P

(∑𝐾
𝑖=1𝑚

(𝑛)
𝑖 𝑋

(𝑛)
𝑖 (∞) > 𝑛 −𝑚 (𝑛)

max

)
,

where recall that the queueing probability 𝑃
(𝑛)
𝑄

≤ P
(∑𝐾

𝑖=1𝑚
(𝑛)
𝑖 𝑋

(𝑛)
𝑖 (∞) > 𝑛 −𝑚 (𝑛)

max

)
. By the drift

upper bound Δ𝑔(𝒖) ≤ ℎ(𝒙) +𝑚 (𝑛)
max in Lemma 5.1, we have

E

[
ℎ

(
𝑿 (𝑛) (∞)

)]
≥ E

[
Δ𝑔

(
𝑼 (𝑛) (∞)

)]
−𝑚 (𝑛)

max = −𝑚 (𝑛)
max.

Since
[
ℎ

(
𝑿 (𝑛) (∞)

) ]
can be written as follows, by its construction:

E

[
ℎ

(
𝑿 (𝑛) (∞)

)]
= E

[(
𝑛𝜌 (𝑛) −

𝐾∑
𝑖=1

𝑚
(𝑛)
𝑖 𝑋

(𝑛)
𝑖 (∞)

)
· 1{∑𝐾

𝑖=1𝑚
(𝑛)
𝑖 𝑋

(𝑛)
𝑖 (∞) ≤𝑛−𝑚 (𝑛)

max

}
]
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− 𝑛
(
1 − 𝜌 (𝑛)

)
P

(
𝐾∑
𝑖=1

𝑚
(𝑛)
𝑖 𝑋

(𝑛)
𝑖 (∞) > 𝑛 −𝑚 (𝑛)

max

)
,

it follows that

P

(
𝐾∑
𝑖=1

𝑚
(𝑛)
𝑖 𝑋

(𝑛)
𝑖 (∞) > 𝑛 −𝑚 (𝑛)

max

)

≤ 𝑚
(𝑛)
max

𝑛
(
1 − 𝜌 (𝑛) ) + 1

𝑛
(
1 − 𝜌 (𝑛) ) E

[(
𝑛𝜌 (𝑛) −

𝐾∑
𝑖=1

𝑚
(𝑛)
𝑖 𝑋

(𝑛)
𝑖 (∞)

)
· 1{∑𝐾

𝑖=1𝑚
(𝑛)
𝑖 𝑋

(𝑛)
𝑖 (∞) ≤𝑛−𝑚 (𝑛)

max

}
]
.

≤ 𝑚
(𝑛)
max

𝑛
(
1 − 𝜌 (𝑛) ) + 1

𝑛
(
1 − 𝜌 (𝑛) )

𝐾∑
𝑖=1

E

[(
𝑛𝜌

(𝑛)
𝑖 −𝑚 (𝑛)

𝑖 𝑋
(𝑛)
𝑖 (∞)

)+]
, (13)

where (𝑎)+ for a real number 𝑎 ∈ R denotes max{𝑎, 0}.
We then bound each summand in the second term in (13) using Lemma 5.4, which asserts that

E

[(
𝑛𝜌

(𝑛)
𝑖 −𝑚 (𝑛)

𝑖 𝑋
(𝑛)
𝑖 (∞)

)+]
≤ 3

√
𝑛𝑚

(𝑛)
𝑖 . Intuitively, Lemma 5.4 says that the number of class 𝑖

jobs, 𝑋
(𝑛)
𝑖 (∞), cannot be much smaller than

𝑛𝜌
(𝑛)
𝑖

𝑚
(𝑛)
𝑖

=
𝜆
(𝑛)
𝑖

𝜇𝑖
. To see this, consider the scenario when

the number of class 𝑖 jobs is smaller than
𝜆
(𝑛)
𝑖

𝜇𝑖
. Then the departure rate of class 𝑖 jobs will definitely

be much smaller than 𝜇𝑖 ·
𝜆
(𝑛)
𝑖

𝜇𝑖
= 𝜆

(𝑛)
𝑖 , i.e., the departure rate is smaller than the arrival rate for

class 𝑖 jobs. Consequently, the number of class 𝑖 jobs will increase. The threshold value for the

number of class 𝑖 jobs to balance the departure and arrival rates is
𝜆
(𝑛)
𝑖

𝜇𝑖
. Conceptually, Lemma 5.4 is

similar to the łstate-space collapsež type of results in the literature, since it can be interpreted as a

concentration of 𝑋
(𝑛)
𝑖 (∞) around the subset of values no smaller than

𝜆
(𝑛)
𝑖

𝜇𝑖
.

With this upper bound given by Lemma 5.4, (13) can be further upper bounded as:

P

(
𝐾∑
𝑖=1

𝑚
(𝑛)
𝑖 𝑋

(𝑛)
𝑖 (∞) > 𝑛 −𝑚 (𝑛)

max

)
≤ 𝑚

(𝑛)
max

𝑛
(
1 − 𝜌 (𝑛) ) + 1

𝑛
(
1 − 𝜌 (𝑛) ) · 3𝐾

√
𝑛𝑚

(𝑛)
max

=
1

1 − 𝜌 (𝑛)
©­«
3𝐾

√
𝑚

(𝑛)
max

𝑛
+ 𝑚

(𝑛)
max

𝑛

ª®¬
.

Then the diminishing queueing probability result in (6) follows immediately. This completes the
proof of Theorem 4.2. □

Lemmas 5.3 and 5.4 (needed in the proof of Theorem 4.2). Before we present Lemmas 5.3
and 5.4, we first state Lemma 5.2 below, which is the tool we use in the proofs of Lemmas 5.3 and
5.4 (see the flowchart in Figure 4). Lemma 5.2 is a well-known result that bounds tail probabilities
and moments using drift conditions [7, 16, 50]. We include it here for completeness, and the form
below slightly generalizes the commonly used form in the literature.

Lemma 5.2 (Bounds via Drift). Let {𝑆 (𝑡), 𝑡 ≥ 0} be a continuous-time Markov chain on a

countable state space S and 𝑟𝑠,𝑠′ be its transition rate from state 𝑠 to state 𝑠 ′. Assume that it has a

unique stationary distribution and let 𝑆 (∞) be a random element that follows the stationary distribution.

Let 𝑉 : S → R+ be a Lyapunov function. Suppose
𝑣max := sup

𝑠,𝑠′ : 𝑟𝑠,𝑠′>0
|𝑉 (𝑠 ′) −𝑉 (𝑠) | < +∞, sup

𝑠

∑
𝑠′
𝑟𝑠,𝑠′ < +∞,
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and let

𝛿max = sup
𝑠

∑
𝑠′ : 𝑉 (𝑠′)>𝑉 (𝑠)

𝑟𝑠,𝑠′ |𝑉 (𝑠 ′) −𝑉 (𝑠) |.

Suppose that there exist 𝐵 > 0 and 𝛾 > 0 such that for any 𝑠 with 𝑉 (𝑠) > 𝐵,

Δ𝑉 (𝑠) ≤ −𝛾 .
Then for all nonnegative integers𝑚,

P

(
𝑉

(
𝑆 (∞)

)
> 𝐵 + 2𝑚𝑣max

)
≤

(
𝛿𝑚𝑎𝑥

𝛿𝑚𝑎𝑥 + 𝛾

)𝑚+1
.

Further,

E

[
𝑉

(
𝑆 (∞)

) ]
≤ 𝐵 + 2𝑣max𝛿max

𝛾
.

Now we are ready for Lemmas 5.3 and 5.4 and their proofs.

Lemma 5.3. The Lyapunov function 𝑔 defined in (9) satisfies

E

[
𝑔

(
𝑼 (𝑛) (∞)

)]
< +∞.

Proof. We prove Lemma 5.3 by applying Lemma 5.2 to the Lyapunov function 𝑔. Recall that

𝑔(𝒖) =
∑𝐾
𝑖=1

𝑚
(𝑛)
𝑖 𝑥𝑖
𝜇𝑖

, where we use 𝒖 to denote a state and 𝒙 = (𝑥1, 𝑥2, . . . , 𝑥𝐾 ) to denote the

corresponding numbers of jobs in the system of each class.

Let 𝐵 =
𝑛−𝑚 (𝑛)

max

𝜇min
. We bound the drift Δ𝑔(𝒖) when 𝑔(𝒖) > 𝐵 using Lemma 5.1. When 𝑔(𝒖) > 𝐵, we

have

𝐾∑
𝑖=1

𝑚
(𝑛)
𝑖 𝑥𝑖 ≥ 𝜇min ·

𝐾∑
𝑖=1

𝑚
(𝑛)
𝑖 𝑥𝑖

𝜇𝑖
= 𝜇min · 𝑔(𝒖) > 𝑛 −𝑚 (𝑛)

max .

Then Lemma 5.1 implies that Δ𝑔(𝒖) ≤ −𝑛
(
1 − 𝜌 (𝑛) ) +𝑚 (𝑛)

max, which is negative when 𝜌
(𝑛)

< 1−𝑚
(𝑛)
max

𝑛
.

Note that when we take the Lyapunov function in Lemma 5.2 to be 𝑔, then 𝑣max = max𝑖

{
𝑚

(𝑛)
𝑖

𝜇𝑖

}
≤

𝑚
(𝑛)
max

𝜇min
, and 𝛿max =

∑𝐾
𝑖=1

𝑚
(𝑛)
𝑖 𝜆

(𝑛)
𝑖

𝜇𝑖
= 𝑛𝜌 (𝑛) . Applying Lemma 5.2, we get

E

[
𝑔

(
𝑼 (𝑛) (∞)

)]
≤ 𝐵 + 2𝑣max𝛿max

𝑛
(
1 − 𝜌 (𝑛) ) −𝑚 (𝑛)

max

≤ 𝑛 −𝑚 (𝑛)
max

𝜇min
+ 2 · 𝑚

(𝑛)
max

𝜇min
· 𝑛𝜌 (𝑛)

𝑛
(
1 − 𝜌 (𝑛) ) −𝑚 (𝑛)

max

,

which is finite, and thus completes the proof of Lemma 5.3. □

Lemma 5.4. For each class 𝑖 ,

E

[(
𝑛𝜌

(𝑛)
𝑖 −𝑚 (𝑛)

𝑖 𝑋
(𝑛)
𝑖 (∞)

)+]
≤ 3

√
𝑛𝑚

(𝑛)
𝑖 . (14)

Proof. We prove Lemma 5.4 by applying Lemma 5.2 to the Lyapunov function 𝑓 : U → R+
defined as

𝑓 (𝒖) =
(
𝑛𝜌

(𝑛)
𝑖 −𝑚 (𝑛)

𝑖 𝑥𝑖

)+
,

where recall that we use 𝒖 to denote a state and 𝒙 = (𝑥1, 𝑥2, . . . , 𝑥𝐾 ) to denote the corresponding
numbers of jobs in the system of each class. Then (14) is equivalent to E

[
𝑓

(
𝑼 (𝑛) (∞)

) ]
≤ 3

√
𝑛𝑚

(𝑛)
𝑖 .
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Let 𝐵 =

√
𝑛𝑚

(𝑛)
𝑖 . Then we bound the drift Δ𝑓 (𝒖) when 𝑓 (𝒖) > 𝐵. The condition that 𝑓 (𝒖) > 𝐵

guarantees that 𝑓 (𝒖) = 𝑛𝜌 (𝑛)
𝑖 −𝑚 (𝑛)

𝑖 𝑥𝑖 > 𝐵 ≥ 𝑚 (𝑛)
𝑖 . Therefore, the drift Δ𝑓 (𝒖) can be bounded as

follows:

Δ𝑓 (𝒖) = 𝜆 (𝑛)𝑖 ·
(
−𝑚 (𝑛)

𝑖

)
+ 𝜇𝑖 (𝑥𝑖 − 𝑞𝑖 ) ·𝑚 (𝑛)

𝑖

≤ −𝜇𝑖
(
𝑛𝜌

(𝑛)
𝑖 −𝑚 (𝑛)

𝑖 𝑥𝑖

)
< −𝜇𝑖𝐵,

where the last line follows from the condition that 𝑓 (𝒖) > 𝐵. Thus, the 𝛾 in Lemma 5.2 equals 𝜇𝑖𝐵.

Note that when we take the Lyapunov function in Lemma 5.2 to be 𝑓 , then 𝑣max = 𝑚
(𝑛)
𝑖 , and

𝛿max satisfies 𝛿max ≤ 𝑛𝜇𝑖

𝑚
(𝑛)
𝑖

·𝑚 (𝑛)
𝑖 = 𝑛𝜇𝑖 , since 𝑓 increases when there is a departure of class 𝑖 jobs.

Applying Lemma 5.2, we get

E

[
𝑓

(
𝑼 (𝑛) (∞)

)]
≤ 𝐵 +

2𝑛𝑚
(𝑛)
𝑖 𝜇𝑖

𝜇𝑖𝐵
= 3

√
𝑛𝑚

(𝑛)
𝑖 ,

which proves the bound (14) in Lemma 5.4. □

6 PROOF FOR TRANSIENT ANALYSIS

In this section, we focus on analyzing the transient behavior of the number of jobs of each class
(Theorem 4.3). Our analysis is motivated by the approach of fluid approximation, where an appro-
priately scaled system process can be approximated, as the number of servers grows large, by a
deterministic system that is defined by a system of differential equations. Such a deterministic
system is referred to as fluid model in the literature. In particular, our proof is closely related to
the argument for a result called Kurtz’s theorem on density-dependent Markov processes (see
Chapter 8 of [23] or Chapter 5.3 of [12]). However, we remark that there are two key differences
between our proof and the standard argument. First, we scale the number of jobs of each class by
the corresponding arrival rate; in contrast, traditional fluid approximation considers scaling by the
number of servers. The traditional fluid scaling does not work for a system with multi-server jobs,
where server needs can potentially grow with the number of servers 𝑛. Second, because we have
multiple job classes, instead of directly comparing our original system with the fluid model, we
need to construct an intermediate system and couple it with our original system. We establish the
fluid approximation by showing that the intermediate system is close to both the original system
and the fluid model.

We first introduce the fluid model and its properties in Section 6.1, and then prove Theorem 4.3
in Section 6.2. For ease of exposition, we denote the scaled number of class 𝑖 jobs in the system at
time 𝑡 by

𝑋
(𝑛)
𝑖 (𝑡) :=

𝑋
(𝑛)
𝑖 (𝑡)
𝜆
(𝑛)
𝑖

.

6.1 Fluid model

Recall that the fluid model is defined by the following differential equations:

¤𝑦𝑖 (𝑡) = 1 −min

{
𝜇𝑖𝑦𝑖 (𝑡),

1

𝜌𝑖

}
, 𝑖 ∈ {1, . . . , 𝐾}. (15)
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For each 𝑖 ∈ {1, . . . , 𝐾}, given an initial condition satisfying 𝑦𝑖 (0) ≤ 1
𝜇𝑖𝜌𝑖

, it is not hard to see that

the unique solution to the differential equation (15) is given by

𝑦𝑖 (𝑡) =
(
𝑦𝑖 (0) −

1

𝜇𝑖

)
𝑒−𝜇𝑖𝑡 + 1

𝜇𝑖
. (16)

Observe that starting from any initial condition 𝒚(0) satisfying 0 ≤ 𝑦𝑖 (0) ≤ 1
𝜇𝑖𝜌𝑖

for all 𝑖 , as

𝑡 → ∞, the system 𝒚(𝑡) converges to the following equilibrium point

𝒚(∞) :=
( 1
𝜇1
,
1

𝜇2
, . . . ,

1

𝜇𝐾

)
.

Interpretation of the differential equations. Consider a system where each class of jobs has access
to a separate set of 𝑛 servers and is served in FCFS order, i.e., class 𝑖 jobs run as an M/M/ 𝑛

𝑚
(𝑛)
𝑖

queue with arrival rate 𝜆
(𝑛)
𝑖 and service rate 𝜇𝑖 . For simplicity, assume that 𝑛/𝑚 (𝑛)

𝑖 is an integer.

Let 𝑌
(𝑛)
𝑖 (𝑡) denote the number of jobs in this system at time 𝑡 .

We can view a solution to the fluid model (15), 𝑦𝑖 (𝑡), as a deterministic approximation to the sam-

ple paths of
𝑌

(𝑛)
𝑖 (𝑡 )
𝜆
(𝑛)
𝑖

for a large 𝑛. Note that
𝑌

(𝑛)
𝑖 (𝑡 )
𝜆
(𝑛)
𝑖

decreases by 1

𝜆
(𝑛)
𝑖

at rate min
{
𝜇𝑖𝑌

(𝑛)
𝑖 (𝑡), 𝜇𝑖 𝑛

𝑚
(𝑛)
𝑖

}
,

due to the completion of a job. Multiplying the departure rate by the decrease due to a departure,
and taking the limit 𝑛 → ∞, we obtain the second drift termmin

{
𝜇𝑖𝑦𝑖 (𝑡), 1

𝜌𝑖

}
in (15). The first drift

term, 1, corresponds to arrivals, as
𝑌

(𝑛)
𝑖 (𝑡 )
𝜆
(𝑛)
𝑖

increases by 1

𝜆
(𝑛)
𝑖

at rate 𝜆
(𝑛)
𝑖 .

6.2 Proof outline of Theorem 4.3

Here we provide a proof outline of Theorem 4.3 and highlight the difference from the standard
argument for Kurtz’s theorem. We defer the detailed proof to Appendix A.
As we mentioned earlier, a key difference between our proof and the standard argument is the

construction of an intermediate system. In particular, we consider the system {𝒀 (𝑛) (𝑡)} constructed
in Section 6.1, i.e., 𝑌

(𝑛)
𝑖 (𝑡) is the number of jobs in an M/M/ 𝑛

𝑚
(𝑛)
𝑖

queue at time 𝑡 . We couple this

enlarged system with our system so that they have the same initial state, identical job arrival
sequence and identical job service times. With this coupling, the system {𝒀 (𝑛) (𝑡)} is identical to
our system (in terms of the number of present jobs of each class) until the moment when the total
number of servers requested by present jobs exceeds 𝑛. Specifically, for any positive time 𝑇 , we

have 𝑋
(𝑛)
𝑖 (𝑡) = 𝑌 (𝑛)

𝑖 (𝑡) for all classes 𝑖 and all 𝑡 with 0 ≤ 𝑡 ≤ 𝑇 if

sup
0≤𝑡 ≤𝑇

𝐾∑
𝑖=1

𝑚
(𝑛)
𝑖 𝑌

(𝑛)
𝑖 (𝑡) ≤ 𝑛.

To establish that the scaled number of jobs in our original system,
{

1

𝜆
(𝑛)
𝑖

𝑋
(𝑛)
𝑖 (𝑡)

}
, can be ap-

proximated by the fluid model 𝒚(𝑡), it suffices to show that the scaled number of jobs in the

intermediate enlarged system,
{

1

𝜆
(𝑛)
𝑖

𝑌
(𝑛)
𝑖 (𝑡)

}
, is close to both of

{
1

𝜆
(𝑛)
𝑖

𝑋
(𝑛)
𝑖 (𝑡)

}
and the fluid model

𝒚(𝑡). Specifically, note that

P

(
sup

0≤𝑡 ≤𝑇

𝐾∑
𝑖=1

����� 1

𝜆
(𝑛)
𝑖

𝑋
(𝑛)
𝑖 (𝑡) − 𝑦𝑖 (𝑡)

����� > 𝜖
)
≤

𝐾∑
𝑖=1

P

(
sup

0≤𝑡 ≤𝑇

����� 1

𝜆
(𝑛)
𝑖

𝑌
(𝑛)
𝑖 (𝑡) − 𝑦𝑖 (𝑡)

����� > 𝜖

𝐾

)
(17)

+ P
(
∃ 𝑖 and 𝑡 ∈ [0,𝑇 ] s.t. 𝑋 (𝑛)

𝑖 (𝑡) ≠ 𝑌 (𝑛)
𝑖 (𝑡)

)
. (18)
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Our proof consists of the following three main steps:

Step 1: We show that
{

1

𝜆
(𝑛)
𝑖

𝑌
(𝑛)
𝑖 (𝑡)

}
is close to the fluid model 𝒚(𝑡). In particular, we upper

bound (17) by showing that for each 𝑖 ,

P

(
sup

0≤𝑡 ≤𝑇

����� 1

𝜆
(𝑛)
𝑖

𝑌
(𝑛)
𝑖 (𝑡) − 𝑦𝑖 (𝑡)

����� > 𝜖

𝐾

)

≤P
( ����� 1

𝜆
(𝑛)
𝑖

𝑌
(𝑛)
𝑖 (0) − 𝑦𝑖 (0)

����� > 𝜖𝑒−𝜇𝑖𝑇

3𝐾

)
+ 2𝑒

−𝜆 (𝑛)𝑖 𝑇 ·ℎ
(
𝜖𝑒−𝜇𝑖𝑇
3𝐾𝑇

)
+ 2𝑒

− 𝑛𝜇𝑖𝑇
𝑚

(𝑛)
𝑖

ℎ

(
𝜌𝑖𝜖𝑒

−𝜇𝑖𝑇
3𝐾𝑇

)
, (19)

using ideas similar to those used in proving Kurtz’s theorem [12, 23].

Step 2: We next show that 𝑌
(𝑛)
𝑖 (𝑡) is close to 𝑋 (𝑛)

𝑖 (𝑡). Specifically, we upper bound the proba-

bility of 𝑋
(𝑛)
𝑖 (𝑡) deviating from 𝑌

(𝑛)
𝑖 (𝑡) in (18) utilizing the result from Step 1.

Step 3: We combine the results from Step 1-2 to show that

lim
𝑛→∞
P

(
sup

0≤𝑡 ≤𝑇

𝐾∑
𝑖=1

����� 1

𝜆
(𝑛)
𝑖

𝑋
(𝑛)
𝑖 (𝑡) − 𝑦𝑖 (𝑡)

����� > 𝜖
)
= 0,

thus completing the proof of Theorem 4.3.

Remark 1. Theorem 4.3 and the convergence of 𝒚(𝑡) to 𝒚(∞) give the following result:

𝑋 (𝑛) (𝑡) 𝑑→ 𝒚(𝑡), as 𝑛 → ∞, 𝒚(𝑡) → 𝒚(∞), as 𝑡 → ∞, (20)

where ł
𝑑→ž denotes convergence in distribution. On the other hand, when the system load 𝜌 satisfies

𝜌 < 1− 𝑚
(𝑛)
max

𝑛
, Theorem 4.1 implies that 𝑿 (𝑛) has a unique stationary distribution. That is, for any 𝑛,

𝑋 (𝑛) (𝑡) 𝑑→ 𝑿 (𝑛) (∞), as 𝑡 → ∞,

where 𝑿 (𝑛) (∞) is the random variable with the stationary distribution of 𝑿 (𝑛) . We may expect
that equation (20) still holds if we change the order in which the limits over 𝑡 and 𝑛 are taken, i.e.,

𝑋 (𝑛) (𝑡) 𝑑→ 𝑿 (𝑛) (∞), as 𝑡 → ∞, 𝑿 (𝑛) (∞) 𝑑→ 𝒚(∞), as 𝑛 → ∞. (21)

Unfortunately, existing techniques fall short of establishing such an interchange of limits. However,

we conjecture that {𝑿 (𝑛) (∞)}𝑛 converges to 𝒚(∞) as 𝑛 → ∞. In particular, our numerical experi-
ments appear to support our conjecture (see Section 7). We leave as an intriguing open question

establishing the convergence of {𝑿 (𝑛) (∞)}𝑛 .

7 SIMULATION RESULTS

In this section, we perform three sets of simulation experiments to demonstrate our theoretical
results and investigate gaps in the theory.

In all the experiments, we simulate a sequence of systems with 𝑛 = 26, 28, 210, 212, 214, 216 servers.
Since the scaling of jobs’ server needs is a distinctive feature of our model, we first focus on a

setting with three types of jobs whose server needs are𝑚
(𝑛)
1 = 3,𝑚

(𝑛)
2 = log2 𝑛 and𝑚

(𝑛)
3 =

√
𝑛 for

sets I and II; then we vary the maximum server need in set III. The service times are exponentially
distributed with rates 𝜇1 = 0.25, 𝜇2 = 0.5 and 𝜇3 = 1. Values of parameters for sets I and II are
summarized in Table 3.
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Set I. In the first set of experiments, our goal is to demonstrate the diminishing queueing probability
and to investigate the distribution of the number of jobs from each class. Recall that the scaling
regimes where we prove a diminishing queueing probability are the four regions in Figure 3. Here
we pick the most interesting region, Region 4, where both the server needs and the system load
𝜌 (𝑛) scale with 𝑛. Specifically, we choose the load to be 𝜌 (𝑛)

= 1 − 1
4
𝑛−0.1. One can verify that this

setting satisfies the condition for a diminishing queueing probability established by Theorem 4.2.

Queueing probability. Figure 5 shows the fraction of jobs that have to queue upon arrival for
each job class, which serves as an estimate of the queueing probability. To see how reliable these
estimates are, we take the last 100, 0000 data points (seen by the Poisson arrivals) and divide them
into 10 segments. We then calculate the fraction of jobs that queue for each segment. The points
on the curves are the mean fractions averaged over the 10 segments, and the error bars mark
one standard deviation. The small error bars in Figure 5 indicate that the estimated queueing
probabilities are very stable. The trends of the curves in Figure 5 demonstrate that the queueing
probabilities are diminishing as 𝑛 increases, as predicted by our theoretical results.

Number of jobs in system. Although we were not able to theoretically analyze the number of
jobs from each class in steady state, we conjecture that the number converges in distribution based

on the transient analysis. Specifically, recall that 𝑋
(𝑛)
𝑖 (∞) denotes the number of class 𝑖 jobs (in

queue plus in service) in steady state. Then we conjecture that 1
λ𝑖
𝑋

(𝑛)
𝑖 (∞) → 1

𝜇𝑖
in distribution.

Our simulation results in Figure 6 support this conjecture. In Figure 6, the points on the curves are

the average of 1
λ𝑖
𝑋

(𝑛)
𝑖 (𝑡) seen by Poisson arrivals when the system is empirically steady, and the

error bars mark one empirical standard deviation. Recall that 𝜇1 = 0.25, 𝜇2 = 0.5 and 𝜇3 = 1. We can
see that the curves converge nicely to the point mass distributions at the 1

𝜇𝑖
’s.

Fig. 5. Diminishing queueing probabilities. Sys-

tem load: 𝜌 (𝑛) = 1 − 1
4𝑛

−0.1; server needs:(
𝑚

(𝑛)
1 ,𝑚

(𝑛)
2 ,𝑚

(𝑛)
3

)
=

(
3, log2 𝑛,

√
𝑛
)
.

Fig. 6. Convergence of scaled numbers of jobs

to 1
𝜇𝑖
, where 𝜇1 = 0.25, 𝜇2 = 0.5, and 𝜇3 = 1.

System load: 𝜌 (𝑛) = 1 − 1
4𝑛

−0.1; server needs:(
𝑚

(𝑛)
1 ,𝑚

(𝑛)
2 ,𝑚

(𝑛)
3

)
=

(
3, log2 𝑛,

√
𝑛
)
.

𝑛 26 = 64 28 = 256 210 = 1024 212 = 4096 214 = 16384 216 = 65536

I, II:
(
𝑚

(𝑛)
1 ,𝑚

(𝑛)
2 ,𝑚

(𝑛)
3

)
(3, 6, 8) (3, 8, 16) (3, 10, 32) (3, 12, 64) (3, 14, 128) (3, 16, 256)

I: 𝜌 (𝑛) = 1 − 1
4𝑛

−0.1 0.8351 0.8564 0.8750 0.8912 0.9053 0.9175

II: 𝜌 (𝑛) = 1 − 𝑛−0.3 0.7128 0.8105 0.8750 0.9175 0.9456 0.9641

Table 3. Simulation parameters
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Fig. 7. Non-diminishing queueing probabilities.

System load: 𝜌 (𝑛) = 1 − 𝑛−0.3; server needs:(
𝑚

(𝑛)
1 ,𝑚

(𝑛)
2 ,𝑚

(𝑛)
3

)
=

(
3, log2 𝑛,

√
𝑛
)
.

Fig. 8. Impact of maximum server need 𝑚
(𝑛)
max.

System load: 𝜌 (𝑛) = 1 − 1
4𝑛

−0.1; server

needs:
(
𝑚

(𝑛)
1 ,𝑚

(𝑛)
2 ,𝑚

(𝑛)
3

)
=

(
3, log2 𝑛,

√
𝑛
)
,(

3, log2 𝑛, 3𝑛
1/4

)
, (3, log2 𝑛, log2 𝑛 + 2).

Set II. In the second set of experiments, our goal is to empirically investigate when the queueing
probabilities are not diminishing. We keep the server needs the same as those in the first set of
experiments, but we increase the load to be 𝜌 (𝑛)

= 1 − 𝑛−0.3. This scaling regime no longer satisfies
our condition for a diminishing queueing probability in Theorem 4.2. Figure 7 demonstrates that
indeed, it is unlikely that the queueing probabilities will converge to zero here.

Set III. In the last set of experiments, we investigate how the maximum server need,𝑚
(𝑛)
max, affects

the queueing probability. Figure 8 compares the queueing probabilities of class 3 jobs under three

settings where𝑚
(𝑛)
max varies as

√
𝑛, 3𝑛1/4, and log2 𝑛 + 2, while keeping other parameters the same.

It shows that the queueing probability diminishes faster as𝑚
(𝑛)
max decreases.

8 CONCLUSION AND FUTURE WORK

In this paper, we consider a model that we refer to as the multi-server job queueing model. In
this model, a job requests multiple servers and holds on these servers simultaneously during its
service. We investigate a novel scaling regime where both the server needs of jobs and the system
load scale with the total number of servers in the system. Our main result is an upper bound
on the queueing probability under FCFS scheduling, which allows us to establish conditions for
the queueing probability to go to zero as the number of servers grows. We also characterize the
transient behavior of the system under constant load in the large-system limit.

There are many interesting directions that are worth further investigation in future work. Here
we list a few.

(1) As we mentioned in Sections 1 and 2, finding exact (non-asymptotic) stability conditions under
FCFS scheduling for more than two job classes with heterogeneous service rates is open.

(2) Characterizing the job response time in non-asymptotic regimes is wide open.
(3) It is of great interest to extend our stability condition and queueing probability upper bound to

settings with service time distributions beyond exponential distributions. For this direction, a
natural first attempt would be to generalize the Lyapunov drift-based analysis in this paper. A
recent work [50] has demonstrated that the drift method can be used to obtain tight bounds
in heavy traffic under phase-type service time distributions. However, the analysis in [50]
requires a complicated construction of the Lyapunov function. We anticipate that finding a
proper Lyapunov function for the multi-server job model will be highly challenging.
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(4) Network structure is playing an increasingly important role in job scheduling due to data locality
[51, 57], which constrains the servers on which a job can run. Recent works [37, 42, 53] have
studied how the network structure affects performance in load-balancing systems. Analyzing
the multi-server job model with a network structure is an interesting future direction. Here the
network structure can be modeled as follows: a multi-server job not only specifies how many
servers it needs, but also which servers it can run on. Then a fundamental question is: What
are the conditions on job server needs, system load, and additionally, network topology, that
result in zero queueing?
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A PROOF OF THEOREM 4.3

We first prove Step 1. Consider the queue length process {𝑌 (𝑛)
𝑖 (𝑡) : 𝑡 ≥ 0} for class 𝑖 . It is clear that

the queue length increases by 1 with rate 𝜆
(𝑛)
𝑖 and decreases by 1 with rate 𝜇𝑖 ·min

{
𝑌

(𝑛)
𝑖 (𝑡), 𝑛

𝑚
(𝑛)
𝑖

}
.

Let {𝑁𝑖,1 (𝑡) : 𝑡 ≥ 0} and {𝑁𝑖,2 (𝑡) : 𝑡 ≥ 0} for 𝑖 = 1, 2, . . . , 𝐾 be independent unit-rate Poisson

processes. Then 𝑌
(𝑛)
𝑖 (𝑡) can be constructed as follows:

𝑌
(𝑛)
𝑖 (𝑡) = 𝑌 (𝑛)

𝑖 (0) + 𝑁𝑖,1
(∫ 𝑡

0

𝜆
(𝑛)
𝑖 𝑑𝑠

)
− 𝑁𝑖,2

(∫ 𝑡

0

𝜇𝑖 min

{
𝑌

(𝑛)
𝑖 (𝑠), 𝑛

𝑚
(𝑛)
𝑖

}
𝑑𝑠

)
.

We consider a scaled version of 𝑌
(𝑛)
𝑖 (𝑡), defined as 𝑌

(𝑛)
𝑖 =

1

𝜆
(𝑛)
𝑖

𝑌
(𝑛)
𝑖 (𝑡). We have

𝑌
(𝑛)
𝑖 (𝑡) =𝑌 (𝑛)

𝑖 (0) + 1

𝜆
(𝑛)
𝑖

𝑁𝑖,1

(∫ 𝑡

0

𝜆
(𝑛)
𝑖 𝑑𝑠

)
− 1

𝜆
(𝑛)
𝑖

𝑁𝑖,2

(∫ 𝑡

0

𝜆
(𝑛)
𝑖 𝜇𝑖 min

{
𝑌

(𝑛)
𝑖 (𝑠), 𝑛

𝜆
(𝑛)
𝑖 𝑚

(𝑛)
𝑖

}
𝑑𝑠

)
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𝜆
(𝑛)
𝑖

𝑁 𝑖,1

(∫ 𝑡

0

𝜆
(𝑛)
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𝑖 𝑚

(𝑛)
𝑖

}
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0
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1 − 𝜇𝑖 min

{
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𝑖 (𝑠), 𝑛

𝜆
(𝑛)
𝑖 𝑚

(𝑛)
𝑖

})
𝑑𝑠, (22)

where 𝑁 𝑖,1 (𝑡) = 𝑁𝑖,1 (𝑡) −𝑡 and 𝑁 𝑖,2 (𝑡) = 𝑁𝑖,2 (𝑡) −𝑡 are the centered Poisson processes. Consider the
term (22) and note that

𝑛𝜇𝑖

𝜆
(𝑛)
𝑖 𝑚

(𝑛)
𝑖

=
1
𝜌𝑖
. Define a function 𝐹𝑖 : R+ → R by 𝐹𝑖 (𝑥) = 1 −min {𝜇𝑖𝑥, 1/𝜌𝑖 }.

Then (22) can be written as
∫ 𝑡
0
𝐹𝑖

(
𝑌

(𝑛)
𝑖 (𝑠)

)
𝑑𝑠 . It can be easily verified that 𝐹𝑖 (·) is 𝜇𝑖 -Lipschitz. Note

that the fluid model 𝑦𝑖 (𝑡) can be written in an integral form as follows:

𝑦𝑖 (𝑡) = 𝑦𝑖 (0) +
∫ 𝑡

0

(
1 − 𝜇𝑖 min

{
𝜇𝑖𝑦𝑖 (𝑡),

1

𝜌𝑖

})
𝑑𝑠 = 𝑦𝑖 (0) +

∫ 𝑡

0

𝐹𝑖 (𝑦𝑖 (𝑠)) 𝑑𝑠.
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Now we compare 𝑌
(𝑛)
𝑖 (𝑡) with 𝑦𝑖 (𝑡):���𝑌 (𝑛)
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where the second inequality follows from the Lipschitz property of 𝐹𝑖 (·).
Next we bound the terms in (23). By applying a classical inequality on unit-rate Poisson process

(see Proposition 5.2 in [12]), we have

P

(
sup

0≤𝑡 ≤𝑇

1

𝜆
(𝑛)
𝑖
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ª®¬
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(
𝜖′
𝑇

)
,

where ℎ is a function defined by ℎ(𝑢) = (1 + 𝑢) log(1 + 𝑢) − 𝑢. Similarly,
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)
.

Combining these bounds, we have

P

(
sup

0≤𝑡 ≤𝑇

(���𝑌 (𝑛)
𝑖 (𝑡) − 𝑦𝑖 (𝑡)

��� − ∫ 𝑡

0

𝜇𝑖

���𝑌 (𝑛)
𝑖 (𝑠) − 𝑦𝑖 (𝑡)

���𝑑𝑠
)
> 3𝜖 ′

)

≤P
(��𝑌 (𝑛)

𝑖 (0) − 𝑦𝑖 (0)
��
> 𝜖 ′

)
+ 2𝑒

−𝜆 (𝑛)𝑖 𝑇 ·ℎ
(
𝜖′
𝑇

)
+ 2𝑒

− 𝑛𝜇𝑖𝑇
𝑚

(𝑛)
𝑖

ℎ
(
𝜌𝑖𝜖

′
𝑇

)
.

Note that the function
��𝑌 (𝑛)
𝑖 (𝑡) − 𝑦𝑖 (𝑡)

�� is finite with probability 1 on the interval [0,𝑇 ] . Applying
Gronwall’s lemma yields

P

(
sup

0≤𝑡 ≤𝑇

���𝑌 (𝑛)
𝑖 (𝑡) − 𝑦𝑖 (𝑡)

��� > 𝜖

𝐾

)

≤P
(
sup

0≤𝑡 ≤𝑇

(���𝑌 (𝑛)
𝑖 (𝑡) − 𝑦𝑖 (𝑡)

��� − ∫ 𝑡

0

𝜇𝑖

���𝑌 (𝑛)
𝑖 (𝑠) − 𝑦𝑖 (𝑡)

���𝑑𝑠
)
>

𝜖𝑒−𝜇𝑖𝑇

𝐾

)

≤P
(��𝑌 (𝑛)

𝑖 (0) − 𝑦𝑖 (0)
��
>

𝜖𝑒−𝜇𝑖𝑇

3𝐾

)
+ 2𝑒

−𝜆 (𝑛)𝑖 𝑇 ·ℎ
(
𝜖𝑒−𝜇𝑖𝑇
3𝐾𝑇

)
+ 2𝑒

− 𝑛𝜇𝑖𝑇
𝑚

(𝑛)
𝑖

ℎ

(
𝜌𝑖𝜖𝑒

−𝜇𝑖𝑇
3𝐾𝑇

)
, (24)

where the last step is obtained by setting 𝜖 ′ = 𝜖𝑒−𝜇𝑖𝑇

3𝐾
. This completes Step 1.

Next we prove Step 2. As we noted, 𝑋
(𝑛)
𝑖 (𝑡) = 𝑌

(𝑛)
𝑖 (𝑡) for all class 𝑖 and all 𝑡 ∈ [0,𝑇 ] if

sup0≤𝑡 ≤𝑇
∑𝐾
𝑖=1𝑚

(𝑛)
𝑖 𝑌

(𝑛)
𝑖 (𝑡) ≤ 𝑛.We make the following claim (the proof is provided at the end).
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Claim 1. The inequality sup0≤𝑡 ≤𝑇
∑𝐾
𝑖=1𝑚

(𝑛)
𝑖 𝑌

(𝑛)
𝑖 (𝑡) ≤ 𝑛 holds true if, for all 𝑖 ,

sup
0≤𝑡 ≤𝑇

���𝑌 (𝑛)
𝑖 (𝑡) − 𝑦𝑖 (𝑡)

��� ≤ 𝛿, (25)

where 𝛿 =
1

𝜇max𝜌

(
1 − ∑

𝑖:𝑦𝑖 (0) ≥1/𝜇𝑖 𝜌𝑖𝜇𝑖𝑦𝑖 (0) −
∑
𝑖:𝑦𝑖 (0)<1/𝜇𝑖 𝜌𝑖

)
is a positive constant.

By Claim 1, we have

P

(
∃ 𝑖 and 𝑡 ∈ [0,𝑇 ] s.t. 𝑋 (𝑛)

𝑖 (𝑡) ≠ 𝑌 (𝑛)
𝑖 (𝑡)

)

≤
𝐾∑
𝑖=1

P

(
sup

0≤𝑡 ≤𝑇

���𝑌 (𝑛)
𝑖 (𝑡) − 𝑦𝑖 (𝑡)

��� > 𝛿
)

≤
𝐾∑
𝑖=1

©­«
P

(��𝑌 (𝑛)
𝑖 (0) − 𝑦𝑖 (0)

��
>

𝛿

3

)
+ 2𝑒

−𝜆 (𝑛)𝑖 𝑇 ·ℎ
(
𝛿𝑒−𝜇𝑖𝑇

3𝑇

)
+ 2𝑒

− 𝑛𝜇𝑖𝑇
𝑚

(𝑛)
𝑖

ℎ

(
𝛿𝜌𝑖𝑒

−𝜇𝑖𝑇
3𝑇

)ª®¬
. (26)

As the last step, we plug the upper bounds (24) and (26) into (18) and (17) and obtain:

P

(
sup

0≤𝑡 ≤𝑇

𝐾∑
𝑖=1

���𝑋 (𝑛)
𝑖 − 𝑦𝑖 (𝑡)

��� > 𝜖
)

≤2
𝐾∑
𝑖=1

(
𝑒
−𝜆 (𝑛)𝑖 𝑇 ·ℎ

(
𝜖𝑒−𝜇𝑖𝑇
3𝐾𝑇

)
+ 𝑒

− 𝑛𝜇𝑖𝑇
𝑚

(𝑛)
𝑖

ℎ

(
𝜌𝑖𝜖𝑒

−𝜇𝑖𝑇
3𝐾𝑇

)
+ 𝑒−𝜆

(𝑛)
𝑖 𝑇 ·ℎ

(
𝛿𝑒−𝜇𝑖𝑇

3𝑇

)
+ 𝑒

− 𝑛𝜇𝑖𝑇
𝑚

(𝑛)
𝑖

ℎ

(
𝜌𝑖𝛿𝑒

−𝜇𝑖𝑇
3𝑇

) )
(27)

+
𝐾∑
𝑖=1

(
P

(��𝑌 (𝑛)
𝑖 (0) − 𝑦𝑖 (0)

��
>

𝜖𝑒−𝜇𝑖𝑇

3𝐾

)
+ P

(��𝑌 (𝑛)
𝑖 (0) − 𝑦𝑖 (0)

��
>

𝛿

3

))
(28)

By the assumption that 𝑌
(𝑛)
𝑖 (0) = 𝑋 (𝑛)

𝑖 (0) and lim𝑛→∞𝑋
(𝑛)
𝑖 (0) = 𝑦𝑖 (0) in probability, we have

lim
𝑛→∞
P

(��𝑌 (𝑛)
𝑖 (0) − 𝑦𝑖 (0)

��
>

𝜖𝑒−𝜇𝑖𝑇

3𝐾

)
= 0, lim

𝑛→∞
P

(��𝑌 (𝑛)
𝑖 (0) − 𝑦𝑖 (0)

��
>

𝛿

3

)
= 0.

With𝑚
(𝑛)
max = 𝑜 (𝑛), it follows that 𝜆 (𝑛)𝑖 =

𝑛𝜌𝑖𝜇𝑖

𝑚
(𝑛)
𝑖

→ ∞ as 𝑛 → ∞, thus the terms in (27) converge to 0

as 𝑛 → ∞. Therefore,

lim
𝑛→∞
P

(
sup

0≤𝑡 ≤𝑇

𝐾∑
𝑖=1

���𝑋 (𝑛)
𝑖 − 𝑦𝑖 (𝑡)

��� > 𝜖
)
= 0, ∀𝜖 > 0.

This completes the proof of Theorem 4.3. □

Proof of Claim 1. By the condition in (25), we have

𝐾∑
𝑖=1

𝑚
(𝑛)
𝑖 𝑌

(𝑛)
𝑖 (𝑡) =

𝐾∑
𝑖=1

𝑛𝜌𝑖𝜇𝑖𝑌
(𝑛)
𝑖 (𝑡) ≤ 𝑛𝛿𝜇max𝜌 + 𝑛

𝐾∑
𝑖=1

𝜌𝑖𝜇𝑖𝑦𝑖 (𝑡).

Recall that the initial condition 𝒚(0) satisfies 𝑦𝑖 (0) <
1
𝜌𝜇𝑖

<
1
𝜌𝑖𝜇𝑖

for all 𝑖 . We then have 𝑦𝑖 (𝑡) =(
𝑦𝑖 (0) − 1

𝜇𝑖

)
𝑒−𝜇𝑖𝑡 + 1

𝜇𝑖
, for each 𝑖 ∈ {1, . . . , 𝐾}. Therefore, for any 𝑡 ∈ [0,𝑇 ],

𝐾∑
𝑖=1

𝜌𝑖𝜇𝑖𝑦𝑖 (𝑡) =
𝐾∑
𝑖=1

𝜌𝑖𝜇𝑖

[(
𝑦𝑖 (0) −

1

𝜇𝑖

)
𝑒−𝜇𝑖𝑡 + 1

𝜇𝑖

]
≤

∑
𝑖:𝑦𝑖 (0) ≥1/𝜇𝑖

𝜌𝑖𝜇𝑖𝑦𝑖 (0) +
∑

𝑖:𝑦𝑖 (0)<1/𝜇𝑖
𝜌𝑖 ≜ 𝛼.
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Note that 𝛼 <

∑
𝑖:𝑦𝑖 (0) ≥1/𝜇𝑖

𝜌𝑖
𝜌
+ ∑

𝑖:𝑦𝑖 (0)<1/𝜇𝑖
𝜌𝑖
𝜌
= 1.With 𝛿 =

1−𝛼
𝜇max𝜌

, it follows that

sup
0≤𝑡 ≤𝑇

𝐾∑
𝑖=1

𝑚
(𝑛)
𝑖 𝑌

(𝑛)
𝑖 (𝑡) ≤ 𝑛𝛿𝜇max𝜌 + 𝑛𝛼 = 𝑛.

This completes the proof of Claim 1. □
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