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Abstract.  Vibrational energy transport through oligomeric polyethylene glycol (PEG) chains can occur 

ballistically via optical vibrational chain bands, showing fast and constant transport speed and high 

efficiency of the transport, thus offering means to transfer significant quanta of energy, exceeding 1000 

cm-1, to large distances exceeding 60 Å. We report how the intramolecular energy transport time, through-

chain transport speed, and end-group cooling rate depend on the rigidity and polarity of the environment. 

The experiments were performed with end-group labeled PEG oligomers using two-dimensional infrared 

(2DIR) spectroscopy. The ballistic energy transport was initiated at one end of the chain by exciting an 

azido moiety at ca. 2100 cm-1 and recorded at another end of the chain by probing the carbonyl stretching 

mode of succinimide ester. We found that the rigidity of the environment, polystyrene (PS) matrix vs. a 

solution of similar polarity, did not change much the energy transport times, nor the through-chain 

transport speed. These results suggest that in mildly polar media, dynamic fluctuations, occurring in 

solution but largely frozen in a solid matrix, are not the dominant cause of the dephasing of the chain 

states, despite the presence of fast relaxation components in the solution. The similarity of the transport 

times in different media suggests that the secondary chain structure does not affect much the transport in 

PEG chains. The solvent polarity affected the intramolecular transport significantly: the transport 

efficiency in polar DMSO is ca. 1.6 fold smaller than that in nonpolar CCl4 or PS. The cooling time of the 

succinimide ester end group is reduced in more polar solvents affecting the waiting time dependence 

shape and thus the energy arrival time to the reporter. The analysis of different ways of extracting the 

energy arrival time from the data is presented. The observed dependences of the through-chain transport 

time on the solvent polarity suggests the presence of more than one wavepacket propagating in the PEG 

chain with different group velocities.  

 

 

 

1. Introduction.  

The vibrational energy transfer process in molecular systems is important for a wide range of 

fields, spanning from chemistry and biochemistry, to molecular electronics and novel materials. 

Understanding vibrational energy transport in molecules is one of the challenges of physical chemistry.1-2 

Molecules interact with the medium they are placed in and exchange energy with the medium. However, 

this interaction is orders of magnitude weaker than the strength of covalent bonds between atoms in 

typical organic molecules, resulting in a peculiar situation where the high-frequency modes of molecules 

became isolated from high-frequency modes of the medium and the energy exchange occurs 

predominantly through low-frequency modes. The isolation of the high-frequency modes in molecules 

from the environment, results, essentially, in trapping vibrational energy in high-frequency modes of the 

solute, which brings an additional opportunity of arranging ballistic vibrational energy transport in 

molecules via high-frequency modes, which can be fast and efficient. Vibrational mode delocalization is 

required for ballistic transport so oligomeric structures are the most suitable for such regime.  

In the 1970s, Davydov proposed that vibrational energy can propagate ballistically via high-

frequency modes of a protein backbone;3 such transport has yet been observed to only a short 

distances.4 Troe and coworkers reported that the energy transport via short alkane chains terminated with 

large organic moieties occurs ballistically through the chain in response to electronic excitation of one of 
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the end groups.5-6 Ballistic signaling via long alkane chains was observed by Dlott and coworkers in self-

assembled monolayers of alkylthiolates adsorbed at a gold surface.7 With the development of two-

dimensional infrared (2DIR) spectroscopy,8-9 it became possible to access energy transport dynamics in 

molecules.4, 10-13  Rubtsov and coworkers observed ballistic transport in a series of studies using dual-

frequency 2DIR 14 and relaxation-assisted 2DIR (RA 2DIR)15 spectroscopies. In these studies, a 

vibrational tag and vibrational reporter were attached to different ends of an oligomeric chain. Vibrational 

excitation of the tag and its relaxation initiated a vibrational wavepacket in the chain; the arrival of the 

wavepacket to the other end of the chain was recorded via RA 2DIR by a frequency shift of the reporter 

mode. Ballistic transport via high-frequency optical bands of the chain was found in a variety of chains, 

including PEG (speed of ca. 5.5 Å/ps),16-17 perfluoro alkane (3.9 Å/ps),18-19 and alkane chains.20 It was 

shown that the transport speed via alkane chains depends on the way the energy is introduced into the 

chain, and can vary from 14.4 Å/ps with an azido moiety tag,20 to 8.0 Å/ps with a C=O tag,21 and to 4.2 

Å/ps with an amide I mode tag.22 The chain bands transferring energy in each case of initiation were 

identified.23 Theoretical approaches were developed to describe diffusive, ballistic, and directed diffusive 

transport mechanisms in molecules.23-32 The RA 2DIR studies showed that the transport in non-oligomeric 

compounds is slow, featuring effective speed of ca. 1.5 Å/ps,33 and follows the directed diffusion 

mechanism.26  

A vibrational wavepacket, a coherent superposition of the delocalized chain states, propagates in 

the chain and is prone to dephasing, which destroys its motion thus affecting the amount of energy 

delivered to the chain end group. Thermal fluctuations of the chain structure (inhomogeneity) and thermal 

fluctuations of the populations of the low-frequency modes of the oligomer induce dephasing of the chain 

states. In addition, fluctuations of the surroundings also induce chain-state dephasing. To identify the role 

of the dynamic solvent fluctuations in chain states dephasing, we investigated the intramolecular energy 

transport via PEG chains embedded into a polystyrene matrix and compared it with the transport in 

solution. The experiments in solution of different polarity were performed to understand the extent to 

which polar solvents affect the energy transport and dissipation.  

 

2. Experimental Details  

2.1. Dual-frequency 2DIR and relaxation-assisted 2DIR measurements.  

A fully-automated dual-frequency two-dimensional infrared (2DIR) three-beam spectrometer with 

heterodyned detection is described in detail elsewhere.34-35 It uses a Ti:Sapphire laser (Libra, Coherent), 

producing 1.5 W power at 1 kHz repetition rate with 80 fs pulse duration at 806 nm. Pumped by the 806 

nm beam, mid-IR pulses of ca. 120 fs duration are generated using two independently tunable optical 

parametric amplifiers and difference frequency generation units (Palitra-Duo, Quantronix). Two pairs of 

mid-IR pulses are generated – three of them interact with the sample in a non-collinear fashion, while one 

is used as a local oscillator (LO) for heterodyne detection of the 3rd-order field radiated by the sample 

(Fig. 1A). Co-propagating 3rd-order signal and the LO are dispersed in a spectrograph and detected with 

an array detector (MCT, 64 elements, Infrared Associates). The time delay between the first two laser 

pulses interacting with the sample, , was scanned and the data measured by the array detector were 

Fourier transformed to form  ordinate axis. The abscissa, t, is obtained directly from the wavelength at 

the array detector. 2DIR spectra were measured at various waiting times, T, which is the time delay 

between the second and third laser pulses interacting with the sample. The molecular system is in a 

population state during T, while in coherence states during  and the observation time, t.9, 14, 36 RA 2DIR 

traces were obtained by scanning the waiting time up to 120 ps. One dimensional waiting-time kinetics 

traces are generated for each cross peak by integrating the 2DIR spectrum in the region around the peak.  

 

2.2. Preparation of optical quality polystyrene films and solution samples.  Polystyrene (PS) films of 

high optical quality with embedded guest molecules were prepared using PS of an average molecular 
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weight of 35000 g/mol and density of 1.06 g/ml at 25C (331651, Aldrich). The preparation method 

involved pressing the tablets of PS with embedded molecules, which we optimized to obtain PS films of 

optical quality.37 Linear and nonlinear IR measurements were performed with 50-100 m thick standing-

alone polystyrene films.  The end-labeled azPEGn compounds (Fig. 1A) were purchased from Quanta 

BioDesign, Ltd. and used as received. The number of repeating PEG units, n, was 0, 4, 8, and 12. Note 

that azPEG0 contains just three methylene groups in its chain. The compounds feature an azido moiety 

at one chain end and succinimide ester at another end (Fig. 1A). The concentration of the guest 

compounds in the film was ca. 20 mM; the optical density of the main carbonyl peak of succinimide ester 

was ca. 0.4.  IR experiments with solution samples were performed in a sample cell made of two 1-mm 

thick CaF2 wafers and a 50 m thick Teflon spacer. 

 

2.3. DFT Calculations.  DFT structure calculations were performed for the azPEGn compounds in 

vacuum, using a B3LYB functional and 6-311G++(d,p) basis set in a Gaussian-09 suite. The through-

bond distances were obtained as a summation of all bond lengths on the path. Note, that the through-

bond distances are independent on the structural distribution of flexible PEG chains.  

 

3. Results and Discussion  

3.1. Energy transport in molecules embedded in a solid polymer matrix.  

Solvent-subtracted linear absorption vibrational spectra of azPEG4 in CCl4, CDCl3, and DMSO 

solutions and in polystyrene film are shown in Figure 1B. The strongest peak at ~1740 cm-1 is due to 

antisymmetric C=O stretching motion of two carbonyl groups of the succinimide moiety, C=O,38 and the 

peak at ca. 2100 cm-1 is due to a NN stretching mode of the azido moiety, NN. These two modes were 

used mostly in the RA 2DIR studies reported here. A characteristic bathochromic shift of C=O in more 

polar solvents indicates that the carbonyl groups of the succinimide moiety are polarized and accessible 

to solvation. The solvatochromic shifts are much smaller for the azido group, indicating its smaller 

polarization.  
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Fig. 1. A. Molecular structure of azPEGn compounds. Time delays between the mid-IR pulses used in 2DIR 

experiments are shown. B. Linear absorption spectra of azPEG4 in CCl4, CDCl3, and DMSO solutions and in a 

polystyrene film.  
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Fig. 2.  A. 2DIR magnitude spectrum of azPEG4 in PS at T = 3 ps, showing the cross peaks between NN at  =2100 

cm-1 and C=O at t =1740 cm-1 and two additional cross peaks are seen between NN and two other carbonyl modes 

at 1785 and 1820 cm-1. B. Waiting time dependence of the NN/C=O cross peak for azPEG4 in PS.  C. Waiting time 

dependences of the three cross-peaks for azPEG8 in PS. D. Waiting time dependences of the NN/C=O cross-peak 

amplitude for the four indicated compounds in PS.  

 

 

Figure 2A shows an example of a 2DIR spectrum of azPEG4 in PS featuring three cross peaks 

between NN at  =2100 cm-1 and three carbonyl modes at t of 1740 cm-1 (C=O), 1785 and 1820 cm-1. 

Panel B shows how the NN/C=O cross peak amplitude changes with the waiting time. A maximum 

observed at ca. 6 ps is due to a relaxation-assisted 2DIR contribution – arrival of the excess energy from 

NN to the reporter site.10 Integration within the t window around each peak results in one-dimensional T-

delay traces shown in panels C and D. Panel C shows that the traces for all three cross peaks behave 

similarly, with some differences discussed previously.17 The waiting-time traces for the NN/C=O cross 

peak for four compounds with different chain lengths are shown in panel D.  At small waiting times (T < 1 

ps), when the NN mode is still excited, the cross peak originates from the direct coupling of the NN and 

C=O oscillators. Such coupling is small because of a large distance between N3 and CO groups in all 

these compounds. Note that a non-resonant signal contribution dominates at T ~ 0. As NN relaxes to 

other modes, the excess energy starts propagating inside the molecule and after some time reaches the 

C=O site – the succinimide end group. By vibrationally exciting low-frequency modes, X, at the C=O site, 

the C=O mode frequency became affected, as the C=O transition now involves a combination band of X + 

C=O, which is shifted from the X+C=O value due to X/C=O interaction. Such C=O frequency shift, 

induced by the arrived excess energy, results in an increase of the NN/C=O cross peak amplitude, as 

apparent in each trace in Figure 2B,C&D. The time at which the maximum occurs, Tmax, characterizes the 

maximum energy arrival to the reporter site and is referred to as the energy transport time between the 

excited tag (NN) and the reporter site (C=O). As expected, it takes more time for the excess energy to 

pass a longer chain – Tmax increases for longer chains. The waiting-time traces were fitted with an 

asymmetric double sigmoidal peak function in Origin software (red lines in Fig. 2D) and the Tmax values 

were determined from the fit.  

Figure 3 shows the dependence of Tmax on the tag-reporter distance for the four azPEGn 

compounds in PS (blue circles). The dependence can be fitted well with a linear function, indicating that 

the transport occurs with a constant speed.  Note that the PEG chain length is the only variable 

parameter in the series of studied compounds, so the difference in Tmax values reflects different times to 

pass different chain lengths. The through-bond tag-reporter distances were used (see Section 2.3).  

 

B 
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Fig. 3.  Tmax vs. distance for the NN/C=O cross peak for azPEGn compounds in PS (blue, n = 0, 4, 8, 12) and DMSO 

(green, n = 0, 4, 8). Linear fits (red lines) and resulting transport speeds are shown.  

 

 

An inverse slope of the dependence in Figure 3 equals to the through-chain transport speed, 

determined at 5.7  0.5 Å/ps in the PS matrix. This speed is similar to the speed reported for the PEG 

chains in deuterated chloroform (5.3  0.4 Å/ps)16 but somewhat higher than that in CCl4 (4.6  0.4 Å/ps). 
17 The speed similarity suggests that dynamic fluctuations, occurring in solution but largely frozen in the 

solid matrix, are not the dominant cause of the dephasing of the chain states in these non-polar solvents, 

nor in PS.  

 

3.2. Energy transport in azPEGn dissolved in polar solvents.  

To investigate how the polar environments affect the intramolecular energy transport, the NN/C=O 

cross-peak measurements were performed with azPEGn dissolved in more polar solvents, such as THF, 

methanol, and DMSO. Interestingly, the Tmax values measured for the azPEG8 compound in more polar 

media are smaller than those in nonpolar media, including PS (Figure 4A, blue circles), and the reduction 

is substantial at 2-4 ps. Note that the end-to-end energy transport involves several distinct stages, 

including the tag lifetime, through-chain transport, and the transport from the chain end deeper into the 

succinimide moiety, bearing the reporter, C=O (Scheme 1). Each of these stages can be affected by the 

solvent, changing the Tmax values.  

The NN lifetime in azPEGn compounds is ca. 1 ps and depends weakly on the solvent. For 

example, the NN lifetime for N3-(CH2)11-CN compound varies by less than 0.1 ps when the solvent is 

changed from nonpolar hexane ( = 1.88; lifetime of 0.81  0.4 ps) and ethyl acetate ( = 6.0, lifetime of 

0.77  0.4 ps) to polar propanol ( = 20.1, lifetime of 0.73  0.5 ps).39 Therefore, only a small contribution 

to the observed Tmax changes is expected from the NN lifetime shortening in polar solvents.  
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Fig. 4. A. Dependence of Tmax (blue circles, left axis) and of spatial exponential decay factor, R0, (green squares, 

right axis) on the dielectric constant () of the medium for the NN / C=O cross peak for azPEG8. To avoid crowding, 

the points for PS are shown at =2.9 instead of the actual value of =2.6 for PS.  Dashed red lines provide an eye 

guide.  B. Waiting time dependences of the NN / C=O cross peak amplitude for azPEGn in DMSO.  

 

 

 
Scheme 1.  Cartoon describing ballistic energy propagation and energy losses to the solvent in two molecules 

featuring different chain lengths. The wavepacket generated in the chain, shown as a green peak, propagates within 

the chain (orange rectangle) and reaches the end group (black box), which bears the reporter (red). Energy losses at 

the end group are shown with black arrows. Orange arrows reflect dephasing and relaxation of the chain states.  

 

 

The last stage of the transport, diffusive steps within the end group towards the reporter, is 

expected to become faster in more polar solvents. Stronger interaction with the solvent results in larger 

state energy fluctuations, thus offering more efficient intramolecular vibrational redistribution (IVR) 

channels within the solute. A faster end-group transport steps were recently observed of azPEGn in PS at 

elevated temperatures.37 A quantitative assessment of this effect was difficult with the available data. 

To investigate how the through-chain transport is affected by the solvent polarity, the RA 2DIR 

measurements were performed in DMSO for three compounds with 0, 4, and 8 PEG units. Note that the 

cross-peak signals for azPEG12 were too weak to measure. The waiting time dependences are shown in 

Figure 4B. The dependence of Tmax on the tag-reporter distance is shown in Figure 3 (green triangles). 

Apparently, the through-chain transport speed in DMSO (7.6  0.6 Å/ps) is faster than that in PS by ca. 

1.4 fold. The result is counterintuitive as stronger interaction within a more polar solvent is expected to 

increase the dephasing of the chain states.37 The chain states dephasing breaks the wavepacket and 

eventually results in energy dissipation within in the chain, thus delivering negligible amount of energy to 

the reporter site. Thus, if changed at all, a slower transport speed is expected in more polar solvents. 

Note that the number of wavepackets reached the end group without being dephased, decreases 

exponentially with the chain length, resulting in a reduction of the cross-peak amplitude with the chain 

length.23 However, per molecule, the amount of energy delivered to the end group is constant, defined by 

A B 
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the energies of the chain-band states transferring the wavepacket. Because the same amount of energy 

is delivered to the end group (Scheme 1, green peak), the relaxation processes at the end group are 

expected to be independent of the chain length (Scheme 1, black arrows).  

The transport efficiency is an important characteristic of the transport. The NN/C=O cross peak 

amplitude was measured for the azPEGn samples featuring the same concentrations (same IR peak 

absorptions). Figure 5 shows the results for azPEGn in PS (blue circles) and in DMSO (green triangles). 

A fit to a single-exponential function, Aexp(–R/R0), was used to determine the spatial decay factor, R0. 

The R0 in DMSO (9.3  0.7 Å) is found to be much shorter than that in PS (15.1  1.1 Å), indicating much 

larger cooling rate in DMSO. Note that these dependences emphasize the energy losses from the chain, 

as only the chain length is varied in the data of Figure 5.  
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Fig. 5.  A. NN/C=O cross peak amplitude as a function of the tag-reporter distance for the azPEGn compounds in a 

PS film (n = 0, 4, 8, 12, blue circles) and in DMSO solution (n = 0, 4, 8, green triangles).  Single-exponential fits 

resulted in R0 decay factors of 15.1  1.1 Å in PS and 9.3  0.7 Å in DMSO.  

 

To understand the origin of the speed change, we compared the decay (cooling) portions for the 

waiting-time traces for different media measured for the same compounds, azPEG0 and azPEG4 (Fig. 6). 

The decay times obtained via a single exponential fit of the decay tails starting at ca. 70% level from the 

maximum, correlate with the solvent polarity. For example, the decay time for azPEG4 in DMSO is ca. 1.3 

times shorter than that in CCl4 (see the decay times in the insets). Naturally, the solute-medium 

interaction strength increases with an increase in the medium polarity, resulting in a faster cooling. Note 

that the Tmax values depend on the relaxation processes at the end group – if no cooling occurs at the end 

group, the maximum signal would be found at infinite waiting time. The use of Tmax values for assessing 

the energy transport times is convenient from the experimental point of view, as it allows to avoid the non-

resonant signal contribution at small waiting times, a plateau contribution at large waiting times and it can 

be easily and uniquely determined. Note also that a double-exponential function is not representing well 

the shapes of the waiting-time traces and obtaining the exponential times for such shapes is an ill-defined 

problem.  
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Fig. 6.  Waiting time dependences of the NN / C=O cross peak amplitude for (A) azPEG0 and (B) azPEG4 in CCl4 

(magenta), PS (green), and DMSO (blue). The traces are normalized to maximize an overlap of the rising part of the 

curves. Fits with a single exponential function for the decaying portion of the traces are shown with red lines; the 

resulting decay times are given in the insets.  

 

The effect of the end-group relaxation on the Tmax values can be clearly seen by comparing the 

waiting time traces for the same compound in the solvents of different polarity (Fig. 6). The traces in both 

panels are normalized in such a way that the rising portions of the traces overlap the most; although the 

overlap is not ideal, the rising parts of the traces are indeed similar for all three solvents both compounds, 

azPEG0 (Fig. 6A) and azPEG4 (Fig. 6B), confirming that a similar energy quantum is delivered to the end 

group in each solvent. The maximum (Tmax) is dependent on the cooling rate at the end group, shifting to 

larger values when the rate decreases.  

The comparison of the traces for different compounds in the same solvent revealed that the 

traces do not overlap by just a shift to longer delays for longer chains but have shape differences. For 

example, the apparent cooling time changes with the chain length, becoming shorter for longer chains. 

The rising potion of the traces is not precisely the same for different chain length either, as easy to see 

from Figures 2D and 4B. As the traces feature different shapes, the transport speed determination from 

them is not unique. For example, the speed determined using half-rise times is faster than that 

determined from Tmax, as apparent from smaller increments to the transport time at the half-rise time for 

every longer compound (Fig. 2D, 4B). However, the signals at small waiting times are polluted by the 

non-resonant and partially resonant contributions, apparent with spikes at small T (Figures 2D, 4B, and 

6), which introduces errors in speed determination.  

A 0.8-fraction level from the maximum was selected for the speed evaluation, T0.8, which permits 

avoiding significantly the non-resonant contributions and reduces greatly the influence of unequal cooling. 

At the same time, the 0.8 level reflects the arrival of the majority of the excess energy, not just signaling 

via the fastest wavepacket that does not deliver much of the excess energy.  

The T0.8 values for the azPEGn in PS and DMSO appear to be more similar for all chain lengths 

(Fig. 7), resulting in similar transport speeds of 9.2  0.5 Å/ps and 9.7  0.3 Å/ps, respectively. The speed 

determined with T0.8 is significantly higher than that for Tmax and the difference in speeds in PS and 

DMSO became small. Note that the T0.8 values do not completely eliminate the dependence on the end-

group cooling rate but reduces it greatly.  

However, even with T0.8 approach, the speed in CCl4,17 featuring the weakest solute-solvent 

interaction, appears to be significantly lower than that in PS and DMSO (Fig. 7, black squares). Different 

speeds can be explained assuming that there are several wavepackets contributing to the transport, 

featuring different transport speeds. Under the conditions of higher chain-state dephasing in high-polarity 

solvents, only the wavepacket with the faster speed survives and delivers energy to the end group, as it 

spends less time within the chain. With smaller dephasing rates in non-polar solvents, both wavepackets 

A B 
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contribute, resulting in an average speed, which is smaller than that of the fastest wavepacket, as 

illustrated in Scheme 2.  
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Fig. 7.  T0.8 vs. distance for NN/C=O cross peak of azPEGn compounds in PS (blue), DMSO (green), an CCl4 (black). 

Linear fits (red lines) and resulting transport speeds are shown. The light-colored data show Tmax vs. distance 

dependence (taken from Fig. 3) in PS and DMSO for comparison.  

 

 
Scheme 2.  Cartoon showing how the measured speed can change if two wavepackets with different group velocities 
propagate at the same time in the medium with slow (A-top, B, D) dephasing and fast (A-bottom, C, and E) chain-
state dephasing. Panel A shows snapshots of positions in space of two wavepackets: the 1st one (green) propagates 
with velocity V1 and the 2nd (blue) moves slower. The locations of both wavepacket are recorded at time delays when 
the 1st wavepacket reaches distances 0, x1, x2, and x3 from the tag. Panels B and C show the excess-energy time 
profiles at the coordinates x1, x2, and x3 due to each wavepacket and for overall energy (red) for slow (B) and fast (C) 
dephasing. The green and red vertical lines indicate the delay time when the maximum is achieved for the 1st 
wavepacket (green) and for the overall energy (red). The Tmax values are shown in panel D for the slow (top) and fast 
(bottom) dephasing. The points for individual wavepackets (blue and green) are the same on both graphs, while the 
Tmax values for the overall energy arrival (red) are changing, depending on the dephasing rate. Considering both 
wavepackets together, the transport speed is slower than V1 for the slow dephasing case (top) and slightly faster than 
V1 for the fast dephasing case.  

 

Concluding remarks  

RA 2DIR spectroscopy provides a powerful tool to study intramolecular energy transport. 

Interactions with the solvent affect the energy transport within the molecule. The similarity of the transport 

times in a polymer matrix and solution of similar polarity suggests that dynamic fluctuations of the media, 

occurring in solution but largely frozen in a solid matrix, are not the dominant cause of the chain state 

dephasing, despite the presence of fast relaxation components for the solvents.40 The through-chain 

transport efficiency is significantly reduced in more polar solvents as the chain-state dephasing rate 

increases with an increase of the solute-solvent interaction strength. As reported previously, the transport 
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in nonpolar solvents occurs ballistically only to distances of ca. 6-8 PEG units, switching to directed 

diffusion regime at longer distances.41 The directed diffusion regime occurs with a similar speed to the 

ballistic transport and similarly relies on the dephasing of the chain states.23 An increased chain-state 

dephasing in DMSO, apparent from the decreased transport efficiency, likely results in a switch to the 

directed diffusive regime at shorter chain lengths, compared to that in nonpolar solvents. The end-group 

energy dissipation rate, the cooling rate, is found to correlate with the dielectric constant of the solvent or 

matrix. The waiting time dependences for the end-group-to-end-group cross peak amplitude are 

compared for the molecules dissolved in different solvents, revealing that the cooling process of the 

reporter end-group affects the Tmax values significantly, thus affecting the apparent through-chain 

transport speed. Moreover, the shape of the waiting-time dependence changes with the chain length, 

eliminating a unique way of defining the transport speed. We found that by using the T0.8 times, instead of 

Tmax, the majority of the dependence on the end-group cooling rate is eliminated. The transport speed 

resulted from T0.8 values for different chain lengths still shows some dependence on the solvent polarity. 

Such dependence is explained by the existence of multiple wavepackets featuring different group 

velocities, propagating either together in the same molecule or in different molecules of the sample. 

Collectively, these wavepackets spread the arrival time to the reporter site over some time interval. In the 

media with small losses, more than one wavepacket can survive and deliver energy to the end group, 

resulting in a transport speed, that is an average of the speeds for different wavepackets. In the media 

with higher losses, such as DMSO, only the fastest wavepacket survives, so the observed speed matches 

the speed of the fastest wavepacket. The study reveals intimate details of the ballistic energy transport in 

PEG oligomers via optical chain bands, which can help selecting the environment to ensure most efficient 

energy transport to larger distances.  
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