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We report high-precision measurements of the longitudinal double-spin asymmetry, A; ; , for midrapidity
inclusive jet and dijet production in polarized pp collisions at a center-of-mass energy of /s = 200 GeV.

The new inclusive jet data are sensitive to the gluon helicity distribution, Ag(x, Q?), for gluon momentum
fractions in the range from x ~ 0.05 to x ~ 0.5, while the new dijet data provide further constraints on the x

dependence of Ag(x, Q%). The results are in good agreement with previous measurements at /s =
200 GeV and with recent theoretical evaluations of prior world data. Our new results have better precision
and thus strengthen the evidence that Ag(x, Q?) is positive for x > 0.05.

DOI: 10.1103/PhysRevD.103.L091103

The origin of the spin of the nucleon in terms of its
constituent quark, antiquark, and gluon spins and their
orbital angular momenta is a fundamental challenge for
strong interaction physics. Polarized deep-inelastic scatter-
ing (DIS) experiments [1-17] have shown that less than a
third of the nucleon spin originates from the spins of quarks
and antiquarks [18-29]. Semi-inclusive polarized DIS
experiments [3,30-34] and measurements of polarized
hadroproduction of W-bosons [35-40] have delineated
the quark and antiquark spin contributions by flavor and
have recently revealed an asymmetry in the polarized light
quark sea [40]. Measurements of the spin-dependent rates of
jets [41-45], dijets [45—47], and z°s [48-55] produced in
polarized pp collisions at RHIC provide evidence for
positive gluon polarization with a strong constraint from
the jet data at a center-of-mass energy of /s = 200 GeV
[18,20]. Perturbative QCD analyses [18-20] of the world
data at next-to-leading order (NLO) precision suggest that
gluon spins could contribute ~240% to the spin of the proton
for gluon fractional momenta x > 0.05 at a scale of
0?>=10(GeV/c)?. The corresponding RHIC spin-averaged
differential production cross sections [41,46,48,51,52] are
well described at NLO.

In this paper, we present new measurements of the
double-spin asymmetry,

ot — ot
AL = o Lot (1)
for inclusive jets and dijets produced in longitudinally
polarized proton-proton collisions at /s =200 GeV.

:
Deceased
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Here, 6™ (61~) denotes the jet or dijet differential
production cross section when the colliding protons have
equal (opposite) helicities. The data were recorded by the
STAR experiment in the year 2015 and correspond to an
integrated luminosity of £ = 52 pb~!. Data for different
beam spin configurations were recorded in short succession
by injecting beam bunches with a pattern of proton polar-
izations into RHIC and by changing this pattern between
beam fills. Spin rotator magnets upstream and downstream
of the STAR interaction region rotated the proton beam
spins from and to the stable vertical direction in RHIC to
provide longitudinal spin directions at STAR. The lumi-
nosity-weighted product of polarizations, P, for the two
beams was P> = 0.30, measured with a relative uncertainty
of 6.1% [56]. The values were obtained from in situ
measurements of the individual RHIC beams with pro-
ton-carbon polarimeters [57] that were calibrated using a
polarized atomic hydrogen gas jet target [58]. This data set
has a figure of merit, P*L, that is about 2 times larger than
that of our previous measurements at 200 GeV [44,46,47].

The STAR detector subsystems used in these measure-
ments are the Time Projection Chamber (TPC) [59] and the
Barrel (BEMC) [60], and Endcap Electromagnetic
Calorimeters (EEMC) [61]. The TPC measures charged
particle trajectories in a 0.5 T solenoidal magnetic field in
the pseudorapidity range || < 1.3 for all azimuthal angles.
The BEMC and EEMC cover || <1 and 1.1 <7 <2,
respectively, for all azimuthal angles. Jet patch (JP) triggers
requiring transverse energy deposits in fixed Ay x A¢ =
1 x 1 regions of the BEMC or EEMC in excess of 5.4 GeV
for the JP1 trigger and 7.3 GeV for the JP2 trigger were
used to initiate the experiment readout. The JP1 trigger was
prescaled by a factor of about 10, while there was no
prescale for JP2. The vertex position detectors (VPDs) [62]
and the zero degree calorimeters (ZDCs) [63], covering
forward 5 regions of 4.2 < |5| < 5.2 and || > 6.6, respec-
tively, were used to determine the relative luminosities for
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different helicity states of the colliding beams. The ZDCs
are equipped with segmented shower maximum detectors
and were also used to measure residual transverse beam
polarization components at STAR. These components were
smaller than 10% of the total polarization.

The analysis methods were similar to those in the most
recent STAR inclusive jet and dijet A;; analyses [45]. Jets
were reconstructed from the tracks measured by the TPC and
the energy deposits in the BEMC and EEMC towers. The
anti-k; algorithm [64], as implemented in the Fastlet 3.0.6
package [65], was used with the same resolution parameter,
R = 0.6, as for our previous 200 GeV analyses [44,46,47].

Tracks were required to have a transverse momentum of
pr > 0.2 GeV/c. BEMC and EEMC towers were required
to have a transverse energy deposit of E; > 0.2 GeV.
Additionally, tracks were required to have at least 12 hit
points in the TPC and have registered at least 51% of the
possible hits along the reconstructed track segment. As in
Ref. [45], tracks were required to be associated with the
collision vertex for the event by imposing a pr-dependent
distance of closest approach cut and a correction was
applied to the BEMC or EEMC tower E; if a track pointed
to the tower.

Inclusive jet py and dijet invariant mass, M,,,, were
corrected for underlying-event contributions using the off-
axis technique of Ref. [66] as adapted in Ref. [45]. For each
jet, the TPC tracks and calorimeter hits that fell within two
off-axis cones with radius R = 0.6, at the same # as the jet
but +7/2 away in ¢, were selected. The information from
these off-axis cones was used to subtract contributions from
the underlying event on a jet-by-jet basis.

Jets were divided into mutually exclusive categories
based on the highest jet patch trigger that they satisfied.
In the inclusive-jet analysis, only jets that pointed toward a
triggered jet patch were considered. The required minimum
jet pr after the underlying-event correction was 6.0 GeV/c
for jets reconstructed from the JP1 sample and 8.4 GeV/c
for the JP2 sample. The jet axis was required to have || < 1
and the analysis was performed in three 7 intervals. Jets that
included a track with p; > 30 GeV/c were rejected
because these tracks often had poor resolution. To suppress
beam gas and cosmic ray backgrounds, the neutral energy
fraction in the jet was required to be smaller than 0.95 and the
summed pr of charged-particle tracks was required to be
larger than 0.5 GeV/c. Moreover, a small fraction of low-p;
jets were rejected since the underlying-event correction
would shift jet py by more than two jet-p; intervals. In
about 4% of the inclusive-jet events, the event had two jets
that satisfied all analysis selection criteria, and fewer than
0.03% of the events contained more jets. For these events,
the two jets with the highest py were further analyzed.

In the dijet analysis, candidates were selected from the
two highest p; jets in the event without imposing the
inclusive jet selection criteria. The jet axes in the candidate
dijet event were required to be more than 120° apart in

azimuth and within || < 0.8. At least one jet in the pair
was required to contain energy from charged tracks. For
dijets that contained a track with p; > 30 GeV/c, the
reconstructed jet-py values were required to agree to within
50% to ensure that the transverse momenta of the two jets
were balanced. Dijets failing this requirement arise from
poorly reconstructed tracks with artificially high p; and
were rejected from the sample. The underlying-event
correction on the dijet M;,, was required to be less than
36% of the reconstructed M;,,, resulting in most dijet
events being shifted by no more than one dijet-M,,,
interval. To enable comparisons with theoretical predic-
tions, an asymmetric transverse momentum selection cri-
terion was applied to the jets, such that one jet had
pr =8 GeV/c and the other had p; > 6 GeV/c [67].
Last, at least one jet in the dijet pair was required to point
toward a triggered jet patch. If either jet was categorized as
JP2, then the dijet event was classified as a JP2 dijet event.
Otherwise, provided at least one of the jets was categorized
as JP1, the dijet event was classified as a JP1 dijet event.
Dijet events were categorized into sign(r;) = sign(s,) and
sign(n;) # sign(n,) topologies, where 7, and 7, are the
pseudorapidities of the two jets. The different dijet event
topologies sample different regions of x [46].

Simulated events were used to correct the reconstructed
jet quantities for detector response and to estimate con-
tributions to the systematic uncertainties. In these analyses,
pp events were generated using the PYTHIA 6.4.28 [68] event
generator with the Perugia 12 [69] tune. In addition, the
PARP(90) parameter controlling the energy dependence of
the low-pr cutoff for the underlying-event generation
process was reduced as in Ref. [45] to ensure that the
inclusive 7% yields for p; <3 GeV/c from the STAR
measurements at +/s =200 GeV [70,71] were better
reproduced. The generated events were processed through
a STAR detector-response package based on GEANT 3 [72]
and then embedded into zero-bias events to ensure the same
beam background and pile-up contributions as in the data.

Jets were reconstructed from the simulated charged-
particle tracks in the TPC and calorimeter responses on the
detector level. Parton-level jets were reconstructed from the
hard-scattered partons in the collision, including those from
initial- and final-state radiation, but not those from the
underlying event and beam remnants.

To compare our results with theoretical predictions at the
parton level, a correction was applied to the reconstructed
jet pr (dijet M;,,,) in every jet-py (dijet-M;,, ) interval. This
shift was determined by comparing detector-level and their
corresponding parton-level jets. Figure 1 compares the data
and embedded simulations for JP1 and JP2 jet yield versus
jet pr at the detector level (lower scale) and the parton level
(upper scale). The dijet yield versus dijet M, is shown in
Fig. 2. The data and embedded simulation agree to within
13%. The effects from differences at this level are covered
by the systematic uncertainties.
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FIG. 1. Inclusive jet yield for |5| <1 versus jet p; at the

detector level (lower scale) and at the parton level (upper scale).
The upper panel shows the data for the JP1 and JP2 trigger
conditions as points and the corresponding simulations as histo-
grams. The lower panel shows the relative differences between
data and simulation with their statistical uncertainties as vertical
error bars, unless they are smaller than the marker size.
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FIG. 2. Dijet yield versus the dijet M;,, at the detector level
(lower scale) and at the parton level (upper scale). The upper
panel shows the data for the JP1 and JP2 trigger conditions as
points and the corresponding simulations as histograms. The
lower panel shows the relative differences between data and
simulation with their statistical uncertainties as vertical error bars,
unless they are smaller than the marker size.

The values of A;; were evaluated according to

_ ZrunsPBPY(]VJrJr - FN+_)

ALL* N
ZmnsP%P%(N-H_ + rN* )

where Py and Py are the measured polarizations of the
RHIC “blue” (B) and “yellow” (Y) beams [56], N*" and
N*~ are the yields from colliding beam bunches where the
protons preferentially had equal or opposite helicities,
respectively, and r is the relative luminosity for collisions
with these helicity configurations. The relative luminosity
and beam polarizations were determined for each experi-
ment run, typically 30 minutes in duration. The average
beam polarizations for the analyzed data are (Pg) =
0.523 £0.016 and (Py) = 0.565 £ 0.017.

The values of r were determined using scalers that
recorded single and coincident counts from the VPD
stations on either side of the interaction region for the
different beam spin configurations for each run. The
observed event counts were corrected for accidental and
multiple coincidences using the method of Ref. [73], and
the corrected yields were summed for each spin combina-
tion. The corrected yields for each run were then used to
determine r for that run. The relative luminosity has a
multimodal distribution ranging between 0.96 and 1.04,
depending on the polarization pattern and intensities of the
injected beam bunches, and an average value of (r) =
1.003 for the analyzed data. The systematic uncertainty in r
was estimated to be 0.0005 by comparing results from the
VPDs and ZDCs. This contributes 0.0007 to the systematic
uncertainty for each A;; value.

The asymmetry A;; contains leading order contributions
from quark-quark, quark-gluon, and gluon-gluon scattering
processes. Differences in the trigger efficiencies for differ-
ent subprocesses could introduce a bias in A;;, as could
distortions due to the finite resolution of the detector. To
account for these, a trigger bias correction was determined
following the same procedure as in Ref. [45]. This method
utilizes the embedded simulation sample and 100 equally
probable replicas from NNPDFpoll.1 [20] to calculate A; ;.
using PYTHIA parton kinematics from the simulation for
both parton-level and detector-level jets (dijets). The differ-
ence between parton-level and detector-level A;; was
determined for each replica and for each p; (M;,,) interval
separately. The mean of the differences was used as the
trigger bias correction. The magnitude of this correction is
at most 0.0016 (0.0092) in the inclusive jet (dijet) analysis.
The associated uncertainty ranges from 0.0002 (0.0005) to
0.0012 (0.0033), exhibiting upward trends with increasing
Pr (M inv)-

The underlying event can increase the apparent energy in
the jets. To assess the associated uncertainty contribution to
A; 1, we calculated the change in the cross section for jets
(dijets) that would occur if the py (M;,,) intervals were
shifted by the product of the mean underlying-event
contribution, dpy (dM;,,), and the asymmetry of the

underlying-event contribution, A”Ll'zT (Aijf‘“"), defined as

Adpr — 1 (dpr)™" = {dpr)"
L PPy {dpr) Tt + (dpr)

3)
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Here, (dpy)™" ((dpy)*7) is the average underlying-event
correction for the same (opposite) beam helicity combina-

tion. There is a corresponding definition for AZAL/[‘“V. A

constant fit gives Ai’i’ = 0.0006 £ 0.0006 for 5 region
0.5 < |y <1 and AYP" = 0.0021 + 0.0004 for |;| < 0.5.
For dijets, A —0.0014 4 0.0013 for the sign(y;) =

sign(#,) topology and Aﬁ/]‘"v = —0.0004 £ 0.0012 for the
sign(#;) # sign(n,) topology. The corresponding uncer-
tainty is one of the leading contributors to the A;;
systematic uncertainty for both inclusive jets and dijets.
For the inclusive jets (dijets), the uncertainty is 0.0010
(0.0007) for the lowest py (M;,,) interval and decreases
with increasing py (M;,,). The uncertainty on the jet pr
(dijet M,,,) associated with the underlying-event subtrac-
tion was determined by comparing the mean correction,
dpr ~0.7 GeV/c (dM;,, ~ 1.3 GeV/c?), in data to the
one from embedded simulation. The difference for each py
(M;,,) interval was assigned as the systematic uncertainty.

An uncertainty on the corrected jet py (dijet M;,,) due to
the PYTHIA tune was evaluated by using several variants of
the Perugia 12 tune as in Ref. [45] and determining the
effect on the correction to the parton jet p; (dijet M;,,). For
the inclusive jet (dijet) sample, this uncertainty is in the
range of 0.11-0.18 GeV/c (0.15-0.32 GeV/c?).

Other leading systematic uncertainties on the jet py (dijet
M;,,) are associated with the detector response. These
include the uncertainty on how well the calorimeter
response to hadrons is modeled in GEANT. This uncertainty
ranges from 0.8% (0.9%) at low pr (M;,,) to 1.1% (1.1%)
at high py (M,,,). The detector response uncertainties also
include how well the calorimeter gains are determined. The
uncertainty on the gain calibration was estimated to be
3.2%, contributing to an uncertainty on jet py (dijet M;,,)
that ranges from 2.0% (1.6%) at low py (M;,,) to 1.3%
(1.2%) at high py (M;,,). Tracking inefficiency, conserva-
tively estimated to be 4%), is a further source of uncertainty.
The combined uncertainty on jet py (dijet M,,,) increases
with py (My,) from 0.19 GeV/c (0.53 GeV/c?) to
0.62 GeV/c (1.31 GeV/c?).

The A, ; values for inclusive jets with 0.5 < |5| < 1 and
In| < 0.5 are reported in Table I together with the statistical
and the total of the aforementioned, as well as smaller,
systematic uncertainties. Table I contains the dijet results
and their uncertainties for the sign(n;) = sign(n,) and
sign(n;) # sign(n,) topologies. The relative luminosity
and beam polarization uncertainties are common to all
data and are reported separately. The parity nonconserving
longitudinal single-spin asymmetries for jets and dijets
were found to vanish to within their statistical uncertainties,
in agreement with expectations, and thus provide no
evidence for substantial unaccounted systematic effects.

About 98% of the dijet events contain at least one jet that
satisfies the inclusive jet requirements. This leads to
statistical correlations of up to 0.27 between the inclusive

TABLE 1. Parton inclusive-jet py and A;; values with asso-
ciated uncertainties for jet-n regions 0.5 < || < 1 and || < 0.5.
The A;; uncertainty contribution of 0.0007 from uncertainty in
the relative luminosity measurement and 6.1% from the beam
polarization uncertainty are common to all data points. They are
in addition to the listed systematic uncertainty values.

pr £ (Sys)
Jet [GeV/c] Ay + (Stat) & (Sys)
05<|n <1 6.15+0.19  —0.0002 £+ 0.0017 £ 0.0004
7.34 £0.20 0.0009 £ 0.0019 £ 0.0004
9.50 +0.28 0.0008 £ 0.0012 £ 0.0004
11.34 £0.28 0.0033 £ 0.0014 £ 0.0004
13.25+0.31 0.0024 4+ 0.0018 4 0.0004
1547 £0.36 0.0021 £ 0.0025 + 0.0004
18.07 £0.37 0.0114 £+ 0.0037 £ 0.0005
21.16 £ 0.41 0.0123 £ 0.0058 + 0.0006
24.68 £0.48 0.0206 £ 0.0099 + 0.0010
28.56 £0.53 0.0531 £ 0.0180 £ 0.0013
32.90 £+ 0.60 0.0232 £ 0.0357 £ 0.0016
7] < 0.5 6.00 £ 0.20 0.0002 £+ 0.0014 £ 0.0015
7.31+£0.22 0.0006 £ 0.0017 £+ 0.0012
9.47 £0.25 0.0034 £ 0.0010 £ 0.0011
11.33 +£0.31 0.0041 £ 0.0011 +£ 0.0009
13.36 £ 0.34 0.0070 £ 0.0014 £ 0.0008
15.74 £0.35 0.0045 £+ 0.0019 £ 0.0007
18.43 £0.38 0.0182 £ 0.0028 + 0.0008
21.49 £0.44 0.0220 £ 0.0043 £ 0.0009
25.10 £0.51 0.0196 £+ 0.0072 £ 0.0011
29.17 £ 0.56 0.0348 £ 0.0127 £ 0.0014
33.81 £ 0.62 0.0515 £+ 0.0239 £+ 0.0015
TABLE II. Parton dijet invariant mass and A;; for the

sign(n,) = sign(n,) and sign(n,) # sign(n,) topologies. The
A;; uncertainty contribution of 0.0007 from uncertainty in the
relative luminosity measurement and 6.1% from the beam
polarization uncertainty are common to all data points. They

are in addition to the listed systematic uncertainty values.

Topology

Minv + (SyS)
[GeV/cY

App £ (Stat) £ (Sys)

Sign(n,) = sign(n,) 20.29 +0.53

Sign(n,) # sign(n,)

23.50 £ 0.61
28.28 £ 0.66
34.15+0.78
40.96 £+ 0.89
50.75 £1.03
69.11 + 1.31

20.48 £0.62
23.65 £0.59
28.50 £0.69
34.38 £ 0.79
41.38 £0.92
51.25+1.08
69.96 £+ 1.31

0.0071 £ 0.0036 +£ 0.0009
0.0049 £ 0.0028 £ 0.0007
0.0017 £ 0.0035 +£ 0.0008
0.0137 £ 0.0051 £ 0.0009
0.0316 £ 0.0081 £ 0.0011
0.0232 £0.0121 £ 0.0015
0.0228 £ 0.0418 £ 0.0033

0.0067 £ 0.0040 £ 0.0005
0.0024 £ 0.0027 +£ 0.0005
0.0052 £ 0.0032 £ 0.0006
0.0110 £ 0.0044 +£ 0.0007
0.0201 £ 0.0068 £ 0.0009
0.0240 £ 0.0097 £ 0.0012
0.0934 £ 0.0304 £ 0.0020
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Parton Jet x; =2p /s

FIG. 3. A;; for inclusive jets with |n| < 1.0 versus x;. The
square markers show the present data, whereas the triangle
markers show the data of Ref. [44]. The error bars show the
size of the statistical uncertainties, whereas the boxes indicate the
size of the point-to-point systematic uncertainties in A;; (vertical
extent) and x; (horizontal extent). The bands on the horizontal
axis represent the relative luminosity uncertainty, which are
common to all data points. The curves show the expected A;;
values for the DSSV14 [18] and NNPDFpoll.1 [20] parton
distributions. The hatched area indicates the size of the uncer-
tainty in the NNPDFpoll.l expectation.

jet and dijet A; ;. The 4% of the inclusive jet event sample
with two jets that both satisfy the inclusive jet requirements
introduce a correlation among the inclusive jet A;; that
ranges from about 0.005 at low p to 0.06 at high p;. There
are no such statistical correlations among the dijet A;; .
Point-to-point correlations also originate from the under-
lying-event systematic uncertainties for A;; and the polar-
ized PDF uncertainties in the evaluation of trigger bias.
Systematic uncertainties dominate in the correlations at low
pr, estimated to be < 0.07, with exception of the corre-
lations between low-p; intervals for inclusive jets with
|n] < 0.5. The large correlations up to 0.55 in this
region originate from dominating underlying-event uncer-
tainties which are fully correlated between intervals. At
high p7, the dominant effects are statistical in origin. The
Supplemental Material contains detailed correlation matri-
ces for all measurements [74].

Figures 3 and 4 show the inclusive jet and dijet A;;,
respectively, versus x; = 2py/+/s and My, /+/s corrected
to the parton level. The data are plotted alongside our prior
/s =200 GeV data [44,46]. The x; and M;,,/+/s values
for the present data are slightly higher and have smaller
uncertainties than those for our prior data mainly because
of refined treatment of the underlying-event correction.
Also shown are theory expectations from the DSSV14 [18]
(red dashed curve) and NNPDFpoll.1 [20] (purple con-
tinuous curve) global analyses. NNPDFpoll.l has 100
publicly available and equally probable replicas and their
root mean square corresponding to the one-sigma error
band is represented by the cyan hatched region.

0107 sTAR, Vs =200 Gev
| p+p — Jet+Jet+X
| Anti-k, R=0.6
L sign(n) = sign(n,)
0.05
&
0.00
T S S T S E S S S BN S |
010 sign(n) # sign(r)
| o STAR 2015, This work
| & STAR 2009, PRD 95 (2017) 071103
| - DSsV14
005 = NNPDFpol1.1
< i

Rel. Lumi. Sys.
2015 2009

0.00 fmrereere T B B A

[ +6.1% (2015) and + 6.5% (2009) scale
L uncertainty from polarization not shown

e b e e e e e e b e

0.05 0.10 0.15 0.20 0.25 0.30 0.35
Parton Dijet M, /Vs

FIG. 4. A;; versus My, /+/s for dijets with the sign(y;) =
sign(n,) (top) and sign(n;) # sign(n7,) (bottom) event topologies.
The square markers show the present data, whereas the triangle
markers show the data of Ref. [46]. The results are compared to
theoretical predictions for dijets from DSSVI14 [18] and
NNPDFpoll.1 [20] with its uncertainty.

The present and prior data are in good agreement. The
prior inclusive jet data [44] are included in the theory
expectations and provide stringent constraints on
Ag(x, Q%) for x > 0.05. The theory expectations are in
good agreement with the present data, which have further
improved accuracy.

In summary, we have presented A;; for midrapidity
inclusive jet and dijet production based on data recorded by
the STAR Collaboration during RHIC operations with
polarized proton beams at /s = 200 GeV in 2015. The
data provide sensitivity to the polarized gluon distribution
Ag(x, Q*) for gluon momentum fractions 0.05 < x < 0.5.
Our new results are consistent with and have better
precision than our prior data at /s = 200 GeV. The results
provide further evidence that Ag(x, Q%) is positive
for x > 0.05.
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