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The multi-messenger astrophysics of compact objects presents a vast range of environments where
neutrino flavor transformation may occur and may be important for nucleosynthesis, dynamics,
and a detected neutrino signal. Development of efficient techniques for surveying flavor evolution
solution spaces in these diverse environments, which augment and complement existing sophisticated
computational tools, could leverage progress in this field. To this end we continue our exploration
of statistical data assimilation (SDA) to identify solutions to a small-scale model of neutrino flavor
transformation. SDA is a machine learning (ML) formula wherein a dynamical model is assumed
to generate any measured quantities. Specifically, we use an optimization formulation of SDA
wherein a cost function is extremized via the variational method. Regions of state space in which the
extremization identifies the global minimum of the cost function will correspond to parameter regimes
in which a model solution can exist. Our example study seeks to infer the flavor transformation
histories of two mono-energetic neutrino beams coherently interacting with each other and with a
matter background. We require that the solution be consistent with measured neutrino flavor fluxes
at the point of detection, and with constraints placed upon the flavor content at various locations
along their trajectories, such as the point of emission, and the locations of the Mikheyev-Smirnov-
Wolfenstein (MSW) resonances. We show how the procedure efficiently identifies solution regimes
and rules out regimes where solutions are infeasible. Overall, results intimate the promise of this
“variational annealing” methodology to efficiently probe an array of fundamental questions that

traditional numerical simulation codes render difficult to access.

I. INTRODUCTION

The physics of the evolution of flavor (electron, muon,
tau) in the neutrino fields in core collapse supernovae
and in neutron star binary mergers comprises an un-
solved problem at the heart of the ongoing revolution in
multi-messenger astrophysics. The stakes could be high.
For example, finding convincing solutions to this prob-
lem might leverage gravitational wave and electromag-
netic observations of binary neutron merger-generated
kilonovae into deeper insights into the transport of en-
ergy, entropy, and lepton number in these sites. In
turn, this could aid in understanding heavy element
nucleosynthesis, connecting this problem to the issues
of chemical evolution and mass assembly histories of
galaxies and dark matter.

Producing self-consistent solutions, however, for the
neutrino flavor evolution problem has been a vexing
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undertaking. In part this is because of the fierce non-
linearity engendered by the high neutrino fluxes and
densities in these compact object environments. In
short, the potentials and scattering-induced quantum
de-coherence processes that govern neutrino flavor trans-
formation themselves depend on the flavor states of the
neutrinos. This non-linearity has necessitated the devel-
opment of highly sophisticated numerical approaches,
such as the multi-angle Neutrino BULB code [1, 2], or
the IsotropicSQA code [3].

As with many non-linear many-body problems, initial
forays into finding self-consistent numerical solutions
have led to surprises. Notably, despite the small mea-
sured neutrino mass-squared differences and the large
matter densities in these venues, large scale coherent
collective neutrino flavor oscillations have been shown
to arise, for example, in Refs. [1, 4-9] (see also: reviews
in Refs. [10-13] and references therein). The large-scale
computational tools run on supercomputers, however,
are ill-suited to searching the range of relevant geome-
tries and conditions in these environments, and their
complexity sometimes leads to an obscuring of the un-
derlying physical nature of these collective phenomena.
As a result, a bevy of parallel efforts has ensued over
the last 15-20 years to build smaller-scale analytic or
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semi-analytic models in an attempt to uncover this un-
derlying physics. These studies [14-38] have revealed
that the neutrino flavor field in compact objects may fall
victim to a host of instabilities. In fact, some of these in-
stabilities were artificially hidden from initial numerical
simulations by the fact that those numerical approaches
necessarily were forced to adopt, and enforce, a simplis-
tic geometry with a high degree symmetry.

In order to utilize the understanding gained from
these smaller-scale models, and to apply it to efficiently
probe a range of physical conditions and parameter
regimes where such physics can arise, we expand our
examination of an inference-based strategy to study non-
linear neutrino flavor evolution. This work is an ex-
tension of our initial exploration described in Ref. [39].
Specifically, we bring statistical data assimilation (SDA)
to bear upon a simple neutrino flavor transformation
problem.

SDA is an inverse formulation [40]: a machine learn-
ing approach designed to optimally combine a model
with data, to estimate the state of the system to an ac-
curacy higher than that which either the data or model
alone would yield. Invented for numerical weather pre-
diction [41-46] and since applied to biological neuron
models [47-53], SDA offers a systematic means to iden-
tify the measurements required to estimate unknown
parameters of a dynamical model. Within astrophysics,
inference has been used mainly for pattern recogni-
tion [54], and its utility for model completion is gain-
ing traction in the exoplanet community [55] and solar
physics [56].

Further, an optimization formulation of SDA, wherein
a cost function is extremized, has the ability to efficiently
survey parameter space, identifying regions in which a
model solution is possible and ruling out others. This
feature may lend the technique to adeptly identify phys-
ical regimes of interest, which may then be examined
in more detail with the existing methodologies outlined
above.

In this paper, we expand our examination of the sim-
ple steady-state model described in Ref [39], wherein
two mono-energetic neutrino beams coherently interact
with each other and with a background medium, and a
measurement of flavor is made at the final endpoint. To
this model we add, in a step-wise fashion, additional con-
straints on the neutrino flavor at the source and near the
locations of the Mikheyev-Smirnov-Wolfenstein (MSW)
resonance of each beam. Such constraints on neutrino
flavor along their trajectories may be motivated by, for
instance, a broad physical understanding of the dynam-
ics of neutrino decoupling, or considerations from shock
reheating or heavy-element nucleosynthesis in these en-
vironments. We seek to identify the parameter regimes
that yield a solution consistent with the measurements,
the constraints, and the model equations governing fla-

vor evolution. Importantly, we retain the feature of that
model that it can be solved via numerical integration.
This feature offered a consistency check for SDA solu-
tions, which is vital for the initial exploration of SDA as
a viable alternative strategy for problems that numerical
integration cannot probe. In this paper, we retain that
feature in order to identify the specific constraints that
are required to eliminate the degeneracy of solutions
that were found in the original publication.

Now, a nonlinear model will present a non-convex
cost function. With the aim to gradually freeze out a
global minimum, we employ an annealing procedure
defined in terms of the rigidity of the model constraint
imposed upon the calculation. We shall demonstrate
that the evolving value of the cost function over the
course of annealing offers a tool for interpreting the
significance of results: it reveals whether a solution has
been found in the region of parameter space that has
been searched.

Ultimately, even though the system examined here
is relatively simple, we intend to eventually adopt this
procedure to systems with larger numbers of neutrinos
and/or fewer symmetries. This raises questions regard-
ing scalability, since optimization-based methods tend to
be computationally expensive for systems with a large
number of degrees of freedom. We comment on this
aspect in Sec. VL.

The manuscript proceeds as follows. In Sec. II, we
describe our physical model in terms of a system of
ordinary differential equations (ODEs) governing neu-
trino flavor evolution. In Sec. III lies an outline of how
the model dynamics, as well as information from mea-
surements and constraints, are incorporated into the
statistical data-assimilation framework. Sec. IV details
the design of the specific experiments conducted on our
physical system using the SDA framework. In Sec. V,
we summarize the results of these experiments. A dis-
cussion regarding future directions follows in Sec. VL

II. MODEL

A. Formulation

The model we employ has been described in Ref. [39],
and we refer the reader there for details. Here we de-
scribe the model’s important features and the equations
of motion (flavor evolution) used in the SDA procedure.

Two important features of the model merit comment.
First, the model is nonlinear - a key aspect of the physics
that gives rise to collective neutrino flavor evolution.
SDA is particularly effective for estimating model evolu-
tion and parameter values in nonlinear models where
only a subset of the state variables can be accessed ex-
perimentally. Second, the model is sufficiently simple



to be solvable via traditional forward-integration tech-
niques. This feature enables a consistency check for SDA
solutions.

We consider a two-flavor scenario in which two mo-
noenergetic neutrino beams with different energies in-
teract with each other and with a background consisting
of particles carrying weak charge, such as nuclei, free
nucleons, and electrons. The densities of the background
particles and of the neutrino beams themselves are taken
to dilute as some functions of a position coordinate r,
which could be interpreted, for instance, as the distance
from the neutrino sphere in a supernova.

We write the equations of motion in terms of the
“polarization vectors” P; of each neutrino, after decom-
posing the density matrices and Hamiltonians, respec-
tively, into bases of Pauli spin matrices' (for details see
Ref. [57, 58]):

% = (Alé +V(r)z+ u(r) ZE-) xB (1)
j#i

Here, A; = ém?/(2E;) are the vacuum oscillation fre-
quencies of the two neutrinos, with energies E; and Ep,
where ém? are the mass-squared differences in vacuum.
B = sin(20)% — cos(26)2 is the unit vector represent-
ing neutrino flavor mixing in vacuum. The functions
V(r) and p(r) are the potentials for neutrino-matter and
neutrino-neutrino coupling, respectively. In our model,
we take the neutrino-neutrino coupling, as a function of
position 7, to be u(r) = Q/r*. This choice is consistent
with how the coupling strength varies in the neutrino
bulb model calculations employing the single-angle ap-
proximation. In our SDA experiments, Q is taken to be
a constant with a known value.

In contrast, the matter potential V(r) is assumed to
be dependent upon one or more unknown parameters,
and is therefore the focus of the parameter estimation
study in this paper. In one set of experiments, the mat-
ter potential takes the form V(r) = C, /13, where the
SDA procedure is tasked with inferring the value of
Cp, within a specified set of bounds. In a second set
of experiments, the matter potential is taken to have a
slightly more complex form V (r) = Cy,(r) /7%, with

Cu(r)=—f(r+L)?+¢ 2)

Here, f is taken to be a known constant, whereas L
and ¢ are parameters to be inferred by the SDA proce-
dure. For further details, see Experiments (Sec. IV). All

1 The polarization vectors (also known as Bloch vectors) are defined in
terms of the neutrino density matrices: p; = % 1+7- B;). The Hamil-
tonian can be similarly decomposed as H; = J(Tt(H;) + 7 - Vi),
where V; contains contributions from vacuum oscillations, neutrino-

matter interactions, and neutrino-neutrino interactions, as shown in
Eq. 1.

other model parameters are taken to be constant and
known throughout the SDA procedure (Table I).

TABLE I. Model parameters taken to be known and fixed
during the estimation procedure. The A; are the vacuum os-
cillation frequencies of the neutrinos, and Q is the multiplica-
tive factor governing the neutrino-neutrino coupling potential
(). Parameter 6 is the mixing angle in vacuum.

Parameter | Value | Initial condition | Value
Ay 1000 | Pp.(r=0) 1.0
Ay 2500 | P, (r=0) 1.0
Q 100.0

0 0.1

1. Physics of the model

In this paper, we choose a model that is sufficiently
simple from a computational standpoint, but neverthe-
less retains a key feature of the collective neutrino oscil-
lation problems: nonlinearity. As a first step, we assume
two neutrino beams of different energies are emitted
from the source (for example, the “neutrino sphere” of
a proto-neutron star) as electron flavor eigenstates. In
a core-collapse supernova environment, while all three
flavors of neutrinos and anti-neutrinos are produced
in comparable quantities at late times, the neutrino
flux during the early shock breakout or “neutroniza-
tion burst” phase is expected to be dominated by elec-
tron neutrinos over all other flavors of neutrinos and
anti-neutrinos; thus the choice of the aforementioned
initial conditions was made for further simplification of
the problem. On their journey through the supernova
envelope, the neutrinos interact coherently with each
other and with the dense ejecta surrounding the star
immediately after core collapse.

The Z component of the neutrino polarization vector
denotes the net flavor content of the electron flavor mi-
nus the “x” flavor, the latter of which can be thought of
as a superposition of muon and tau flavors. Assuming
flavor evolution to be entirely forward-scattering driven,
the polarization vectors are normalized to preserve par-
ticle number. At some unspecified distance, the electron
and effective neutrino densities can produce a forward
scattering potential that corresponds to a neutrino effec-
tive mass level crossing, which we will henceforth refer
to as simply an “MSW resonance.” Large flavor conver-
sion probability in the channel e <+ x may accompany
MSW resonances.

By having access only to detector measurements at the
final point of our thought experiments, we can seek the
optimal values of the matter density profile parameters
consistent with observations, which in turn would allow
us to calculate the possible location of the resonance.
Additionally, one might attempt to guess the location of



the resonance and use the SDA procedure to determine
the existence of any matter profiles consistent with such
a guess. Another avenue for research is the considera-
tion of the initial flavor content as a free parameter to
optimize, given detector observations and an educated
guess for the matter density profile; this endeavour we
plan to pursue in future work.

III. METHOD

A. General formulation

Statistical data assimilation (SDA) is an inference pro-
cedure in which a dynamical system is assumed to un-
derlie any measured quantities. This model F' can be
written as a set of D ordinary differential equations that
evolve in some parameterization r as:

dx,(7)
dr

= Fy(x(r),p(r));, a=12,...,D, (3

where the components x, of the vector « are the model
state variables. Unknown parameters to be estimated
are contained in p. In this paper, the parameters p are
constant on any path in state space, although generally
they may be taken to vary with position r.

A subset L of the D state variables is associated with
measured quantities and constraints. One seeks to esti-
mate the p unknown parameters and the evolution of all
state variables that is consistent with the measurements
and constraints provided, in order to predict model evo-
lution at parameterized locations where the constraints
are not present.

A prerequisite for estimation using real experimental
data is the design of simulated experiments, where the
true values of parameters are known. In addition to
providing a consistency check, simulated experiments
offer the opportunity to ascertain which and how few ex-
perimental measurements and constraints, in principle,
are sufficient to complete a model.

B. Optimization framework

SDA can be formulated as an optimization, wherein a
cost function is extremized. We take this approach, and
we search the cost function via the variational method.
Importantly, we write the cost function so that the rigid-
ity of imposed model dynamics can be adjusted. It
will be shown below in this Section that treating the
“model error” as finite offers a systematic method to
identify a global minimum in a specific region of state-
and-parameter space. The procedure in its entirety - that
is: a variational approach to minimization coupled with
an annealing method to identify a global minimum - is
referred to loosely in the literature as variational anneal-
ing (VA). The cost function Ay is written in three terms:
Ag = RfAmodel + Ry Aneas + RCAunitm’ity- The Complete
expression is shown in Equation 4, and the meanings of
each term are follows:

o A4 imposes the model evolution of all D state
variables x,, as described by Eq. (3)—or more
specifically in our case, by Eq. (1). Here, the outer
sum on # is taken over discretized odd-numbered
grid points of the model equations of motion. The
sum on 4 is taken over all D state variables.

o Apess governs the transfer of information from the
measurements and constraints y; to model states
x;. It derives from the concept of mutual infor-
mation of probability theory [59]. Here, the sum-
mation on j runs over all discretized timepoints
J at which measurements are made, which may
be some subset of all integrated timepoints of the
model. The summation on ! is taken over all L
measured quantities.

® Aunitarity Tepresents additional requirements im-
posed on variational annealing to enforce unitarity;
that is, to ensure the state space solutions remain
physical. The optimization formulation we employ
treats state variables as independent quantities,
which is not the case for the polarization vectors
describing the neutrinos. Thus, we enforced their
inter-dependence via the functions g;, taken here
to be: gi(z(n)) = P2, + Pi%y +PZ.
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1 2
+ {raln41) = 5 Galn) + xa(n-+2)) = G [Fae0),p) ~ Falaln-+2), )]}

1 N-2 D or
Amodel = ND Z Z T s
ne{odd}a=1
1 L
Aneas =573} (i) = x1(7))*
meas ] 1=1

N
Aunitarity =Y_Ig1(z(n)) =1 + Y _|ga(x(n)) — 1

R,; and R f are inverse covariance matrices for the mea-
surement and model errors, respectively. In this paper
the measurements are taken to be mutually independent,
rendering these matrices diagonal. For our purposes,
R;; and R fare relative weighting terms; their utility will
be described immediately below in this Section. The
Lagrange multiplier R, is set to 1, and Jr is defined to
be r(n + 2) — r(n); that is, twice the grid spacing. One
seeks the path X? = {z(0),..,z(N),p} in state space
on which Ay attains a minimum value. It may interest
the reader that one can derive this cost function by con-
sidering the classical physical action on a path in a state
space, where the path of least action corresponds to the
correct solution [59]. Hereafter we shall refer to the cost
function of Equation 4 as the action.

The procedure searches a (D(N + 1) + p)-
dimensional state space, where D is the number
of state variables of a model, N is the number of
discretized steps, and p is the number of unknown
parameters. In the set of experiments with constant
Cyu, the number of state variables is six, one for each
of the components of the polarization vectors for
the two neutrino beam system. In the other set of
experiments we consider Cy, () to be a state variable in
addition to the polarization vectors, with equation of

3
motion dc;';r(r) =/ (%L) . This leads to an additional

contribution to the model term in Equation 4. To
perform simulated experiments, the equations of
motion are integrated forward to yield simulated data
(and simulated constraints), and the VA procedure is
challenged to infer the parameters and the complete
evolution of all state variables that were used to generate
those data (and constraints). For further details, we
refer the reader to our previous publication [39].

2
{ran-42) = xa(m) = 1 a(n) ) + 4Fu(e (0 +1,p) + Folaln +2)p)]

or

(4)

C. Annealing to identify a lowest minimum of the
cost function

Our model is nonlinear, and thus the action surface
will be non-convex. The complete VA procedure anneals
in terms of the ratio of model and measurement error, to
gradually freeze out a global minimum of the action [60].
This iteration works as follows.

We first define the coefficient of measurement error
Ry, to be 1.0, and write the coefficient of model error
Rf as: Rf = Rfloocﬁ, where Rf,O =103 o = 2, and
B is initialized at zero. Parameter  is the annealing
parameter. For the case in which g = 0, relatively free
from model constraints the action surface is smooth and
there exists one minimum of the variational problem
that is consistent with the measurements. We obtain an
estimate of that minimum. Then we increase the weight
of the model term slightly, via an integer increment in f,
and recalculate the action. We do this recursively, toward
the deterministic limit of R > Ry, (or: toward g = 30,
in increments of 1.0). The aim is to remain sufficiently
near to the global minimum to not become trapped in a
local minimum as the surface becomes resolved.

IV. THE EXPERIMENTS

A. The experimental designs

We designed a task for the SDA procedure wherein
there exist one or more unknown model parameters to
be estimated in the matter potential. The form of the
matter potential is of keen theoretical interest, and it may
impart a signature upon a detection. We performed the
procedure for two distinct forms of the matter potential,
which will be described below in this Section. In these
experiments, the information provided to the procedure
as “measurement” was the flavor of each neutrino at the



endpoint of the evolution, generated using the simulated
experiments. Within the context of this simple model, by
“measurement” we mean the value of P, with no noise
added? (of course, a real detector will measure an energy
spectrum convolved with sources of contamination; see
Sec. VI - Discussion).

For each of the two forms for the matter potential, we
designed five experiments, each defined by theoretical
constraints placed upon the flavors of both neutrinos at
specific locations prior to detection. These five sets of
locations were, respectively: i) at the neutrino-sphere,
or the radius of emission (r = 0); ii) at the neutrino-
sphere and the center of the MSW resonances (at the
radius where P, = 0.0); iii) at the neutrino-sphere and
near the starts and ends of the MSW resonances (at the
radii where P, = 4/ — 0.9); iv) at the neutrino-sphere
and throughout the MSW resonances (at the radii where
P, = [-0.9:0.9]); v) at all discretized model locations.
In each case, we seek a solution that is consistent with
both measurements and constraints.

Finally, for each of these five experiments, we searched
a region of parameter space in which the true solution
- that is, the solution corresponding to the parameter
values chosen in the simulated experiments - exists, and
alternatively a region in which the true solution does not
exist. For each region, we asked the following questions:

1. Does the evolution of the action over the course of an-
nealing reveal which paths find a solution?

2. Do the measurements and constraints contain sufficient
information to guarantee that the true solution has been
(or cannot be) found—that is, do the inferred parameter
values match those from the simulated experiments?

Specifically, we sought to ascertain whether a plot of
action versus annealing parameter f would show un-
ambiguously: i) that the true solution is found within
the region of parameter space containing the chosen
parameter values, and ii) that the true solution is not
found in the region that excludes the chosen parameter
values. We posed this question for the following reason:
If the action plot can indeed identify the paths corresponding
to correct solutions, then this plot can serve as a litmus test
for the scenario wherein we do not know the correct solution:
we can simply choose the solutions corresponding to paths of
least action. See Figure 1 for a schematic of these twenty
experiments.

We calibrated our model in two deliberate ways to
manipulate the ability of the SDA procedure to infer the
model parameters governing the function Cy, () appear-
ing in the matter potential C,,(r)/ 3. First, the measure-

2 We experimented briefly with the effects of noise in the measure-
ments of P;; see Results (Sec. V).

Schematic of the 20 experiments

Location of constraints on flavor (P,) of each neutrino:

i) at neutrinosphere

ii) at neutrinosphere and center of MSW transition
(P;=0)

iii) at neutrinosphere and two locations that bracket
the MSW (P, =+/-0.9)

iv) at neutrinosphere and throughout the MSW
transition (PZ: [-0.9:0.9])

v) at all discretized model locations

s X

a) Coefficient Cmof b) Coefficient Cpy of

matter potential: matter potential:

a constant; parameter to be a quadratic function of r;

estimated is C iy, parameters to be estimat-
ed are L and ¢ of Equation
4.

1) Search region of

parameter space:
contains the solution.

Il) Search region of

parameter space:
does not contain the solution.

FIG. 1. Schematic of the 20 simulated DA experiments per-
formed. Top: Five distinct experiments were performed, each
defined by the locations of constraints placed on flavor within
the supernova envelope, for both neutrinos. Middle: Each of
those five experiments was performed twice, once each for a
distinct form of the coefficient for matter potential C,,. Bottom:
Each of those (ten) experiments were performed twice, once
within a region of parameter space in which the true solution
exists, and one within a region that does not contain the true
solution.

ment and the constraint on flavor placed at the neutrino-
sphere were chosen to permit a range of values for the
model parameters. Thus, for the case wherein this sole
information is provided to the procedure, we expected
to obtain degenerate solutions. That is, we designed an
action landscape wherein multiple global minima corre-
spond to different paths that equally-well describe the
information provided at the endpoints. Second, addi-
tional constraints placed at the locations described above
(designs ii), iii), iv), and v) in Figure 1) were designed to
successively narrow the permitted range of parameter
values. Thus, as we added these constraints in succes-
sion, we expected the degeneracy to dissolve. Examining
how degeneracy-breaking works in this simple example
may begin to probe the theoretically-relevant question:
which, and how many, constraints are necessary to fully break
degeneracy, given a particular model? Ultimately, such a
strategy may enable an efficient identification of promis-
ing theoretical avenues versus those that can be ruled
out. Namely, the former will yield solutions that are
consistent with measurements, while the latter will not.



B. The parameter to be estimated: coefficient C,, ()
governing the matter potential

As noted, we chose two distinct forms for the matter
potential. In the first set of experiments, the function
Cm(r) is taken to be a constant number. Its value in
the simulated experiments was chosen so that the first
neutrino, vy, by its energy, will arrive at the midpoint of
the MSW resonance (that is, attain P, = 0.0) at radius
r = 1, this value of Cy,; is 983.0. The SDA procedure was
tasked with inferring this value, given the measurements
and constraints. The neutrino v, has a lower energy
(higher A) and therefore experiences the MSW resonance
at about r & 0.75, a somewhat smaller radius.3

In the second set of experiments, Cy, () is now a vari-
able parameter; that is, a quantity that varies but where
the dynamics underlying the variability can be encoded
in terms of certain fixed parameters. We chose a sim-
ple quadratic form for this variability, given by Eq. 2,
where, in the simulated experiments, we chose f = 500.0,
¢ = 5000.0, and L = 1. This formulation effects a smooth
decline in the value of C;, across the regions of both
MSW resonances. The number f was taken to be known
and fixed, and the variability was encoded rather simply
in terms of fwo unknown parameters to be estimated:
L and ¢. In this set of experiments, neutrinos v; and
1 experience their respective MSW resonances at radii
of r = 1.5 and 1.2, respectively. It is important to be-
gin testing the ability of the SDA procedure to handle
a form for Cy(r) that is variable, as ultimately it will
be interesting to examine a matter potential that under-
goes discontinuous changes, or shocks, throughout the
envelope.

As noted, for each form for Cy,(r) we performed all
experiments twice: once within a region of parameter
space that permits the true solution, and once in a region
in which the true solution does not exist. These search
regions were as follows. For C, = 983.0, the search
ranges in which the true solution exists and does not
exist were: [295 : 2950] and [2000 : 4000], respectively.
For the quadratic form of C;, (with unknown parameters
L and ¢), the search ranges in which the true solution
(L =1 and ¢ = 5000) exists and does not exist were:
L =[0.01 : 2] and [2 : 4], respectively; the search range
for ¢ was uniformly [1500 : 5100].

3 In a realistic core-collapse supernova environment, neutrinos with
typical energies of O(10) MeV encounter MSW resonances at radii
of a few 100s to a few 1000s of kms, depending on factors such
as the progenitor mass and composition, and the entropy of the
environment. At these radii, the neutrino-neutrino potential u(r) is
usually sub-dominant compared to the neutrino-matter potential
V(r), a feature that is reflected in our toy model as well. For example,
for the set of experiments with Cy, (r) o<1/ 3, and for our parameter
choices, we have y(r) = 100 at r = 1, compared to V(r) ~ 983.

C. Technical details of the procedure

The simulated data were generated by integrating the
equations of motion of Equation 1 via the Python pack-
age odeINT, with its default values. The output of each
state variable was recorded at 2001 discretized locations,
with a uniform step size of 0.001. One amendment was
made to the model that is not noted in Equation 1: small
offsets were added to the radius r in the denominators
for the matter (1/73) and neutrino coupling (1/ ) poten-
tials, to avoid divide-by-zero errors. These offsets were,
respectively: 0.001 and 0.0012. Finally, the range for
radius r was taken to be 0 (at the neutrino-sphere). The
final endpoint, r = 2, was chosen to be sufficiently far
out so that the potentials V(r) and yu(r) become small
compared to A;, and the neutrinos undergo essentially
vacuum oscillations at that point.

To perform the optimization, we used the open-source
Interior-point Optimizer (Ipopt) [61]. Ipopt uses a Simp-
son’s rule method of finite differences to discretize the
state space, a Newton’s method to search, and a barrier
method to impose user-defined bounds that are placed
upon the searches. The discretization of the state space,
the calculations of the model Jacobean and Hessian ma-
trices, and the annealing procedure were performed
via an interface with Ipopt that was written in C and
Python [62]. All simulations were run on a 720-core,
1440-GB, 64-bit CPU cluster.

For each of the twenty experiments defined above,
twenty paths were searched, beginning at randomly-
generated initial conditions for parameters and state
variables.

V. RESULT

A. General findings

General results are threefold. First, as expected, the
measurements at the detector and constraint at the
neutrino-sphere permit high degeneracy of solutions,
in terms of the flavor trajectories through the envelope
between these two endpoints. As we add successive con-
straints at specific locations within the envelope, we see
that degeneracy dissolve. Providing a constraint at the
midpoint of the MSW resonance for each neutrino begins
to break the degeneracy. Adding constraints continu-
ally throughout the resonance eliminates the degeneracy
entirely.

Second: once degeneracy is eliminated, we have in
the plot of action(f) for any given path a litmus test for
whether that path corresponds to the true solution: a
path corresponding to the global minimum of the action
level corresponds to the true solution.



Third, and related to the second point above: once de-
generacy is eliminated, then permitting that a sufficient
number of paths is searched, their action(p) plots indi-
cate whether the true solution exists within the param-
eter regime that was searched. Namely: some fraction
of paths converges to the floor of the action, or none
do. (Note that one must define “none” in terms of a
zero-convergence rate of paths searched - and thus must
search an adequate number for one’s specific purposes.)

B. Action(p) plot illustrates how constraints break
degeneracy, given an appropriate search region of
parameter space

Figure 2 shows plots of the action as a function of
annealing parameter 8, where the form for C,, govern-
ing the matter potential V(r) is a constant number (left
column) or varies as a quadratic (right column). The
five rows correspond to the five successive types of con-
straints imposed on flavor within the envelope (which
were summarized in Figure 1). For each row, we see
a general picture: the action Ay has a lowest value* of
1073. A solution corresponding to the global minimum
of the action will be consistent with both the measure-
ments and the constraints provided, as well as with the
model dynamics.

If the sole constraint location is at the neutrino-sphere
(top row), then there exist degenerate solutions corre-
sponding to multiple global minima of the action surface.
Different paths that reach a value of Ay = 10~3 will cor-
respond to different solutions, each of which satisfies the
measurements and constraint, and so the estimates of P,
at these endpoints will be correct. The predicted values
of P,, Py, and Py in the interim, however, vary across the
solutions, because all describe the measured endpoint
and the constraint at the neutrino-sphere equally well.
Consequently, the inferred parameter values also vary
as well. In other words, simply knowing the neutrino
flavor content at the two endpoints would not be suffi-
cient for pinpointing the location of the MSW resonance
in this scenario. A range of resonance locations can be
said to be consistent with a given set of endpoint con-
straints, as long as the strength of the matter potential is
allowed to vary as a free parameter. For an example of
a state prediction that is consistent with the information
provided at the endpoints but does not well match the
state evolution in the interim, see the top and bottom
left panels of Figure 5.

Rows 2-5 of Figure 2 then show how degeneracy is
gradually broken as constraints at other locations are

4 This floor of the action at 1072 is due predominantly to the addi-
tional terms added to the cost function to impose unitarity; see
Unitarity terms below in this Section.

successively added, with regard to the flavor content
near the location of the MSW resonance for each neu-
trino. In the case wherein constraints are imposed at all
discretized model locations throughout the resonance
for each neutrino (Row 4), all degeneracy is broken, and
a path that corresponds to the global minimum of the
action does indeed find the true solution®, in terms of
the predicted state and the estimated parameters.

C. Significance of the action(p) plots

To examine the information contained in the plots of
action versus annealing parameter §, let us take plots
for selected individual paths. The results in this Section
are taken for the case wherein C,, is a constant. We
obtained similar results for the case in which C,, varies
as a quadratic (not shown).

Figures 3 and 4 shows action(p) plots on selected
individual paths out of the twenty that were explored for
each experiment. Figure 3 shows two paths for the case
where the sole constraint on flavor exists at the location
of emission. In this case, 17 of 20 paths identified the
floor of the action at 10~3; that is, they appear similar to
the plot at left. This (left) plot corresponds to the best
solution found, and the corresponding state prediction
is shown in Figure 5, top left. All of the seventeen cases
corresponding to global minima are “correct” in the
sense that they satisfy both the constraints and the model
equations of motion; however, they fail to find the true
solution. Clearly, in this case the information provided
solely at the endpoints of the flavor trajectories was
insufficient to unambiguously infer the state variable
evolution and the true values of the model parameters.

Figure 4 shows action(B) plots for three paths after
constraints on flavor were added within the envelope
at P, = +/- 0.9 for each neutrino. Now degeneracy
has begun to break. For this experiment, five paths
arrived at the action floor of 1073, and four of those five
arrived at the true solution. The right panel shows the
action(p) plot for one of these four. The corresponding
state prediction is shown in Figure 5, bottom left.

Once constraints were added at all discretized loca-
tions between P, = +/ — 0.9 for both neutrinos, degen-
eracy was eliminated. In other words, all paths that
identified the floor of the action corresponded to the
true solution. Fifteen of the twenty paths identified
this solution; the mean values of the parameters across

5 There exist various means to quantify the “closeness” of a solution to
a desired outcome, and the methodology must be chosen according
to one’s specific purposes. Table II shows one example, where the
mean and variance of each parameter estimate is calculated on all
paths corresponding to the floor of the action, for the experiment
that is found to eliminate degeneracy.
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FIG. 2. Action(p) for the successive constraint designs i through v of Figure 1, where the solution exists within the parameter
ranges that are searched. For each experiment, all twenty paths that were searched are plotted. Left: Cj, = constant. The true
value of C;, is 983.0, and the search range was: [298:2950]. right: C,, is of quadratic form, as per Eq. (2). For the two parameters L
and ¢ of Eq. (2), the true value (and search range) are, respectively: 1.0 ([0.01:2]), and 5000 ([1500:5100]).
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FIG. 3. Action(B) on two example individual paths from Experiment i, wherein the sole constraint on flavor exists at the
location of emission (r = 0). The left and right plots represent 17 and 3 of the 20 total paths, respectively. The plot at right
corresponds to the state prediction shown in Figure 5, top left panel. The constraints and measurements are obeyed, but clearly

they do not unambiguously infer the state variable evolution.

log Action
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Annealing parameter 3

Annealing parameter 3

10 15 20 % 0
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15 20

FIG. 4. Action(B) on two example paths for Experiment iii, wherein constraints on flavor have been added at P, = 0.9 and
—0.9, for both neutrinos. From left to right, the three plots represent ten, five, and five paths, respectively. Note in the left plot
the emergence of a stable local minimum, with an action level of ~ 107298, In contrast, the plot on the right depicts a path that
finds the global minimum with action ~ 1073. The plot at right corresponds to the state prediction shown in Figure 5, bottom left

panel.

all paths corresponding to the floor of the action are
shown in Table II, for the cases of both the constant
and quadratic forms for C;,. Note that it can be useful
to begin one’s simulated experiment with this design -
that is, with sufficient constraints such that degeneracy
does not exist - so as to identify a priori the optimal path
and the theoretical global minimum of the action. Then
one may systematically remove constraints, to identify
the minimum information required to identify a unique
solution.

D. Action(f) plot identifies relevant regions of
parameter space

We now demonstrate that the action plot can reveal
whether one is searching a region of parameter space
in which a solution consistent with measurements, con-
straints, and model is possible. Figure 6 shows action(f)
plots for experiments in which we intentionally searched
a region of parameter space that excludes the true val-
ues of the matter potential coefficients, for each of the
two forms of C;, (constant and quadratic). We show the
experiment in which constraints were provided i) only

at the neutrino-sphere, and iii) at the start and end of
the resonances (P, = +0.9 and —0.9).

In the top row of Figure 6, constraints on flavor are
placed at the neutrino-sphere only. In this case, for the
constant C,, experiment (top left), there is not sufficient
information to identify this particular region of parame-
ter space as irrelevant (not containing the true solution).
In this case, multiple paths find the lowest value for the
action. This result is as expected, as the chosen search
range for C,, contains values that permit an MSW reso-
nance between r = 0 and 2. Solutions consistent with the
endpoint constraints of P, = +1 and —1 can therefore
be found in this case. Had the C;, search range excluded
values that would lead to an MSW resonance between
r = 0 and r = 2, we would have expected no paths to
identify the action floor. On the contrary, for the case
with C, varying as a quadratic (top right), the action
increases indefinitely with B, indicating that no paths
are able to find a solution consistent with the model.
The attentive reader will notice that in this case, Cy,(r) is
itself a state variable, and consequently the action has an
additional term (as noted in Sec. III). In the case wherein
we searched a parameter range that contained the true
solution, this extra term made no numerical difference
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FIG. 5. Representative state predictions for paths that found the lowest minimum of the action, for two sets of constraints
on the flavor of both neutrinos. Top: Constraints were placed only at the neutrino-sphere. Botfom: Additional constraints were
placed at the start and end of the MSW resonance (P, = +/ — 0.9) for each neutrino. Left: For C;; = constant. The top and bottom
left panels correspond to the action(B) plots of Figures 3 and 4, respectively. Right: For C;, of quadratic form given in Eq. (2).

(Figure 2). In this case, where the search range does
not contain the true solution, the SDA procedure was
unable to converge to a path where the model error was
vanishing.

Then, with constraints added at the start and end
of the resonance locations (bottom row), the procedure

either settles on a stable local minimum?® corresponding

to zero model error but nonzero measurement error (left,
for constant C;;, wherein some paths find a value for Ag
of 10728 or is unable to reconcile the constraints with
the model, so that the model error never becomes zero

% Note that the stable local minimum attained here may well be the
lowest action level within the chosen region of the action surface;
however, in this case, it does not correspond to the global minimum,
which happens to lie outside of this chosen search region.
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TABLE II. Parameter estimates once degeneracy is eliminated, where the search region of parameter space was known to
contain the true solution. These numbers are taken for the case in which constraints on flavor were placed at the neutrino-sphere
and at all discretized steps between P, = +0.9 and —0.9 for each neutrino (that is, throughout the MSW resonance regions). For
each parameter, the mean value over all paths that find the floor of the action, the variance, the permitted search range, and the
true parameter value are shown. Left: Values for C;, = constant; fifteen of 20 paths found the floor of the action. Right: Values
for Cy, of quadratic form; sixteen of 20 paths found the floor of the action. These estimates are taken at a value of annealing
parameter j3 of 25.

Cy = constant Cm = quadratic
Parameter  Mean Variance Search range  True value | Parameter ~ Mean Variance Search range  True value
Cm 983.0 10~% 295.0:2950.0 983.0 L 0.98 0.03 0.01: 2.0 1.0
¢ 4996.0 63.0 1500.0:5100.0 5000.0
o Cm:constant Cm: quadratic
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FIG. 6. Action(B) within a region of parameter space in which the true solution does not exist. Once degeneracy is broken
by the furnishing sufficient constraints, paths converge to a solution corresponding to an action above the lowest minimum.
Left: For a true value of C;, = 983, but using a search range of [2000:4000]. Right: For C;; of quadratic form, as per Eq. (2) with a
true value of L = 1, but using a search range for L of [2:4]. Top: Experiment i, wherein a constraint is placed only at the location
of emission (r = 0). Most paths calculate increasing model error at high B. The few paths for C;; = constant (left) that reach the
lowest minimum have identified a state that is consistent with the constraints, measurements, and model, and the corresponding
estimate of Cy, is as close as possible to the true value, given the permitted search bounds. Clearly, there exists insufficient
information to identify this region of parameter space as irrelevant. For the case with Cy, of quadratic form (top right), the y-axis
range cuts off the paths at high beta, and inset is their full distribution. Bottom: Experiment iii, wherein constraints are provided
at the starts and ends of the resonances. Now none of the paths find the lowest value of the action. For the case of C;;; = constant
(left), several paths find a value close to the floor (at Ay = 10~268), a local minimum. There exists sufficient information in these
constraints to establish that the true solution does not exist within the parameter range that has been searched.

and the action increases indefinitely with increasing  identify ranges of parameter space where solutions can
model weight (right, for quadratic C;;). As expected,  and cannot exist. This information can then be utilized
these additional constraints thus help the procedure in  in numerical forward-integration computations to se-
conclusively ruling out regions of parameter space that  lectively explore, with greater numerical sophistication,
do not contain the true solution. parameter regimes where different kinds of flavor insta-
bilities are present.
It is in this manner that inference-based methods can



E. Unitarity terms in the action

Seeking to increase computational efficiency, we re-
peated experiments after removing the unitarity require-
ment in the action formulation of Equation 4. As noted
in Method (Sec. III), these constraints had been added in
light of the fact that the Ipopt algorithm treats state vari-
ables as independent quantities, which is not the case for
each triad of polarization vector components describing
each neutrino. These constraints are computationally
demanding, and so we sought to determine whether
removing them would affect solutions. We found that,
indeed, for the case of sparse constraints, the fraction
of successful paths decreased by roughly an order of
magnitude. Meanwhile, the floor of the action dropped
by five orders of magnitude’, and the calculation sped
by an order of magnitude. Clearly, these unitarity terms
are expensive, and yet they significantly aid the proce-
dure in finding the solution. In the future we will seek a
compromise, for example, by annealing in the weights
of these constraints.

F.  Effect of additive noise

We repeated experiments with ten per cent noise
added to the measurements. The floor of the action rose
appropriately, but the percentage of converging paths
did not change. It will be vital to consider contamination
when applying this procedure to a real detection, and
we plan a detailed study on the procedure’s tolerance of
noise in various forms; see Discussion.

VI. DISCUSSION

We have found that the value of the action over an-
nealing will reveal whether a solution has been found
within a particular region of parameter space that is
consistent with the constraints, the available measure-
ments, and the model equations of motion. Moreover,
if the provided constraints are sufficient for degeneracy
breaking, the action plots can also reveal whether the
true solution - that is, the solution that reproduces the
state variable evolution and the parameter values from
the simulated experiments - has been found. The effi-
ciency with which it reveals this information suggests
that the technique may well complement the numerical

7 Note this drop by five orders of magnitude in the action floor - from
1073 to 10784 - upon removing the unitarity constraints in the action
formulation. This exercise exposed the dominant contribution to
the action floor of 1073. The remaining factor of 10789 is intrinsic
to the structure of Ipopt and is not of scientific interest.
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integration techniques referenced in Introduction to iden-
tify regimes of interest and rule out others as irrelevant.
To this end, one might, for example, test a particular the-
oretical framework by beginning in a regime wherein all
degeneracy is eliminated, so as to identify the theoretical
global minimum of the action a priori. Then constraints
can be successively removed, to identify precisely which,
and how few, are required to break the degeneracy, and
to identify whether a solution exists within a region of
interest of parameter space.

There are important issues to consider in anticipa-
tion of a real detected neutrino signal. First, writing
the model to scale is a nontrivial task: depending on
the optimizing algorithm, the computational complex-
ity increases as some power law or exponential in the
number of state variables. This issue is encountered, for
example, in numerical weather prediction. The model
used at the European Centre for Medium Range Weather
Forecasts contains 107 state variables, out of which 107
are measured [63]. It will be instructive to draw upon
the expertise in that field, as state-of-the-art forward
integration codes contain 107 neutrinos.

One option may be to recast the SDA procedure as
a Monte Carlo (MC) search, rather than optimization.
MC methods are more readily parallelizable, and thus
may be a more realistic means to employ supercom-
puter clusters for large-scale simulations. Further, MC
algorithms can search a significantly larger region of
state-and-parameter space, compared to a descent-only
optimizer. On the other hand, in cases where initial
conditions - or the ranges of interest in parameter space
- are relatively well constrained, MC algorithms can be
significantly more computationally expensive than op-
timizers. Moreover, the relative advantages of various
algorithms for a large-scale model will depend on the
details of any specific investigation. It will be important
to examine the strengths and limitations of various tech-
niques, to identify the most feasible means of tackling a
particular question regarding a large-scale model.

A related study will be a detailed examination of
the procedure’s sensitivity to contamination in measure-
ments. Any Earth-based detection will include a signal
convolved with various possible sources of contamina-
tion; it will be vital to develop a reliable method to
recognize real physical signatures. In addition, the mea-
surement error in the cost function must allow for a
transfer function between measurement and the associ-
ated state variable.

Prior to preparing for real data, we plan to examine
the procedure’s performance in a host of other simu-
lated scenarios. We are particularly interested in bipolar
oscillations and fast flavor conversions. A survey of pa-
rameter space using inference-based methods, exploring
regimes where these behaviors can manifest, would be a
valuable exercise. It will be intriguing to examine what



new insights the inference framework yields regarding
these regimes.

VII. ACKNOWLEDGEMENTS

We thank H. Abarbanel for helpful conversations. E. A.
and S. F. A acknowledge an Institutional Support for

14

Research and Creativity grant from New York Institute
of Technology. A. V. P, E. R, and G. M. F. acknowl-
edge the NSF (grant no. PHY-1630782) and the Heising-
Simons Foundation (2017-228). Additionally, G. M. F
acknowledges NSF Grant Nos. PHY-1614864 and PHY-
1914242, from the Department of Energy Scientific Dis-
covery through Advanced Computing (SciDAC-4) grant
register No. SN60152 (award number de-sc0018297).
Thanks also to the good people of Doylestown, Ohio.

[1] H. Duan, G. M. Fuller, J. Carlson, and Y.-Z. Qian, Phys.
Rev. D 74, 105014 (2006), arXiv:astro-ph/0606616.

[2] H. Duan, G. Fuller, and J. Carlson, Comput. Sci. Dis. 1,
015007 (2008), arXiv:0803.3650 [astro-ph].

[3] S. A. Richers, G. C. McLaughlin, J. P. Kneller,
and A. Vlasenko, Phys. Rev. D 99, 123014 (2019),
arXiv:1903.00022 [astro-ph.HE].

[4] H. Duan, G. M. Fuller, and Y.-Z. Qian, Phys. Rev. D 74,
123004 (2006), arXiv:astro-ph/0511275.

[5] H. Duan, G. M. Fuller, J. Carlson, and Y.-Z. Qian, Phys.
Rev. Lett. 97, 241101 (2006), arXiv:astro-ph/0608050.

[6] S. Hannestad, G. G. Raffelt, G. Sigl, and Y. Y. Wong, Phys.
Rev. D 74, 105010 (2006), [Erratum: Phys.Rev.D 76, 029901
(2007)], arXiv:astro-ph/0608695.

[7]1 J. E Cherry, J. Carlson, A. Friedland, G. M. Fuller,
and A. Vlasenko, Phys. Rev. D 87, 085037 (2013),
arXiv:1302.1159 [astro-ph.HE].

[8] M. Zaizen, J. E. Cherry, T. Takiwaki, S. Horiuchi, K. Ko-
take, H. Umeda, and T. Yoshida, JCAP 06, 011 (2020),
arXiv:1908.10594 [astro-ph.HE].

[9] S. Abbar, H. Duan, K. Sumiyoshi, T. Takiwaki, and M. C.
Volpe, Phys. Rev. D 100, 043004 (2019), arXiv:1812.06883
[astro-ph.HE].

[10] H. Duan and J. P. Kneller, J. Phys. G 36, 113201 (2009),
arXiv:0904.0974 [astro-ph.HE].

[11] H. Duan, G. M. Fuller, and Y.-Z. Qian, Ann. Rev. Nucl.
Part. Sci. 60, 569 (2010), arXiv:1001.2799 [hep-ph].

[12] A. Mirizzi, I. Tamborra, H.-T. Janka, N. Saviano, K. Schol-
berg, R. Bollig, L. Hudepohl, and S. Chakraborty, Riv.
Nuovo Cim. 39, 1 (2016), arXiv:1508.00785 [astro-ph.HE].

[13] S. Chakraborty, R. Hansen, 1. Izaguirre, and G. Raffelt,
Nucl. Phys. B 908, 366 (2016), arXiv:1602.02766 [hep-ph].

[14] G. G. Raffelt and A. Y. Smirnov, Phys. Rev. D 76,
081301 (2007), [Erratum: Phys.Rev.D 77, 029903 (2008)],
arXiv:0705.1830 [hep-ph].

[15] G. G. Raffelt and A.Y. Smirnov, Phys. Rev. D 76, 125008
(2007), arXiv:0709.4641 [hep-ph].

[16] B. Dasgupta and A. Dighe, Phys. Rev. D 77, 113002 (2008),
arXiv:0712.3798 [hep-ph].

[17] L. Johns and G. M. Fuller, Phys. Rev. D 97, 023020 (2018),
arXiv:1709.00518 [hep-ph].

[18] A. Banerjee, A. Dighe, and G. Raffelt, Phys. Rev. D 84,
053013 (2011), arXiv:1107.2308 [hep-ph].

[19] G. Raffelt, S. Sarikas, and D. de Sousa Seixas, Phys. Rev.
Lett. 111, 091101 (2013), [Erratum: Phys.Rev.Lett. 113,
239903 (2014)], arXiv:1305.7140 [hep-ph].

[20] S. Chakraborty and A. Mirizzi, Phys. Rev. D 90, 033004
(2014), arXiv:1308.5255 [hep-ph].

[21] H. Duan and S. Shalgar, Phys. Lett. B 747, 139 (2015),
arXiv:1412.7097 [hep-ph].

[22] S. Abbar and H. Duan, Physics Letters B 751, 43 (2015),
arXiv:1509.01538 [astro-ph.HE].

[23] S. Chakraborty, R. S. Hansen, 1. Izaguirre, and G. G.
Raffelt, JCAP 2016, 028 (2016), arXiv:1507.07569 [hep-ph].

[24] R. E Sawyer, Phys. Rev. D 79, 105003 (2009),
arXiv:0803.4319 [astro-ph].

[25] R. F. Sawyer, Phys. Rev. Lett. 116, 081101 (2016),
arXiv:1509.03323 [astro-ph.HE].

[26] B. Dasgupta and A. Mirizzi, Phys. Rev. D 92, 125030 (2015),
arXiv:1509.03171 [hep-ph].

[27] 1. Izaguirre, G. Raffelt, and I. Tamborra, Phys. Rev. Lett.
118, 021101 (2017), arXiv:1610.01612 [hep-ph].

[28] F. Capozzi, B. Dasgupta, E. Lisi, A. Marrone, and A. Mi-
rizzi, Phys. Rev. D 96, 043016 (2017), arXiv:1706.03360
[hep-ph].

[29] B. Dasgupta and M. Sen, Phys. Rev. D 97, 023017 (2018),
arXiv:1709.08671 [hep-ph].

[30] S. Abbar and M. C. Volpe, Physics Letters B 790, 545
(2019), arXiv:1811.04215 [astro-ph.HE].

[31] S. Shalgar and I. Tamborra, Astrophys. J. 883, 80 (2019),
arXiv:1904.07236 [astro-ph.HE].

[32] E. Capozzi, B. Dasgupta, A. Mirizzi, M. Sen, and G. Sigl,
Phys. Rev. Lett. 122, 091101 (2019), arXiv:1808.06618 [hep-
phl].

[33] M. Delfan Azari, S. Yamada, T. Morinaga, W. Iwakami,
H. Okawa, H. Nagakura, and K. Sumiyoshi, Phys. Rev. D
99, 103011 (2019), arXiv:1902.07467 [astro-ph.HE].

[34] H. Nagakura, T. Morinaga, C. Kato, and S. Yamada, As-
trophys. J. 886, 139 (2019), arXiv:1910.04288 [astro-ph.HE].

[35] L. Johns, H. Nagakura, G. M. Fuller, and A. Burrows,
Phys. Rev. D 101, 043009 (2020), arXiv:1910.05682 [hep-
phl.

[36] M. Chakraborty and S. Chakraborty, JCAP 01, 005 (2020),
arXiv:1909.10420 [hep-ph].

[37] T. Morinaga and S. Yamada, Phys. Rev. D 97, 023024
(2018), arXiv:1803.05913 [hep-ph].

[38] J. E Cherry, G. M. Fuller, S. Horiuchi, K. Kotake, T. Taki-
waki, and T. Fischer, (2019), arXiv:1912.11489 [astro-
ph.HE].

[39] E. Armstrong, A. V. Patwardhan, L. Johns, C. T. Kishimoto,
H. D. Abarbanel, and G. M. Fuller, Physical Review D 96,
083008 (2017).


http://dx.doi.org/10.1103/PhysRevD.74.105014
http://dx.doi.org/10.1103/PhysRevD.74.105014
http://arxiv.org/abs/astro-ph/0606616
http://dx.doi.org/10.1088/1749-4699/1/1/015007
http://dx.doi.org/10.1088/1749-4699/1/1/015007
http://arxiv.org/abs/0803.3650
http://dx.doi.org/10.1103/PhysRevD.99.123014
http://arxiv.org/abs/1903.00022
http://dx.doi.org/10.1103/PhysRevD.74.123004
http://dx.doi.org/10.1103/PhysRevD.74.123004
http://arxiv.org/abs/astro-ph/0511275
http://dx.doi.org/10.1103/PhysRevLett.97.241101
http://dx.doi.org/10.1103/PhysRevLett.97.241101
http://arxiv.org/abs/astro-ph/0608050
http://dx.doi.org/10.1103/PhysRevD.74.105010
http://dx.doi.org/10.1103/PhysRevD.74.105010
http://arxiv.org/abs/astro-ph/0608695
http://dx.doi.org/ 10.1103/PhysRevD.87.085037
http://arxiv.org/abs/1302.1159
http://dx.doi.org/ 10.1088/1475-7516/2020/06/011
http://arxiv.org/abs/1908.10594
http://dx.doi.org/ 10.1103/PhysRevD.100.043004
http://arxiv.org/abs/1812.06883
http://arxiv.org/abs/1812.06883
http://dx.doi.org/10.1088/0954-3899/36/11/113201
http://arxiv.org/abs/0904.0974
http://dx.doi.org/10.1146/annurev.nucl.012809.104524
http://dx.doi.org/10.1146/annurev.nucl.012809.104524
http://arxiv.org/abs/1001.2799
http://dx.doi.org/ 10.1393/ncr/i2016-10120-8
http://dx.doi.org/ 10.1393/ncr/i2016-10120-8
http://arxiv.org/abs/1508.00785
http://dx.doi.org/10.1016/j.nuclphysb.2016.02.012
http://arxiv.org/abs/1602.02766
http://dx.doi.org/10.1103/PhysRevD.76.081301
http://dx.doi.org/10.1103/PhysRevD.76.081301
http://arxiv.org/abs/0705.1830
http://dx.doi.org/10.1103/PhysRevD.76.125008
http://dx.doi.org/10.1103/PhysRevD.76.125008
http://arxiv.org/abs/0709.4641
http://dx.doi.org/10.1103/PhysRevD.77.113002
http://arxiv.org/abs/0712.3798
http://dx.doi.org/10.1103/PhysRevD.97.023020
http://arxiv.org/abs/1709.00518
http://dx.doi.org/10.1103/PhysRevD.84.053013
http://dx.doi.org/10.1103/PhysRevD.84.053013
http://arxiv.org/abs/1107.2308
http://dx.doi.org/10.1103/PhysRevLett.111.091101
http://dx.doi.org/10.1103/PhysRevLett.111.091101
http://arxiv.org/abs/1305.7140
http://dx.doi.org/10.1103/PhysRevD.90.033004
http://dx.doi.org/10.1103/PhysRevD.90.033004
http://arxiv.org/abs/1308.5255
http://dx.doi.org/10.1016/j.physletb.2015.05.057
http://arxiv.org/abs/1412.7097
http://dx.doi.org/10.1016/j.physletb.2015.10.019
http://arxiv.org/abs/1509.01538
http://dx.doi.org/10.1088/1475-7516/2016/01/028
http://arxiv.org/abs/1507.07569
http://dx.doi.org/10.1103/PhysRevD.79.105003
http://arxiv.org/abs/0803.4319
http://dx.doi.org/10.1103/PhysRevLett.116.081101
http://arxiv.org/abs/1509.03323
http://dx.doi.org/10.1103/PhysRevD.92.125030
http://arxiv.org/abs/1509.03171
http://dx.doi.org/10.1103/PhysRevLett.118.021101
http://dx.doi.org/10.1103/PhysRevLett.118.021101
http://arxiv.org/abs/1610.01612
http://dx.doi.org/ 10.1103/PhysRevD.96.043016
http://arxiv.org/abs/1706.03360
http://arxiv.org/abs/1706.03360
http://dx.doi.org/10.1103/PhysRevD.97.023017
http://arxiv.org/abs/1709.08671
http://dx.doi.org/10.1016/j.physletb.2019.02.002
http://dx.doi.org/10.1016/j.physletb.2019.02.002
http://arxiv.org/abs/1811.04215
http://dx.doi.org/10.3847/1538-4357/ab38ba
http://arxiv.org/abs/1904.07236
http://dx.doi.org/10.1103/PhysRevLett.122.091101
http://arxiv.org/abs/1808.06618
http://arxiv.org/abs/1808.06618
http://dx.doi.org/10.1103/PhysRevD.99.103011
http://dx.doi.org/10.1103/PhysRevD.99.103011
http://arxiv.org/abs/1902.07467
http://dx.doi.org/10.3847/1538-4357/ab4cf2
http://dx.doi.org/10.3847/1538-4357/ab4cf2
http://arxiv.org/abs/1910.04288
http://dx.doi.org/10.1103/PhysRevD.101.043009
http://arxiv.org/abs/1910.05682
http://arxiv.org/abs/1910.05682
http://dx.doi.org/10.1088/1475-7516/2020/01/005
http://arxiv.org/abs/1909.10420
http://dx.doi.org/10.1103/PhysRevD.97.023024
http://dx.doi.org/10.1103/PhysRevD.97.023024
http://arxiv.org/abs/1803.05913
http://arxiv.org/abs/1912.11489
http://arxiv.org/abs/1912.11489

[40] A. Tarantola, Inverse problem theory and methods for model
parameter estimation (SIAM, 2005).

[41] R. Kimura, Journal of Wind Engineering and Industrial
Aerodynamics 90, 1403 (2002).

[42] E. Kalnay, Atmospheric modeling, data assimilation and pre-
dictability (Cambridge university press, 2003).

[43] G. Evensen, Data assimilation: the ensemble Kalman filter
(Springer Science & Business Media, 2009).

[44] J. T. Betts, Practical methods for optimal control and estimation
using nonlinear programming, Vol. 19 (Siam, 2010).

[45] W. G. Whartenby, J. C. Quinn, and H. D. Abarbanel,
Monthly Weather Review 141, 2502 (2013).

[46] Z. An, D. Rey, J. Ye, and H. D. Abarbanel, Nonlinear
Processes in Geophysics (Online) 24 (2017).

[47] S. ]. Schiff, in 2009 Annual International Conference of the
IEEE Engineering in Medicine and Biology Society (IEEE,
2009) pp. 3318-3321.

[48] B. A. Toth, M. Kostuk, C. D. Meliza, D. Margoliash, and
H. D. Abarbanel, Biological cybernetics 105, 217 (2011).

[49] M. Kostuk, B. A. Toth, C. D. Meliza, D. Margoliash, and
H. D. Abarbanel, Biological cybernetics 106, 155 (2012).

[50] F. Hamilton, T. Berry, N. Peixoto, and T. Sauer, Physical
Review E 88, 052715 (2013).

[51] C. D. Meliza, M. Kostuk, H. Huang, A. Nogaret, D. Mar-
goliash, and H. D. Abarbanel, Biological cybernetics 108,
495 (2014).

[52] A. Nogaret, C. D. Meliza, D. Margoliash,
Abarbanel, Scientific reports 6, 32749 (2016).

[53] E. Armstrong, Physical Review E 101, 012415 (2020).

and H. D.

15

[54] S. G. Djorgovski, C. Donalek, A. Mahabal, R. Williams,
A.]J. Drake, M. J. Graham, and E. Glikman, in 18th Inter-
national Conference on Pattern Recognition (ICPR’06), Vol. 1
(2006) pp. 856-863.

[55] N. Madhusudhan, “Atmospheric retrieval of exoplanets,”
in Handbook of Exoplanets, edited by H. J. Deeg and J. A.
Belmonte (Springer International Publishing, Cham, 2018)
pp- 2153-2182.

[56] I. Kitiashvili and A. G. Kosovichev, The Astrophysical
Journal 688, .49 (2008).

[57] G. Raffelt and G. Sigl, Astroparticle Physics 1, 165 (1993).

[58] G. Sigl and G. Raffelt, Nuclear Physics B 406, 423 (1993).

[59] H. Abarbanel, Predicting the future: completing models of
observed complex systems (Springer, 2013).

[60] J. Ye, D. Rey, N. Kadakia, M. Eldridge, U. I. Morone,
P. Rozdeba, H. D. Abarbanel, and J. C. Quinn, Physical
Review E 92, 052901 (2015).

[61] A. Wiachter, in Dagstuhl Seminar Proceedings (Schloss
Dagstuhl-Leibniz-Zentrum fiir Informatik, 2009).

[62] “minAone interface with Interior-point Optimizer,”
https://github.com/yejingxin/minAone, accessed:
2020-05-26.

[63] P. Poli, H. Hersbach, D. Tan, D. Dee, ].-N. Thepaut, A. Sim-
mons, C. Peubey, P. Laloyaux, T. Komori, P. Berrisford,
et al., The data assimilation system and initial performance
evaluation of the ECMWF pilot reanalysis of the 20th-century
assimilating surface observations only (ERA-20C) (European
Centre for Medium Range Weather Forecasts, 2013).


http://dx.doi.org/10.1007/978-3-319-55333-7_104
https://github.com/yejingxin/minAone

	Inference offers a metric to constrain dynamical models of neutrino flavor transformation
	Abstract
	I INTRODUCTION
	II MODEL
	A Formulation
	1 Physics of the model


	III METHOD
	A General formulation
	B Optimization framework
	C Annealing to identify a lowest minimum of the cost function

	IV THE EXPERIMENTS
	A The experimental designs
	B The parameter to be estimated: coefficient Cm(r) governing the matter potential
	C Technical details of the procedure

	V RESULT
	A General findings
	B Action() plot illustrates how constraints break degeneracy, given an appropriate search region of parameter space
	C Significance of the action() plots
	D Action() plot identifies relevant regions of parameter space
	E Unitarity terms in the action
	F Effect of additive noise

	VI DISCUSSION
	VII ACKNOWLEDGEMENTS
	 References


