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Abstract. For random d-regular graphs on N vertices with 1 < d < N?/3, we
develop a d=1/2 expansion of the local eigenvalue distribution about the Kesten—
McKay law up to order d—3. This result is valid up to the edge of the spectrum. It
implies that the eigenvalues of such random regular graphs are more rigid than those
of Erdés—Rényi graphs of the same average degree. As a first application, for 1 <
d < N?/3 we show that all nontrivial eigenvalues of the adjacency matrix are with
very high probability bounded in absolute value by (2 + o(1))v/d — 1. As a second
application, for N¥/? « d <« N3, we prove that the extremal eigenvalues are
concentrated at scale N~2/% and their fluctuations are governed by Tracy-Widom
statistics. Thus, in the same regime of d, 52% of all d-regular graphs have second-
largest eigenvalue strictly less than 2v/d — 1.

1 Introduction

1.1 Main results. Let P be the uniform probability measure on the set of d-
regular graphs on N vertices. We identify a graph with its adjacency matrix A =
(Aij) € {0,1}V*N | defined as A;; = 1 if and only if i and j are adjacent. Thus, P
is the uniform probability measure on the set of Hermitian matrices A € {0, 1}V>*¥
satisfying Zjvzl Ajj=dand A;; =0foralli=1,...,N.

Since A is d-regular, it is immediate that A has a trivial eigenvalue d with associ-
ated eigenvector (1,1,...,1)*. Moreover, by the Perron-Frobenius theorem, all other
eigenvalues are bounded in absolute value by d. For convenience, we shall consider
the normalized adjacency matrix

H:=(d—1)"'24. (1.1)

We denote its eigenvalues by \y =d/vVd—1> X > - > Ay > —d/v/d— 1.

Unless stated otherwise, all quantities depend on the fundamental parameter IV,
and we omit this dependence from our notation. For the following statements, for
deterministic N-dependent quantities X and Y we write

X<Y if X =0(N") for some fixed ¢ > 0. (1.2)

(See the conventions in Section 1.3 below.)
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Our first main result is about the locations of the nontrivial extremal eigenvalues,
Ay and Ay.

Theorem 1.1. Fix ¢ > 0. For 1 < d < N?/? and large enough N, with probability
1 — N~Y¢ we have

1 1 d?
A2 — 2], [An + 2| < N°¢ <d3+N2/3+N4/3>' (1.3)
An immediate consequence is the following optimal upper bound on the nontrivial
eigenvalues. It was conjectured for instance in [V08, Conjecture 5.3] and [Vul4,
Conjecture 7.3].

COROLLARY 1.2. For 1 <« d < N?/3, all nontrivial eigenvalues of the random d-

regular graph are with very high probability bounded in absolute value by (2 +
o(1))vd —1.

Our second main result is about the limiting distribution of the extremal eigen-
values.

Theorem 1.3. For N?/° <« d < N'/3 the distribution of N?/3(\y — 2) converges to
the Tracy—Widom; distribution, the limiting distribution of the largest eigenvalue
of a GOE matrix. The analogous statement holds for —N?/3(Ax + 2).

Universality for the edge statistics of Wigner matrices (the statement that the
distribution of the extremal eigenvalues converge to the Tracy—Widom law) was first
established by the moment method [S0s99] under certain symmetry assumptions on
the distribution of the matrix elements. The moment method was further developed
in [Pec09, FS10] and [Sod10]. A different approach to edge universality for Wigner
matrices based on the direct comparison with corresponding Gaussian ensembles
was developed in [TV10, EYY12]. Edge universality for sparse Erdés—Rényi graphs
was proven first in the regime pN > N2/3 in the works [EKYY13, EKYY12] and
then extended to the regime pN > N'/3 in [LS18]. For smaller values of the average
degree pN, edge universality no longer holds: it was proved in [HLY17, HK20] that,
in the regime 1 < pN < N3, the second-largest eigenvalue has Gaussian fluctua-
tions instead of Tracy—Widom fluctuations. These Gaussian fluctuations result from
degree fluctuations which are absent in regular graphs. Our Theorem 1.3 implies
that the eigenvalues of random regular graphs are indeed more rigid than those of
Erdés—Rényi graphs of the same average degree. For random regular graphs, it is
expected that (1.3) is not optimal for small d, and in fact it is conjectured that the
extremal eigenvalues continue to have Tracy—Widom fluctuations down to degree
d > 3.

As emphasized in [Sar04], the Tracy—Widom; distribution has positive measure
on the set {x : x < 0}; in fact it has about 52% of its mass on negative values.
Therefore Theorem 1.3 implies the existence of many d-regular graphs whose sec-
ond eigenvalue is less than 24/d — 1, provided that N and d obey the conditions of
Theorem 1.3.
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COROLLARY 1.4. For d large enough and d* < N < d/?, 52% of d-regular graphs
on N vertices have second-largest eigenvalue bounded by 2v/d — 1. An analogous
statement holds for the smallest eigenvalue.

In [LPS88], a d-regular graph whose largest nontrivial eigenvalue is bounded
in absolute value by 2v/d — 1 is called a Ramanujan graph. Corollary 1.4 states
that for d large enough and d® < N < d%/2, precisely 52% of d-regular graphs have
largest (respectively smallest) nontrivial eigenvalue bounded from above by 2v/d — 1
(respectively from below by —2+/d — 1). Hence, at least 4% have all nontrivial eigen-
values bounded by 2v/d — 1 in absolute value. In fact, Theorem 1.3 and its proof can
be extended to show that in the regime N?/? < d < N'/3 the largest and smallest
nontrivial eigenvalues converge in distribution to independent Tracy—Widom; dis-
tributions; see Remark 9.9 and Theorem 9.10 below. As a consequence, we have the
following result.

COROLLARY 1.5. For d large enough and d* < N < d/?, 27% of d-regular graphs
on N vertices have all nontrivial eigenvalues bounded in absolute value by 2v/d — 1.

The conjecture [Sar04, MNOS8] that a positive fraction of regular graphs of fixed
d is Ramanujan remains open. Explicit constructions of Ramanujan graphs with
d = p+ 1 for some prime and prime powers p were introduced in [LPS88, Mar8§|
(see also [Sar04]); a construction that applies in the bipartite case for all degrees
is given in [MSS15, MSS18] and see [Coh16] for polynomial time algorithm of this
construction.

The following results on the extremal eigenvalues of random regular graphs are
known. For fixed degree d > 3, Friedman [Fri08] proved that |\ —2|+|An+2| = o(1)
with high probability. This result was recently reproved using an alternative method
in [Bor15]; see also [Pudl15]. For d tending to infinity with the number of vertices, it
was proved in [FKS89, DJPP13] that the nontrivial extremal eigenvalues are O(v/d)
for the permutation model of random regular graphs. Recently, in [CGJ18, TY19]
the bound O(v/d) was established with high probability for the uniform model of
random regular graphs for all 1 < d < N/2. Previous results in this direction include
[KSVWO01].

1.2 Related results. In random matrix theory, the bulk spectral statistics of
Wigner matrices are well understood; see in particular [JohOl, ESY11, ERSY10,
EPRSY10, EYY12, TV11, EY15, BEYY16, EKYY12, EY17]. For Erd6s—Rényi ran-
dom graphs and random regular graphs with growing average degrees, the bulk spec-
tral statistics were analysed in [EKYY13, EKYY12, HLY15, HL15, BHKY17], and
complete eigenvector delocalization for logarithmically growing average degree was
proved in [EKYY12, HKM19, BKY17]. In the same regime, edge rigidity of Erdds—
Rényi graphs was proved in [BBK17, ADK19]. Similar results have also been proved
for more general degree distributions [AC15]. These types of results are false for
Erdés-Rényi graphs with bounded average degree, whereas random regular graphs
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are expected to have random matrix statistics even for bounded degree graphs; see
[BHY19] for the proof of complete eigenvector delocalization in this regime. For a
review of other results for discrete random matrices, see also [VO08].

Macroscopic eigenvalue statistics for random regular graphs of fixed degree have
been studied using the techniques of Poisson approximation of short cycles [DJPP13,
Joh15] and (non-rigorously) using the replica method [MPL14]. These results show
that the macroscopic eigenvalue statistics for random regular graphs of fixed degree
are different from those of a Gaussian matrix. However, this is not predicted to be
the case for the local eigenvalue statistics. Spectral properties of regular directed
graphs have also been studied recently [Cok15, Cool5].

For the eigenvectors of random regular graphs with d € [N, N?/3-¢], the asymp-
totic normality was proved in [BHY17]; see also the prior results for Wigner matrices
[KY13, TV12, BY16]. For random regular graphs of fixed degree, a Gaussian wave
correlation structure for the eigenvectors was predicted in [Elo09] and partially con-
firmed in [BS19].

In the non-Hermitian setting, the limit of the empirical eigenvalue distribution
of random matrices with i.i.d. entries is governed by the circular law. The circular
law for non-Hermitian random matrices with i.i.d. entries with certain moment con-
ditions was verified in [Ede97, PZ10, GT10], and the paper [TV10] established the
circular law under the weakest moment condition. In the directed d-regular graph
setting, it was conjectured [BC12] that for any fixed degree d, the empirical eigen-
value distribution converges to the oriented Kesten—McKay distribution,

1 d(d-1
ST g e e

Up to rescaling by v/d, this measure tends to the circular law as d tends to infinity. In
the regime that d grows with the size of the graph, the circular law for the directed
d-regular was established in [Cool7, BCZ18, LLTTY18].

1.3 Notation and structure of paper. We use the convention N =
{0,1,2,...}. We usually omit the argument N from our notation, with the con-
vention that most quantities are allowed to depend on N and all of our estimates
are uniform in them. Estimates are not uniform in quantities that are explicitly
constant or fixed. By definition, a random variable F' is a function F'(A) of the adja-
cency matrix A. We shall often omit the explicit argument A from our notation, and
simply write F for a random variable evaluated at A. For n € N we use the notation
[n] :={1,2,...,n}. We use the usual big O notation O(-), and if the implicit con-
stant depends on a parameter o we indicate it by writing O,(-). We use the letter
¢ to denote a generic small positive constant. For N-dependent random variables X
and Y > 0 we write

X <Y if P[X|>NY]=0(N"Y forall ¢ > 0. (1.4)

If X <Y then we also write X = O(Y"). If the the implicit constant in O, is the
same for a family of random variables, we say that the < is uniform in that family.
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All of our uses of < will be uniform in the matrix indices and the spectral parameter
of the Green’s function.

The rest of the paper is devoted to the proofs of Theorems 1.1 and 1.3 . In
Section 2 we introduce the Green’s function, which is the main tool in the proof
of Theorem 1.1. In Section 3 we discuss switchings of graphs, which are the key
operations on graphs that we use to generate self-consistent equations. In Section 4,
we introduce a family of polynomials of the Green’s functions entries that underlies
our proof of Theorem 1.1, and derive some basic estimates on them. In Section 5
we derive the self-consistent equation for the Green’s function in expectation. In
Section 6 we relate the self-consistent equation derived in the previous section with
the Kesten—-McKay law. In Section 7, we upgrade the self-consistent equation from
Section 5 to an equation in high probability. In Section 8 we use the self-consistent
equation from Section 7 to derive a local law around the spectral edges, and as a
consequence deduce Theorem 1.1. Finally, in Section 9 we use the rigidity estimates
of Theorem 9 to conclude edge universality and Theorem 1.3.

2 Green’s Function

We consider the adjacency matrix A restricted to the subspace orthogonal to the
vector 1 := (1,...,1)*. More precisely, let P, : RY — R¥ be the orthogonal pro-
jection onto 1+, explicitly given by P, = I —11*/N where I is the N x N identity
matrix. Since H is the normalized adjacency matrix of a regular graph, the matrices
H and P, commute: HP, = P, H.

For a spectral parameter z € C; := {z € C : Im[z] > 0} we define the Green’s
function by

G(z):=P.(H-2)"'P,. (2.1)

Thus, G and (H — z)~! agree on the image of P, which is the subspace of RY
perpendicular to 1. The Green’s function satisfies the relation

G(2)H = HG(z) = 2G(2) + P = 2G(z) + (I —11"/N). (2.2)

Moreover,

Z Gij(2) =Y _ Gij(z) =0, (2.3)

J

Here, and throughout the following, sums over indices run over i € [N]. We denote
the normalized trace of G, which is also the Stieltjes transform of the empirical
spectral measure of H|;., by

m(z) := JbZG“(z) (2.4)
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We refer to m(z) simply as the Stieltjes transform. Our goal is to approximate m(z)
by mg(z), the Stieltjes transform of the Kesten-McKay law [Kes59],

x 2\ —a?
mg(z) = /R lx)diz)'dx’ pa(z) = <1 + ﬁ B d) [427r}+

The Kesten—-McKay law pg is the spectral measure at any vertex of the infinite d-
regular tree (see, for example, [AW15] or [BHY19, Section 5]). It has support [—2, 2]
in our normalization. The Stieltjes transform mgy(z) is explicitly given by

-1
mg(z) = — (z + dilmsc(z)> , (2.5)
where mg.(z) is the Stieltjes transform of the Wigner semicircle law,
Mee(2) 1= /R /;_(wz) do. pula) = [42—7:”2%, (2.6)
satisfying the self-consistent equation
1+ zmge(2) + m2.(2) = 0. (2.7)

Later we shall use that, alternatively, mgy(z) can be characterized by the self-
consistent equation
2

d
Poo(Z)md(Z)) :O7 POO(Z”IU) = 1+Zw+ﬁw

—k-12k =3I d
+l;2( ) IE:! ) (d—l)kw%’ (2.8)

Indeed, from (2.5) and (2.7) we get

I T Msc(2)
ma(z)  me(z) d—1" (2.9)

from which we obtain, for large enough d,

mee(z) = 21 < |4 amalz)? 1) = ma(z)

- 2mq(z) d—1
d—1 1282k — 3)!! my(2)%k
2my(z) kzﬂ(_l)k R (d—1)F

Plugging this into 0 = 1 4+ zmg(2) + d%‘llmd(z)msc(z), as follows from (2.5), yields
(2.8).
We fix a large 8 > 0 and define the spectral domain

D:={:=E+in: -A<E</K N Ty <R (2.10)
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Here, and throughout the following, we use the notation
z=FE+in

for the real and imaginary parts of z. The local semicircle law for random regular
graphs [BKY17] shows that m(z) is approximated by mg(z) to order 1/v/d (up to
logarithmic corrections), at least away from the edges +2 of the spectral measure.
The next result follows from [BKY17, Theorem 1.1]. In fact, [BKY17, Theorem 1.1]
gives a much better estimate for A4 for z away from the edge +2.

ProprosITION 2.1 ([BKY17, Theorem 1.1]). With the deterministic control param-
eters

\ (S L Lo
O(z)._ﬁ—i_ﬁ—i_T’ d(Z)-—<m+ﬂ+N> ) ( )

we have, for 1 < d < N?/3 and all z € D,
max Gij(2)] < Ao(z), max|Gii(z) —ma(z)] < Aa(z). (2.12)
i#£] %

One by-product of our proof is an improved estimate for the Green’s function
entries close to the edges £2. The bound 1/+/d is the best one can expect, since if
A;j = 1, the off-diagonal Green’s function entry Gj; is of order 1/ Vd. In Proposi-
tion 8.4 below, we show that near the spectral edges the estimate (2.12) in fact holds
with the smaller control parameters

1 1 d3?
Ao(2) =M(2) = ———=+—F=+ —

N R AR (2.13)

Averaging over the index i, the estimate (2.12) implies an estimate on the Stieltjes
transform m(z). Using additional cancelations from this average, in this paper we
shall derive a more precise estimate (see Theorem 8.1) from which we obtain our
results about the extremal eigenvalues.

Throughout this paper, we consistently omit the spectral parameter z from our
notation in quantities such as G and m, unless it is needed to avoid confusion.

3 Switchings and Exchangeability

Our analysis makes use of switchings for regular graphs and also makes some use of
the invariance under the permutation of vertices. We use ideas related to those intro-
duced in [BHKY17], to which we also refer for references to other uses of switchings.
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Figure 1: A simple switching is given by replacing the solid edges by the dashed edges.

3.1 Switchings. Asin [BHKY17], we define the signed adjacency matrices

(Aij)ab = iabjb + dibljas Zl = Ay + App — D — Ay, (3.1)
corresponding to an edge at ij respectively to a switching of the edges ij and kl;
see Figure 1. Clearly we have 51@-’1 =0 and fi,i = —ffjl. For any indices i, j, k, [, we

denote the indicator function that the edges ij and kl are switchable (i.e. the edges
ij and kl are present and the switching again results in a simple regular graph) by

Xij (A) = Aij A (1 = A) (1 = Aj). (3.2)
In this section, we use switchings to estimate terms of the form

b

[T 45 F(4)

a=1

E 7 (3.3)

where F' is any function which depends on the random graph A, and possibly on the
indices 41,71, , %, jp. (Later, we shall take F' to be a polynomial of the Green’s
function entries {Gi;}; je[ny and the Stieltjes transform m.)

ProrosiTiON 3.1. If the indices i1, j1, k1,11 - - - , iy, Jb, kb, lp are distinct, we have the
identity
b b b
L
el r ]| -2 [ (ae et ) Thekw]. o
a=1 a=1 a=1
where the indicator function x is as defined in (3.2).
Proof. Define the sets of graphs
b
G = {A s a) = 1} :
=1 (3.5)

b
Ga = {A: [z (4 =1}.
a=1
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By our assumption that the indices 1, j1, k1,01 - , %, Jb, kb, lp are distinct, there is
a simple bijection between G; and Go, namely

AGQQHA+Z§“"691 (3.6)

a=1

Since P is the uniform probability measure on d-regular graphs, the claim follows
from (3.6). O

In the switching in (3.4), the indicator function ijl(A) enforces that the matrix
A+ Eikjl is again the adjacency matrix of a simple graph. Note that without this
indicator function, such as in the following corollary and elsewhere throughtout our
proof, A + ff]l is not necessarily the adjacency matrix of a simple graph, just a real
symmetric matrix. This does however not affect our arguments, which should be
viewed as operating with general symmetric matrices instead of adjacency matrices
of simple graphs.

COROLLARY 3.2. Fix indicesi,j € [N] and i # j. Let F' = F;; be a random variable
possibly depending on ij. With the random control parameter

Cif(F, A) = | F(4)| + max |F(4 + €41

we have the integration by parts formula

E[Ay; F(A)] = iE ZE[ A (F(A+ &) - (A))]

o (dE[AijcmF, A>]> | .

N

Proof. Since ), Ay = dN, we have

[AijF (4)]
Nd ZE AZjAle d Z E X@] )]
dkl gkl
istinct

1 1
1

not distinct

:ﬁ ) E[xfﬂA)F(A)Ho(dE[Aw%RA)])7

— N
kl:ijkl

distinct

(3.8)
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where we used that the row sums and column sums of A are d. By (3.4), the first
term on the right-hand side of (3.8) equals

kl kl
AT T Z A+£zg) Nd ZE LkA]lF(A+€Z])]
iiﬁﬂnilt

kl:igkl
not distinct

+0 (]\}d Z E[A zkAJl|F(A+§Zk]l) ZE[AU{:AJL(AZ] + Akl)F(A+5ich)|])
_ ﬁ %:E[AikAﬂF(A + e+ 0 (W) ,
(3.9)

where we used that C;;(F, A) is independent of indices k,l and we can sum over
them. The claim (3.7) follows from combining (3.8), (3.9) and the fact > ,, AjpAj =
d?. Ol

For b,c > 0 and multi-indices i € [N]° and j € [N]¢, we denote by ij € [N]**¢
their concatenation. We shall often need the following random control parameter.

DEFINITION 3.3. For fixed b,c > 0 we denote the b-tuples i = (i1,...,%),j =
(J1y---590), k = (k1,...,kp),1 = (l1,...,1lp) and the c-tuple m = (mqy,...,m.).
Let F = {Fijm} be a family of random variables indexed by ijm. Define the random
control parameter

) . (3.10)

COROLLARY 3.4. Let Fijjm be as in Definition 3.3. We have the integration by parts
formula

C(F,A):= max max (\Fum( )| + | F

m ijk

jjm (A + Z 5@@;)

a=1

Nb+cdb ZZE H iujaLijm (A)
1
= Narreg D D E H Aiuk, Ajl, ( ijm (A + Zfz ja> Fijm(A ))

m ijkl  La=1

+ e O D EFym(4)] 40 (W) |
m  ij

(3.11)
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Proof. Since the row and column sums of A equal d, by introducing new indices
ki,li,- -, kp,lp, we rewrite the left-hand side of (3.11) as

1 b
Nb+cdb ZZE H injaFijm(A) | = Ntegh Z ZE H Aiyjo Ak, Fijm(A)
m jjkl a=1
1
= N2bteg2b Z Z H Xla_]a Fijm(A)
" dié‘]tli(nl.ct
b
N2b+cd2b Z > T 4i.s. Akt Fijm(A)
ijkl a=1

not distinct

1
* e 2 D E

m  jjkl
distinct

(HA wja Ak, — Hxl i ) im

(3.12)

The second last term of the last right-hand side in (3.12) can be estimated by

N2b+cd2b Z Z H A taja Ak la FlJm(A)

ijkl a=1
not distinct
N26+cd2b Z Z H Aijo Ak,1,C(F, A) (3.13)
ijkl a=1
not distinct
1 b 1
S N > T[4 Acra) < ~E(FA),

ijkl a=1
not distinct

where in the last line we used that ), A;; = > ; A;j = d, that A;; = 0, and hence
that at least one factor 1/N remains because of the constraint in the sum that ijkl
be not distinct. Similarly, using ‘AijAkl — XZI(A)‘ = AijAkl [Azk + Aﬂ — AikAjl] <
AijAkl [Azk‘ + Aﬂ], we have

d
< SC(F, 4).

1
N2bteq2b ZZ [(H Aijo Akate = szaja ) Fijm(A)

m ijkl L \a=1

(3.14)
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By plugging the estimates (3.13) and (3.14) into (3.12), we get

Nb+cdb ZZE H iaju Fijm (A)

(3.15)
! dE[C(F, A)]
= N 2 21;1 HX% Fim(A)| +0 <N .
m ij
distinct

By Proposition 3.1 and an estimate analogous to the one above, we have

1
WZ > E waa Fijm(A)

m  ijkl
distinct
s T X | Ik (443t
m  jjkl a=1
dlS{ll’lCt
dE[C(F, A)]
~ sy D8 [ st i (44 et ) | 0 (ALY,
m  ijkl a=1
(3.16)
The claim now follows from combining (3.15) and (3.16). O

4 Polynomials in Green’s Function Entries

In this section we collect some estimates on the Green’s function G and the Stieltjes
transform of the spectral measure m. These will be used repeatedly in the rest of
the paper. We also introduce polynomials in the Green’s function entries, and record
some of their basic properties. We work under the following assumption throughout
this section. Recall the Stieltjes transform mg of the Kesten-McKay law from (2.5).

ASSUMPTION 4.1. We assume that 1 < d < N%/3 and that there are deterministic
z-dependent control parameters Ao, Aq € [d~/2,1] such that

max|Gi —mg| < Ag, m;?x\Giﬂ < Ao, (4.1)
i i#j

for all z € D defined in (2.10).

Note that, by Proposition 2.1, we know that Assumption 4.1 holds at least when
A, and Aq are given by (2.11).

By our definition, the Green’s function G = P (H — z)~' P is symmetric and
satisfies (2.3). The Ward identity states that the Green’s function G satisfies

*DGUP e ], *ZerF M (42)
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it can be proved using the resolvent identity on G — G*. Here recall that m is the
Stieltjes transform (2.4) of the empirical spectral measure. We record the following
basic result, which we shall use tacitly throughout the rest of the paper.

LEMMA 4.2. Suppose that 1 < d < N?/3.

(i) For any ¢ > 0, with probability at least 1 — O (N~¢) we have for all z € D

max |Gyl < 2. (4.3)
zy
(ii) Denoting by uq(i) the i-th component of the a-th normalized eigenvector of
P, HP,, we have the delocalization estimate
max max |t (i)| < 1/VN. (4.4)
« (2

Proof. The claim (i) follows from Proposition 2.1, the estimate |mgs.| < 1, and a

simple N ~3-net argument in D combined with a union bound to obtain a simultenous
estimate for all z € D. The claim (ii) follows from [BKY17, Corollary 1.2]. O

REMARK 4.3. More explicitly, Lemma 4.2(i) says that max,,|G.y(A)| < 2 with
probability at least 1 — O (N -1/ ). As a consequence, for any fixed b € N we find
using a simple resolvent expansion that

b
Gy (A + Zgiaj;) ' <2+ 0(d7'?)
a=1

max
Yy

with probability at least 1 — O (N -1/ ). Moreover, by a similar argument, using
(4.1), for the off-diagonal entries we have the estimate

b
Gay (A + Z 5%;:) ‘ < Ao.
a=1

We define the discrete and continuous derivatives for any indices 1, j, k, [,

max
TFY

DiF(A) :=F(A+¢]) — F(A), 0F(A):=+vd—10,F(A+t&)) (4.5)

)
t=0

where the matrix ffjl was defined in (3.1). Note that 85-[ is the directional derivative in
the direction fjl of the rescaled variable H = A/+/d — 1. For the discrete derivative
operator ijl, we have the discrete product rule

kl kl kl kl kl

and the Taylor expansion with remainder gives

kl — 1 8ijl ! 1 aikjl i kl
DM F(A) = ZH <m> F(A) + (m) F(A+06¢), (4.7)

n=1
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for some 0 < 0 < 1.
For any indices 1,7, k,l (which might be not distinct), the derivatives of the
Green’s function entries G;; and the Stieltjes transform m are given by

01/Gij = —GuGjj — GijGij— GGy — GuGrj+GaG i+ GiiGry+GinGij+Gi; Gy,

(4.8)
N
6klm—22(—G- Gjo — GraGia + GiaGra + GG
ij — N waJja kaYTla iaGka + ja la)
a=1
2
= N(_(GQ)M — (G + (Gt + (GP)0). (4.9)

A central object in our proof is the following notion of a polynomial in the entries
of the Green’s function.

DEFINITION 4.4. (i) Let F' = F({zst}s,;—1) be a polynomial in the r? abstract
variables {xs}g ;. We denote its degree by deg(F). For i € [N]", we define
its evaluation on the Green’s function by

Fi = F({Gisit Z,t:l)v (4'10)

and say that Fj is a polynomial in the Green’s function entries {G i, } ;1. By
a slight abuse of notation, we sometimes abbreviate F' instead of F; for the
polynomials in the Green’s function entries when there is no risk of confusion.

(ii) Let F' = F({zst}s,—1) be a monomial in r? variables. Then the number of
off-diagonal entries of F' is the total degree of variables xs with s # t. If the
number of off-diagonal entries of F' is zero then we define xp = 1, otherwise
we define xr = 0.

(iii) For U a polynomial in two variables, by a slight abuse of notation we often
abbreviate U = U(m,m) for the polynomial in the Stieltjes transform m and
its complex conjugate m. For r,7 € N we abbreviate U7 := o7 9L U.

CrLAM 4.5. Using (4.3) and (4.4), we have for any indices a,b € [N]

Im[m] 1 Im[m]

1 k 2k
’Nk—l (G )ab = (Nn)k—l’ N2k—-1 (‘G‘ )ab = (Nn)Qk—l' (4'11)
In particular,
N
1 Im|m
NZ|GajGjb| =< ]\7[77 ], (4.12)

Jj=1

and for distinct indices i, j, k, [, (8fjl)2Gij is a cubic polynomial in the Green’s func-
tion with at least one off-diagonal factor,

(01)*Gij| < Ao (4.13)
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We also have the following estimates for the derivatives of the Stieltjes transform
m: for any integer s > 1,

Im|[m)]
kl\s
‘(81‘3‘) m| < N (4.14)
and for any fixed polynomial U,
Im[m]\"
klys (r,7) [ e |
(@8 Um.m)| < mas U (mm) ( Ny > . (4.15)

Proof. (4.11) follows directly from the spectral decomposition and the delocalization
of the eigenvectors (4.4):

k Uoz
1 _ Im[m]
) (Nn)";‘QWZ Ao —z|2 - (NpEt
(4.16)
2k
‘N%—IGG Jab| = N2k 1 Z |)\ _lek
- 1 ~ Im[m]

N X i (T
The claim (4.12) follows from Young’s inequality and (4.11) by taking k = 2,

m[m]

N Z\GayGﬂa! NZ (1Gaj|* +1Gl*) = ((\G\Q)mﬁ Gli) < Ny (4.17)

7j=1

For (4.13), we notice that from (4.8), one can directly verify that none of the deriva-
tives 0y, Out, Ojk, Oj1 produces a diagonal term, and (4.13) follows from (4.3).

For (4.14), one can check using (4.9) that (8i’“j»l)sm is a sum of terms in the
following form

N
1
~ Z GaiyGiyiy - " Giya (4.18)
a=1
where 1,149, ,i25 € {7, 7, k,l}. Thanks to (4.3) and (4.12), we can bound (4.18) as
N
1 Im[m]
at 1213 "~ " z a AT ar 125Q ) 4.1
ZG 1G23 2s N;G IGQS —< N,r] ( 9)

and the claim (4.14) follows. For (4.15), the derivative (87;’“]-1)3U(m) is a sum of terms
of the form

U(rf) (m7 m) (851)81 (8kl)32 (8kl)8r (8kl) (8kl) . (8Zl)§;m7 (420)
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where r+7 > 1, 51,82, ,8+,81,82, -, >1land s1+---+8-+5+---+ 5 = s.
Thanks to (4.14) we have
B Im[m] 47T
4.20) < [UT) (m,m)| [ —— . 4.21
(420 <0 m, m) (2 (1.21)
The claim (4.15) follows from (4.21). O

CLAIM 4.6. Let U be a fixed polynomial of the Stieltjes transform m and its complex
conjugate m. For any indices i, j, k,l,a,b and fixed positive integer b > 0, we have

b—1

Kl =" Kl oyn —b/2 ~1/2

DGu(4) = 3. (7= (GG + O« = 0@, (12)

Im[m]

kl

Dizm(A) = O< <d,1/2N17> ) (4.23)

DMU(A) =0 L nax U (m, m)| Im[m]) *** (4.24)
g “\ d1/2 svs>1 ’ N1 ’ '

Proof. By the Taylor expansion (4.7),
b—1 1 1
kl = - _(9FHn I 1A ki
Dz] Gab(A) - Z n'(d - 1)n/2 (87,]) Gab + b'(d - 1)5/2 (azj) Gab(A + 05@] )7 (425)

for some random 6 € [0, 1]. Thanks to Lemma 4.2 and Remark 4.3,
(O "Gap = (—=1)"nl(G(EHC)ap < 1, (05 Gap(A+0f) < 1. (4.26)

The expression (4.22) follows from the bound (4.26). The estimate (4.23) follows
from averaging (4.25) and using (4.19). The estimate (4.24) follows from (4.23) and
the discrete product rule (4.6). O

As an application of Claim 4.6, we have the following estimate, which says essen-
tially that when acting with discrete derivatives on a product of the form F'U, where
U is a polynomial in m and F a polynomial in the Green’s function entries (recall
Definition 4.4), the main contribution is given by differentiating F'.

Cramv 4.7. Let F' be a fixed polynomial of Green’s function entries {Gi;}; je[n],
and U a fixed polynomial in the Stieltjes transform m and its complex conjugate

m. For any indices b > 1, i1, j1, k1,11, -+ , %, Jb, kb, lp and positive integer b > 1, we
have
b b—1 1 b n
kolo | _ kala
FU (A + Zlg]> FU(A) = (Zl =T (Zl oF ja> F(A)) U(A)
a= = a=

b kala 515
\U(A)] [F(A+ > 1 fz'aja ) (5,5) _ Im[m]
oo ( 2EN e e U7 (m, m) I\ =57 :

(4.27)
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Proof. We denote £ = 22:1 5&“}:, and rewrite the left-hand side of (4.27) as

FU(A—i—é)—FU(A):(F(A—i—{)—F(A))U(A)—FF(A—i—f)(U(A—i—ﬁ)—U((A))j
4.28

Since F' is a polynomial of Green’s function entries {Gij}i,je[[N]]’ by the same argu-
ment as for (4.22), we have

b—1 b "
F(A+¢) - =y I (Z afag.’;) F(4)+0< (a*/?). (429)
n=1 a=1

Similarly, since U is a polynomial of the Stieltjes transform m and its complex
conjugate m, by (4.24), we have

1 . _(Im[m]\***
_ — - (s.5) s il |
UA+¢ —-UA) =04 <d1/2 Inax \U (m,m)]( N > > : (4.30)
The claim (4.27) follows from plugging (4.29) and (4.30) into (4.28). O

We conclude this section with an elementary result for the operator <, which we
shall use tacitly throughout the following sections.

LEMMA 4.8. Suppose that A and B are nonnegative random variables satisfying
A< NY and B = N=¢ for some constant C' > 0. Then A < B implies E[A] < E[B].

5 Self-consistent Equation in Expectation

In this section we derive the self-consistent equation in expectation for the Stieltjes
transform m; in Section 7 below we shall extend this self-consistent equation to a
high probability estimate.

PROPOSITION 5.1. Suppose that Assumption 4.1 holds. For every fixed integer a >
1, there exists a polynomial, depending on d and a but not N, and whose degree
depends on a only,

Py(z,w) =1+ 2w + Qq(w), (5.1)
where
dw? 1
Qolw) = 7 + 5 (aw® +agw ). (5:2)
d—1 d
is a polynomial with bounded coefficients as, a4, ... such that, for any z € D,

1 E[Im[m]]  d3/2A,

E[Py(z,m)] < Ty + N + N

(5.3)
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REMARK 5.2. An expansion in ezpectation similar to Proposition 5.1 (with different
coefficients) would be possible for the Erdés—Rényi graph in the same regime of
expected degree. The essential difference between the random regular and the Erdés—
Rényi graph is in the high moment estimates in Section 7, using which we convert the
expansion in expectation to one in high probability. For the random regular graph,
there are fundamental cancellations arising from the degree constraint, which imply
stronger concentration than possible for the Erdés—Rényi graph; these cancellations
are manifest only in the high probability expansion. We emphasize that without
concentration, the self-consistent equation in expectation does not lead to a closed
equation for m (or its expectation), and hence does not provide useful spectral
information.

We shall show that the estimate (5.3) results from the switching invariance of
random regular graphs. It may be viewed as an approximate Schwinger—Dyson Equa-
tion for the random regular graph ensemble; in statistical mechanics and field theory,
such equations are typically derived by integration by parts.

Before giving the proof of Proposition 5.1, we explain the mechanism behind it.
Starting from (2.2) we obtain

A;iGij
1+zm= Z W + (error),
ij

where we use (error) to denote a small error that we do not keep track of in this
sketch. Taking the expectation and using Corollary 3.2, recalling that ) . G;; = 0
and recalling the notation (4.5), we get

1
172 ZE[AikAle%lGji} + (error).

El1 = —
[ + Zm] N2d(d - 1) o

Using the integration by parts formula from Corollary 3.4 we therefore obtain

E[1 + zm] = N1 > E[D}Gji
ijkl
1 kl rs
TNIBA—1)2 > E [Az'rAksAthzu((Dij Gji) (A + &
ijklrstu
+ ;7) — (ijlGji)(A)ﬂ + (error). (5.4)

For the first term on the right-hand side of (5.4), we use the Taylor expansion (4.7)
to expand Dle ji as a polynomial in the entries of G, up to a small error. The leading

term is —(d —1)"'/2G};G;, and it yields the first term of (5.2). The other terms are
polynomials that either contain off-diagonal entries of G or a higher order. Similarly,
for the second term of (5.4), we keep on reapplying inductively the integration by
parts formula from Corollary 3.4, and expand all discrete derivatives using Taylor’s
formula (4.7).
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This procedure results in a proliferation of terms that contain products of factors
of the form

do/2 Nb+Cdb ZZE H Taja 1Jm

where F is a polynomial in the entries of GG. Each application of Corollary 3.4 yields
a main term (second term on the right-hand side of (3.11)) with no factors of A
and another term (first term on the right-hand side of (3.11)) that is (after Taylor
expansion of the discrete derivatives) of higher order, in the sense of both the degree
of Fjjm and the power of d=1/2 in front of it. Any main term that contains one
or more off-diagonal can be shown to either vanish or be small enough. Hence, we
only need to keep track of terms of the form (5.5) with b = 0 and xr = 1 (recall
Definition 4.4).

Such a term is in general not a polynomial in m; consider for instance the term
~ Z ElG ] An important ingredient of our argument is to rewrite such a term as
a correspondlng polynomial in m, up to higher order terms; for instance,

(5.5)

1 1 .
N ZE[G%} =3z ZE[Giiij] + (higher order) + (error),
i ij

whereby > ElGuGjjl = E[m?]. To explain how this works, consider some poly-
nomial X; in the Green function entries (think of e.g. X; = G;;). We want to replace
E[G;X;] with E[G;;X;] up to higher order terms and small errors. From (2.2) we
get the equations

1 1
1_N+2Gii: (HG)M, 1_N+Zij = (HG)]‘]‘

Multiplying the first by G;;X; and the second by G;;X; and taking the difference,
we obtain

(Gzz - ij)Xi = (GZZ(HG)M — GJJ(HG)“)XI + (eI“I"OI')
1
- m Z(AjkGiinj — AiGriGjj) Xi + (error).
k

We take the expectation, average over ij, and apply the integration by parts formula
of Corollary 3.4 twice. Recalling that ), G = 0, we therefore obtain

1
el ZE[(Gm’ — Gjj)Xi]
- 1/2N5 Z Dl (GG Xi) — Di (GriGy; Xi)]

ijkrs
—I—(higher order) + (error).
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We expand the discrete derivatives using (4.7). This yields

2 DBl — Gy X
ij

d :
= CEg Z E 057 (GG Xi) — 05 (GriGj; X;)| + (higher order) + (error)

ijkrs
d .
= m Z E[—Giinijin + GkkGiiijXi] + (higher order) + (error),
ijkrs

where we used that all other terms are small because they contain off-diagonal
terms. Thus, the leading order terms cancel exactly. We may therefore continue
this expansion iteratively on the terms (higher order), which will stop after a finite
number of steps, as the order, and hence the power of d~1/2, increases at each
iteration.

We conclude this informal discussion by noting that the algorithm sketched above
that generates the polynomial (., while explicit, is quite complicated and track-
ing the actual coefficients of (5.2) that it generates is difficult. This issue will be
addressed in the next section, where, instead of tracking the coefficients explicitly,
we characterize them indirectly by showing that up to a small error term the Stielt-
jes transform of the Kesten-McKay law my is a root of P,(z,-), which will imply
that the coefficients of P, are close to those of (2.8). This concludes the outline of
the proof of Proposition 5.1.

The rest of this section is devoted to the proof of Proposition 5.1. Throughout,
we fix an integer a > 1. The spectral parameter z is always taken in the set D, and
our estimates are uniform in z. We shall always work under Assumption 4.1.

5.1 Estimates for moments of the Green’s function. We begin with a
definition of a family of fundamental terms that form the backbone of our expansion.
They are classified by the order of the variable d~1/2 and the degree of the polynomial
in the entries of G. Both quantities are important to keep track of. The former
because it will allow us to stop the recursive application of identities yielding high
order terms after a fixed number, a, of steps, up to an error term of order d—%/2.
The latter is important to ensure that the polynomial in m that we shall ultimately
generate will have a large enough degree.

For the following statements, we recall that for multi-indices i € [N]° and
j € [N]¢, we denote by ij € [N]*T¢ their concatenation (and analogously for ijk).
Together with this notation, we recall from Definition 4.4 that, for a polynomial F'
in (2b+ c)? variables and i,j € [N]® and m € [N]¢, we write Fijm for its evaluation
in the Green’s function entries, and that for a polynomial U in m, m, we abbreviate
U(m,m) by U.
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DEFINITION 5.3.

(i) For o € N, we define the expressions

b
1 1
T,(FU) = WWZZE 1T Aii Fim(AU(A) | . (5.6)
m jj

a=1
(ii) For a given polynomial U = U(m,m) and integers 0,0 € N, we use the symbol
T,(U)
to denote a finite linear combination of terms of the form a7 (F ,U), where

0 > 0,deg(F) >0, and o = C(d/(d—1))" for somer € Z/2 and a deterministic
constant C' € R.

Note that 7, depends on o € N only by a multiplicative factor d—°/2. From (4.3),
we have |Fijm| < 1, and thus by Lemma 4.8 we find the a priori estimate

_E[U))

o (5.7)

b
[T 4. lua)
a=1

1 1
m jj

Proposition 5.1 will follow from much more precise estimates that follow from an
inductive application of the following proposition, which extracts the leading term
from (5.6) and shows that it can be expressed as a monomial in the trace m = 5, Tr G
rather than the individual Green’s function entries. To prove Proposition 5.1, we only
need the special case U = 1; we allow for a general U for later use in Section 7.

Aside from the notation introduced in Definition 5.3, recall that C(F, A) was
defined in Definition 3.3, and that Fj, U, and xr were defined in Definition 4.4. Also
recall A, from (4.1).

PROPOSITION 5.4. Fix 0 € N. Let F be a fixed monic monomial in (2b+c)? abstract
variables, with degree deg(F’). Then

b deg(F)
11 xrE[m U]
do/2 Nbtegp YO E] AiajaFiij} = g0/ + Tot1,deg(r)+1(U)
m ij a=1
1 Elm[m][U]] | E[|U]] | dE[C(U,A)] 2-xp (o, ( Im[m] \ "™
T O<< Ny T TN Al max EHUEEI T ‘
(5.8)

To prove Proposition 5.4, we shall use the following claims. The first claim states
that the averages of monomials with more than one off-diagonal Green’s function
terms are subleading.

CLAIM 5.5. Let F be a fixed monomial in b? abstract variables with at least two
off-diagonal entries. Then
E[Im[m]|U]]

< Ny (5.9)

5 L EIRU]
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Proof. Using |G4y| < 1 and U < 1 from (4.3) to bound all except the two off-diagonal
factors of G in Fj and then using the Cauchy—Schwarz inequality, we have

! E[Tm[m]|U]]
5 ZIE [RU)| < 55 ZE [1Gii, PIUN] = 55 ZIE 1Gi,i,P1U] = Ny
(5.10)
where the last equality is the Ward identity (4.2). O

i1,02

The following claim separates the leading order term of 7, (F, U) plus other terms
of higher order and much small error terms. It says that, to leading order, each factor
of A in (5.6) can be replaced with its expectation d/N.

CLAIM 5.6. Fix 0 € N. Let F be a fixed monomial in (2b + c¢)? abstract variables
and let U be a fixed polynomial in m. Then

1 1
do/2 Nbtegb Z Z E
m lJ

1 1
= Jo/2 N2bte Z ZE [FijmU] + To11,deg(r)+1(U)

ij

Ly (EHUH EC(U,A)] Al

b
1 4. FimU

da/2 N d1/2 errrlsa>X1 E

do/2

(55 7)
(5.11)

Proof. We prove the statement for o0 = 0; the general statement follows by multiply-
ing both sides by 1/d°/2. By Corollary 3.4, the left-hand side of (5.11) is

1
e 2 2 ElFmU(4
m jj
1
+ N2b+c2b Z ZE

m  ijkl

Lo (dE[CE\[f,A)}) ’

b b
T 4. Aju., <Fiij (A +) gf;j;) - Fiij(A)>

a=1 a=1

(5.12)

where we used Remark 4.3 to estimate |Fjjm| < 1 as well as Lemma 4.8. For the
second term in (5.12), we use Claim 4.7 with F' = Fjj,. The term resulting from
the first term on the right-hand side of (4.27) gives rise to 7,41 geg(#)+1(U). For the
error terms, we note that, by Remark 4.3 we have

] b
N2bregh Z Z H AikaAjat, [Fijm (A + Z& >

m jjkl a=1

4 A < opl

(5.13)
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where in the last step we used Assumption 4.1. In summary, the error terms resulting
from the application of Claim 4.7 to the second term of (5.12) are bounded by

5 )]

da/2 d1/2 s+5>1
The proof is therefore complete. O

The following claim is a decoupling argument: when averaging over an index
i that appears in a diagonal Green’s function entry G;; and possibly many other
places as well, up to some error terms we can replace G;; with G, where i’ is a
new summation index that appears in no other place, over which we take the average.
For example, this allows us to convert an expression of the form + >,(Gy)? to a
polynomial in m of the form m?.
CLAIM 5.7. Fix 0 € N. Let F be a fixed monomial in (1 + c)? abstract variables.
Then

1
AN z E(GiFunl)]
1
do/2 N2+c Z E 4 l/Fsz] + 7511 ,deg(F )+3(U)

wimlU] | EQUY | @eaEew ) O

1
- do/2 O~ < Nn de/2 N

w(58])

A2 XF max E
s+5>1

Proof. We prove the statement for o = 0, the general statement follows by mul-
tiplying both sides by 1/d°/2. By the definition of the Green’s function (2.2), we
have

N
I Z Ai G
(1 — N) — _ZGz’z/ + . d — 1 9 (515)
J=1
N
1 - AijGji

Multiplying (5.15) and (5.16) by G;iFimU and Gy FimU respectively, averaging
over the indices, and then taking the difference, we get

1 E[U1]
N2+c Z E G”F"nU] N2+c Z E[Gi’i’ imU] +0O< <N

i1’ m 44/ m

(5.17)
N2+C NEre(d— 112 > (B[Ai;GjiGiiFiU] — E[A4G:Girit FimU))

7% jm
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where we used that |Gj; Fim| < 1 and |Gy Fim| < 1. We shall show that the difference
of the two terms on the right-hand side of (5.17) is of order o greater than 0, up to
small error terms.

Using Corollary 3.4 we find

1
S E[A4;Gi G FimU]
2 _1)\1/2 Z i'7G5ir Giiim
N2+te(d —1) / o
1 S ElAuk A DY (G o G FnU)] + O <d3/2AoE[C<U,A>1>
T N3ted(d — 1)1/2 ik A1 D15 (Gjir Gii Fim o | a )
N3+ed(d — 1) / i ~

(5.18)

where we used that ), G = 0, so that the main term in (3.11) vanishes, and from
|Gji| we gain an off-diagonal factor that is estimated by A,. For the first term on
the right-hand side of (5.18), by the discrete product rule (4.6) and Claim 4.6,

D (G Gii FimU) = DY (G Gii Fom)U + G Gii Fim DY (U) + DY (G0 Gii Fina) DL (U)
kl ki 1 (s,5) ( Tm[m] \*F*
= D;/: (G Gii Fim )U + O< ’Gji’GiiFim + Di/j(Gji’GiiFim)‘ 7a Jnax, U | Ny .
(5.19)

We notice that GG Fim contains at least 2 — xr off-diagonal entries and Df,lj
(Gji#GiiFim) contains at least 1 — xp off-diagonal entries. Thus, by plugging (5.19)
into (5.18), we get

1
N2+c(d _ 1)1/2
- 1

- N3+ed(d —1)1/2

Z E[A;;jGiGii FimU]

i jm

Z E[A,/kAlef/lj (Gﬂ/Gszm)U]

i’ jkim
s+5
|U(s,§) ’ (Im[m] >
Nn

3/2
O. (d AE[C(U, A)] —|—A§_XF max E
N s+5>1

)

1 . 1 kl\n
- N3+cdz_:1 e O Bldudu(@r)" (i GiFim)U]

i’ jklm
s+5
v (50) )
Nn

(5.20)

E[U|] | &*PAE[CWU,A)] | oy,
+O<<da/2+ N AT

where the last step follows by Taylor expansion, as in Claim 4.7. The remaining
derivative (6%)”(Gji/GiiFim) is again a polynomial in {Guy}s yeiirjkim, and thus
this term is in the form 7,y qeg(F)124n(U). Treating the terms n = 1 and n > 2
separately, we get
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1
m “,Jzkl:mE[Az’kAjla (G]z Gqum)U] + 7—1,deg(F)+4(U)

U

E[U[] | d*2AE[CU, A)] | 1oy,
+0< < g2 N o SIE?;(lE

By Claim 5.6, the first term in (5.21) can be expanded as

1
m > E[AikAj0f (G GiiFim)U)
ii’ jklm
NW 5 2 EON(GrGaFim)U + Tiaegry1a(U)
zz]klm
E[U|]  dE[C(U,A)] | As*" (5.5 ((Tm[m] \**
o <da/z N BBV, -

(5.22)

Moreover, 8“ (G~ GiiFim) = Gji 8’“ (Gzzem) + 8“ (Gji )GiiFim. The first term
G’ﬂ/&Z ](GzzEm) contains at least two off-diagonal Green s function entries. Thus,
by the Claim 5.5, we have

d E[Im[m]|U|]
E 7/ zzem . 2
NFe(d = 1) l-l-,jgklm (GO (e YUT| < N (5.23)
To analyse the second term, we write Ozklj(Gﬂ) = —(G fkl G)jy = —G}jGyi +

GiGu + GGy — GGy — G Grir — GG + Gir G + GJlGﬂ/ Since the row
and column sums of GG are zero, all but the first and fourth terms vanish when tak-
ing the average over the indices i'jkl. The fourth term has two off-diagonal Green’s
function entries and can therefore be estimated using Claim 5.5. Thus we have

d kl
Note(d—1) > EBF(Gjin)GiiFimU]
it jkim
(5.24)
d E[Imm||U
T UNSe(d—1) > E[Gj;GirvGiiFimU] + O (W)
i’ jklm

By combining the estimates (5.20), (5.21), (5.22) and (5.23), we get

1
N2+c(d _ 1)71/2 Z E[Ai’jGji’GiiFimU]
22/ jm
d
T TNSRd—1) > E[G};GivGiiFimU] + Ti geg(r)+3(U)

i’ jklm
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E[lm[m]|U[] | E[U]]  d*2AE[C(U, A)]
+O<< Nn de/2 N

() |<h?VT]>S+S ) : (5.25)

Analogously, repeating the above argument for the last term in (5.17), we find

A2 XF max E
s+5>1

1
Ve 2 BlAuGiGri Fia]
i’ jm
d
= N Z ElG};GiiGiiFimU] + 11 deg(r)+3(U)
i’ jkim

(5.26)

E[lm[m]|U]] E[U]] | d*?AE[CU, A)]
+O<< Nn do/? N

o ).

Since the first terms on the right-hand sides of (5.25) and (5.26) are the same, they
cancel upon taking their difference, and our claim (5.14) follows by combining (5.17),
(5.25) and (5.26). (Note that the error term on the right-hand side of (5.17) can be
absorbed into the third error term of (5.14).) O

—|—A2 XF max E
s+s5>1

Proof of Proposition 5.4. We prove the statement for o0 = 0, the general statement
follows by multiplying both sides by 1/d°/2. By Claim 5.6, we have

1
oo 2 2
m ij
= ﬁ Z Z E [Fiij] + ,TLdeg(F)—H(U)

ij
1—xr
‘o <E[IUH L dECW A AT

b
[T 4. FimU
e

do/2 N dl/2 1551

(s ’<II?V[77M>+D . (5.27)

We now estimate the first term on the right-hand side, distinguishing three cases.
Case 1. The monomial Fjjy, has more than one off-diagonal Green’s function factors.
Then, by Claim 5.5,

e Sl < L) 525)

Case 2. The monomial Fjjm contains exactly one off-diagonal Green’s function fac-
tor. Then, without loss of generality, we assume that Fijm = G7, 1, Gmime Fijme--m.

where  Fjjm,..m. 1S a monomial in terms of the Green’s function entries
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{Gm}xe{il,jl,m,ib,jb,m2,~~-,mc} and r € N. If r = 0 then Fjjy vanishes upon taking
the average over m since ) Gp,m, = 0. For r > 1, we introduce new indices
mb,m? - mf, and repeatedly use Claim 5.7 to replace G’ by Gpimi Gmzme

-+ Grmy. This way we obtain

N2b+c Z ZE |: mymy mlmzﬁijmT..mcU]

mi1my

N2b+c+r E ZZE HGm m?Gmlmz ijms--m U | + T deg(r)+2(U)
E[ m[mHUH E[U|) | d*PAE[C(U, )]
+ O« N 72
n de N
o) ((Tmlm]\ "
+AS max E| |U° '(wn> D
= ,Tl,deg(F)—‘r2(U)
o (Elm[m]|U]] | E[U]]  d*2AE[C(U, A)]
+0< N de/2 N
s+35
2 (s,3) [m]
A% o B 091 () D
(5.29)

where in the last equality we used that »  Gpym, = 0.
Case 3. The monomial Fjjy, contains only diagonal Green’s function terms. Then,
by the same argument as in Case 2, we can repeatedly use Claim 5.7 to get

1
e 2 O B FymU]
m jj

- E[mdeg(F) U] + 7-1,deg(F)+2 (U)

E[Im[m]|U|] E[U|] d*?AE[C(U, A)] (5.30)
+o<< L o 2
o5 (Im[m]\*™°
o max, B\ [U° '(Nn) D

By (5.27) and putting the three cases, (5.28), (5.29) and (5.30), together, the propo-
sition follows. O

5.2 Proof of Proposition 5.1.  We prove the following proposition, from which
Proposition 5.1 will follow easily by taking U = 1. The general form of Proposi-
tion 5.8 will be used in Section 7.
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PROPOSITION 5.8. Suppose that Assumption 4.1 holds. For every fixed integer a >
1, there exists a polynomial, depending on d and a but not N, and whose degree
depends on a only,

a3w3+a4w4+--'),
with bounded coefficients ag, a4, ... such that, for any z € D,

N2d(d—1)1/2 ZE AiAji(Di; Gig)U] + E[QaU]

gkl

N2d(d

, (5.31)
o, <E[ m[m][U]] | E[U]] | dEICU.A)] A2

N7 de/? N gz ek

IU“>(H]§[:?)S+SD.

Proof. By (4.22) and Lemma 4.2,

zk:A]l zk:A]l 8 G )U]

22 1/2 _Z —1N2

igkl

E[AikAﬂ((azkjl)QGij)U] E[|U]]
T .

+ % 2d(d — 1)3/2N? (1) +0< ( de/? )

(5.32)

For the first term on the right-hand side of (5.32), the derivative 8@»’6*2-]- is given
by (4.8). For the last four terms, G;G;; + GiiGrj + GirGij + Gi;Gy;, using that
>_; Gij =0, we have

Z TOERVIE E[AiAji(GuGjj + GiiGrj + GGy + GijGi;)U) = 0. (5.33)
ijkl
For the term —G;;G;j, using (4.12), we have

d E[Im[m]|U]]
Z d(d — 1 d(d = N2 B AwAu GGy U] = -2 mE[GijGijU] D e

ij

(5.34)
For the term —G;Gyj, we use (H — 2)G = P| and (4.12) to get
1
;;zd - DN E[A,A;GyGiU] = WE[TT(AGAG)U]
1 ElIm[m]|U|]  E[U]]  E[Im[m]|U]]
= ———E[Tr(z2G* + 2 P .
e [Tr(z°G* + 22G + P)U] < AN + N = N

(5.35)
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Summarizing, we can rewrite the first term on the right-hand side of (5.32) as

E[AirAj (0 Gij)U] d
7 — _ IE 2
%:l d(d — 1)N2 g1yl
(5.36)
. Z zkA]lekG]lU] +0 E[Im[m] ’UH
ijkl N 1 N ) N .

By Corollary 3.4, >, Gjj = 0 and the trivial extension of the product rule (4.6) and

(4.24) to differences in the direction {Z’;f 5 ] l , the second term on the right-hand
side of (5.36) is

Z E[A;p A5G G5 U] — o, <dE[C(U» A)])
Za 7 dd—1)N? N
! E Ay Apir Ajjr A Ageik el A
+m > [ it Akt Aj A (GiijlU( +&n & )—GiijlU( ))]
i 35k 1L

= WII)JW Z E {Aii’Akk’A]’j’All’ (Giijl (A T+t + Egl,l/) - Giijl(A)) U}

il 5’ kk/ 1L’
0 dE[C(U,A)] + A2 E U(s s) [m} ots
o< | FEF + i max B[00 (SR

1 v
= Y E[A”fAkka o Aw O + 03" (GG |

3 _ 3/2 N4
d¥(d—1)3/2N i 3 kk! 1
IU(SS‘ Im[m] ot
Nn ’

E[lU]] , dE[C(U, A)]

dat1)/2 N a/z e B
where in the first equality, we used Remark 4.3 and that GG contains two off-
diagonal terms, and in the second equality we used Claim 4.7. For the first term on
the right-hand side of (5.37), we notice that (95* + 85/ )(GirGj) contains at least
one off-diagonal term. By Proposition 5.4 we get

+72,4(U) + O< (

(5.37)

1

&(d — 1)3/2N7 Z E {Aii’Akk’Ajj'Azz'(afz;k, + a;:l/ll)(Giijl)U} =T4(U)

il 55 kKU
(s,5), [ Im[m)] s
v |( Nn ) D

Lo (IE[Irn[mwn+ E(U|) | dE[C(U,A)] A2

Nn FICEE N s ek

It follows by combining (5.36), (5.37), and (5.38) that

A (085G, d
3 E[Aix A (95 Gi)U] _

dd—1)N2 — o Elm* U+ T2.4(U)

ijkl
Lo (E[Im[m}lUlu EU|) | dE[CU,A)] A2

N A1/ N gz PaxE

s5+5
|U(S 5 | (Im[m] )
N

(5.39)
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For the second term on the right-hand side of (5.32), we notice that (85-[)2Gij
contains at least one off-diagonal term. By Proposition 5.4 we get

E[AikAjl((avgcjl)2Gij)U]
Z Qd(df 1)3/2]\[2

=T3(U)
ikl

E[I U] | E[U|] | dE[C(U,A)] | AZ o) (1 ot
o (Smnll) SO LA e (M)
(5.40)
We plug (5.39) and (5.40) into (5.32), which yields
AikAj(Di; G d
N2Z k Jl_ljl/ZJ) ] :7d_1E[m2U]+7—273(U)
H i Loy (541
Ellm[m]|U]] | E[|U]] | dE[C(U,A)] = AS (5,5) m]\ "
+o<< Ny T TNt e M E(U \( Ny .

Next, we apply Proposition 5.4 repeatedly to the term 75 3(U) on the right-hand
side of (5.41). For 0 > 2 and 0 > 3, Proposition 5.4 yields

1
Ton(U) = wE[pU] +Tov1,041(U)
1 E[Im[m]|U|] = E[U|] , dE[C(U,A)]
+do<( Ne  Tan TN
o5 (Im[m]\**°
+ Ao max E|[U¢ |<Nn> D (542)

where p is a polynomial in m, with bounded coefficients depending only on d, of
degree at least 9. Applying (5.42) to To3(U) in (5.41) and then iterating (5.42) a
times concludes the proof, by (5.7). O

Proof of Proposition 5.1. Let Qq(w) be as constructed in Proposition 5.8. By taking
the normalized trace on both sides of (2.2), we have

Lhem=1+ Zj Nd-1)2 N Zi# N(d—1)1/2’ (5:43)

where the last equality follows since A;; = 0. By Corollary 3.2 with F' = Gj;, we have
for i # j, |F(A)| + maxy |F(A+ 551)] < A, (since Ay > d~1/2, see also Remark 4.3),
and

1
W§EA”G”]
v7)

d3/2AO
N2 Z < 1)1/2 [AikAlezkleijO + 0 < N > .

ijkl

E[l + zm] =
(5.44)
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By Proposition 5.8 with U = 1, we have

E[Im[m]] 1 d

kl

N2 3 ( EENIYE [Az‘kAﬂDz'jGijD TEQ < = =t apt e 64)
ijkl

The claim (5.3) follows from combining (5.44) and (5.45), and A, > 1/V/4d,

mlm 3/2
E[1+zm+Qa(m)]=O<< ! Effm| ”—i—d AO).

e N (5.46)

This finishes the proof of Proposition 5.1. O

6 Identification of the Self-consistent Equation

The algorithm that generates the polynomial P, from Proposition 5.1 is explicit
but quite complicated, so that explicitly tracking the resulting coefficients of P, is
a hopeless task beyond the first few orders. In this section we characterize these
coefficients (asymptotically) as those of the power series Pu(z,w) from (2.8), char-
acterizing the Stieltjes transform mg of the Kesten-McKay law.

PROPOSITION 6.1. Uniformly in z € C, the polynomial P,(z,w) = 1+ 2w+ Qq(w)
constructed in Proposition 5.1 satisfies

Po(z,mq(z)) = O(d™/?), (6.1)
where my is the Stieltjes transform of the Kesten—McKay law, given by (2.5).
COROLLARY 6.2. Let P, be the polynomial constructed in Proposition 5.1. Then

Py(z,w) — Py(2z,w) = Qq(w) — Qoo(w) is a power series in w, which converges on
the whole complex plane. Each of its coefficients is of order O(d~—%/2).

DEFINITION 6.3. We write P.(z,w) := 0y Py(z,w), and similarly Pék)(z,w) for the
k-th derivative in the variable w.

COROLLARY 6.4. The polynomial P, constructed in Proposition 5.1 satisfies

|P z md V |I{| +n+ O a/2 a Pé,(zvmd(z)) =2+ O(d_1/2)’

m (6.2)
P (2, d(z)) =0(1),

where z =24+ Kk +inor z = =2 — Kk +in for n < R, —2 < k < K, where the constant
R is from (2.10).
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6.1 Proof of Proposition 6.1. The main ingredient of the proof of the propo-
sition is the ideal Green’s function G introduced in the following definition.

DEFINITION 6.5. For z € C, define the ideal Green’s function G(z) = (aij(z))z’,je[N]
through

mqmMmesc

Vvd—1

Note that while Proposition 6.1 is deterministic, G is random. However, we
remark that when ¢ and j have distance at most 1 in the random regular graph
defined by A, the ideal Green’s function G;; coincides with the Green’s function of
the infinite d-regular tree

@ij = mgq (51']' - Azg (63)

dist (4,7
M > (4,5)

Gﬁﬁee =My (— T-1

(see [BHY19, Proposition 5.1]) for vertices ¢ and j with the same distance, while it
is set to be 0 for all pairs of vertices i, j with greater distance. Because it agrees with
the tree Green’s function locally, the ideal Green’s function is a random matrix that
shares key algebraic properties with the true Green’s function of the random graph,
while its normahzed trace is equal to the deterministic mg4. As a consequence, we shall
show that mg = L Tr G satisfies the same self-consistent equation as m = ]{[ Tr G,
up to small error terms, which will imply Proposition 6.1.

LEMMA 6.6. The ideal Green’s function G has the following properties, uniformly
in z € C,.

For anyz € [[ 1, ]é”| = O(1), and for i # j, |CA},J\ =0((d—1)"Y?);

(iv Zf\il |@w|2 = Zj‘vzl |G = 0(1).

~

_ Ay en
1= ((H - 2)G), = —2Gi + Z (6.4)

Proof. Properties (i)—(iv) are immediate consequences of the definition and mg, mg. =
O(1). The identity (6.4) follows from (2.5). O

Crucially, under perturbation by a switching ffjl of A, the ideal Green’s function

G satisfies the same resolvent expansion as the real Green’s function GG. The intu-
itive reason behind this behaviour is the following. Take two edges, ij and kl, that
are switchable. Then, in the limit where dist(ij, kl) tends to infinity, the Green’s
functions G and G%°, when restricted to the vertices ijkl, have identical behaviour
under the switching fl



GAFA EDGE RIGIDITY AND UNIVERSALITY OF RANDOM REGULAR GRAPHS 725

To state this precisely, we introduce some notation. For an N x N matrix M =
(Mij); jegny and V- C [N] , we denote by M|y := (M;;); jev the submatrix induced
by the set V. In particular, A|y is the adjacency matrix of the graph A restricted
to the vertex set V. We also frequently abbreviate subsets of [N] as {i,j} = ij, and
SO on.

CLAIM 6.7. Let i, 7, k,l be distinct indices such that Al;ji = Nip+2Aj (ie. Xf,i(A) =
1). Then

A+ el = ((CA)w) ™" + (@~ D) elln) (65)
ij ) ligkl = ijkl ijkl . .
Proof. By the definition of G(A), we have
—MaMsc -1
md 0 d—1 0 m1 \/dl—l 0
. 0 mq 0 =i 0 0 —
Gkt = | comee m C(l)il - 1 C(l)i1 ’
-1 d Va—1 M
0 i1 Y md 0 7= 0 =g

where in the last equality we used the identity (2.9) and 1 + zmg + m2. = 0.
Analogously,

1 1 -1
e dlfl 0 0
~ 0 0
G(A+ &) iju = ‘6_1 ”6 11
s dl—l (6.7)
0 =

= <(G(A)!z'jkz) +(d-1)" 1/2§zl\zgkz> ;
where the last equality follows from (6.6). This proves (6.5). O

By definition, the ideal Green’s function of course has a trivial perturbation
expansion under switchings since it is an affine linear function of A. However, when
perturbed by the specific direction and magnitude of a switching, its behaviour can
be written in a more complicated but more useful way, which matches precisely
the corresponding resolvent expansion for switchings of the true Green’s function.
Indeed, as a consequence of Claim 6.7, we obtain the following resolvent expansion
for the transformation by switching of the ideal Green’s function.

CrLAM 6.8. For b,c € N consider tuples i = (i1,...,1), j = (J1,---,Jp), k =
(k1,... k), 1 = (l1,...,lp), m = (mq,...,m.) such that the indices ijklm are
distinct and Aljjeam = Alm + >o0—; (A, k., + Aj,1.). Then
kala _ 1 kala &3 !
< <A+Z£Za]a> - ) - - (; (d—l)"/2 ( meja ) > . (68)
ijklm nz

ijklm
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Proof. We shall prove that

(A + Z gl ) = ((G(A)\ijk1m> i e Z i

and the claim (6.8) then follows from the resolvent expansion, which converges for
large enough d because G;; = O(1) by Lemma 6.6. By assumption, A\ijklm is a block
matrix with b + 1 blocks, indexed by {il,jl, k1, ll} {ig,jz, ko, 12} {ib,jb, ky, lb}
and {my, -+ ,mc}. By our definition (6.3) of ideal Green’s function G, both G(A+
Z a1 5’2 jl:)|,Jk1m and G (A)ijkim have this same block structure. Thus both sides of
(6.9) vanish except for the submatrix indexed by {i1, j1, k1, 1}, {i2, jo, k2, 2}, -+,

{ib, Jb, kb, lp} and {mq,--- ,m.}, and (6.9) follows from (6.5). O

-1
1Jk11’l’1> ) (69)

ijklm

Claim 6.8 says that the ideal Green’s function G has exactly the same behaviour
under a switching A — A+ ZZ:1 ff:jl: as the true Green’s function G. To make this
precise, we need the following definition, which is to be compared with Definitions 4.4
and 5.3 .

DEFINITION 6.9. ( ) For any po]ynonua] F in r? abstract variables and i € [N]",
denote by ! ({GZ i,}i.i,—1) the corresponding polynomial in the ideal
Green’s function entries. Hence, ﬁi is obtained from Fj by replacing every
factor Gz‘j in F; by GZ]

(ii) For a polynomial F\ijm in the ideal Green’s function entries and o € N, we
define Ty(F,1) as the right-hand side of (5.6) with U = 1 and Fijm replaced
with F\ijm-

With this definition, we can rewrite the right-hand side of (6.8) as

Z _ n/2 <Z al:]:)
S

>4

ijklm
Thus, Claim 6.8 implies the following result, which is the analogue of Claim 4.7.

CrLAam 6.10. Let ijklm satisfy the assumptions of Claim 6.8, and let Fijjm be a
polynomial in the Green’s function entries. Then for any positive integer a > 1 we
have

a—1 1 b n
1Jm <A+Z£aja> l.lm( ): <;7’L'(d—1)n/2 < aia]lL?) Fl_]m(A)>

a=1
1
+o<du /2)

The main ingredient in the proof of Proposition 6.1 is the following result, which
is the analogue of Proposition 5.4 for the ideal Green’s function.
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PROPOSITION 6.11. Fixo € N. Let F' be a fixed monic monomial in (2b+c)? abstract
variables, with degree deg(F'), and let Fijym be the corresponding monomial in the
ideal Green’s function entries from Definition 6.9(i). Recall the definition of xr from
Definition 4.4. Then
11 ’ -
do/2 Nb+egb Z Z E H Aiyjo Fijm
m ij

a=1

6.10
XF m(;eg(F) ~ 1 1 d | )
=z T lenamn W+ 55 0 (d/2 * N) ’

where the term ’f;+17deg(p)+1(1) is equal to the corresponding term 7, geg(ry+1(1)
from (5.8) with G replaced by G (see Definition 6.9(ii)).

Proof. The proof involves repeating the proof of Proposition 5.4 with U = 1 almost
verbatim, replacing Claim 4.7 and (5.16) with Claim 6.10 with (6.4) respectively.

More precisely, the proof of Proposition 5.4 relies only on the following ingre-
dients: ), G;; = 0, Claim 5.5, Claim 5.6, and Claim 5.7. Each of these has the
following analogue for the ideal Green’s function G. We replace ), G;; = 0 with
Lemma 6.6(iii). For Claim 5.5, we replace (5.9) with U =1 by

w2k [ =o(y)

as follows from Lemma 6.6(iv). For Claim 5.6, we replace (5.11) with U =1 by
11 ’ -
7 voreg 2o 2 B | TT A Fym
m j

a=1
1 1 = - 1 1 d
T do/2 N2bte ZZE [Fijm] +Zop1deg(r)1(1) + 372 O (d“/Q + N) :
m IJ

where 7A’0+1’deg(p)+1(1) is obtained from 7,1 deg(r)+1(1) in (5.11) by replacing G
with G. Here we used Claim 6.10 instead of Claim 4.7. Finally, for Claim 5.7, we
replace (5.14) with U =1 by

1 1 ~ A
2072 N2 Z E[Gii Fim]
1 1 ~ A ~ 1 1 d
= o2 N2te ZE[Gi'i’Fim] + Tot1,deg(F)+3(1) + 7072 0 (da/Q + N) ;

it'm
where ’ZA'OJFLdeg(FHg(l) is obtained from 7, geg(r)43(1) in (5.14) by replacing G

with G. Here we used Claim 6.10 and (6.4) instead of Claim 4.7 and (5.15), (5.16),
respectively.
This concludes the proof. ]
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Proof of Proposition 6.1. The polynomial Py(z,w) in Proposition 5.1 was con-
structed by repeatedly applying Proposition 5.4. Using Proposition 6.11 instead,
we can repeat its proof verbatim to obtain

1 d
Since the left-hand side does not depend on N (recall Proposition 5.1), taking the
limit N — oo yields the claim. O

6.2 Proof of Corollaries 6.2 and 6.4
Proof of Corollary 6.2. We define the power series

R(w) = Py(z,w) — Px(z,w). (6.12)
It follows from Proposition 6.1 that for any z € C,
R(ma(z)) = Pa(z,mq(2)) = O(d~*/?). (6.13)

Next, we remark that the disk {w € C : |w| < %} lies in the image m4(C). Indeed,
from (2.7) we find that the image ms.(C) is the closed unit disk in C, and the above
(d-Dmse which follows from (2.5) and

claim then follows from the identity my =

(2.7). As a consequence, we have that for an; ul; sntlmh that |w| < %,
R(w) = O(d~%/?). (6.14)
For any fixed degree k, the coefficients of w” in the infinite series R(w) is given by
1% BW) 4 = (a2, (6.15)
21 Jyuj=(d-1)/a w**!
since d > 2. This finishes the proof. O
Proof of Corollary 6.4. By Corollary 6.2, we have
PP (z,ma(2)) = PO (z,ma(2)) + Od™?), k=1,2. (6.16)
Since P (z,mq(2)) =0 for z € C4, by the chain rule,
0 = 0. Pxo(2,mq(2)) = mq(2) + Pl (z,mq(2))0.mq(2). (6.17)
Rearranging the above expression gives
Pl (z,ma(z)) = —%, (6.18)

so that an elementary analysis of (2.5) and (2.7) yields

| Pl (z,ma(2)] = V/Ik[ +n,
and the first relation of (6.2) follows from combining (6.16) and (6.18). The second
relation of (6.2) follows from (6.16) and

P (z,mq(z)) = 24 O(d™/?). (6.19)
This completes the proof. O
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7 Moment Estimate for the Self-consistent Equation

In order to establish the self-consistent equation for m in the sense of high proba-
bility, in this section we derive a recursive moment estimate for the high moments
of P,(z,m), where P, is the polynomial constructed in Proposition 5.1. In the next
section, we establish eigenvalue rigidity estimates using a careful analysis of this
recursive moment estimate and an iteration argument.

PROPOSITION 7.1. Suppose that Assumption 4.1 holds, and that Aq > A, > 1/V/d.
Let Py(z,w) be the polynomial constructed in Proposition 5.1. Fix r € N. Abbrevi-
ating Py = Py(z,m(z)), we have for any z € D,

E[| P[] < d1/2 [ \P'\|Pa|2r_2]+E[ (Evg‘)P/HP 2r- 2]
+d1/2 [ ([N]!)P’!2|P r- 3] <dj/2+d3§Ao)E[Pa’2r—l]

(7.1)

Im | |2r—s
1<s<2’r‘ “Nny ¢
2

Ad 0 o Im[m”Pc/L‘ ° 2r—s—1
+ ( dl/2 + N ) 1<rsria2)§—1E [( Nn Pl )

The rest of this section is devoted to the proof of Proposition 7.1. We begin by
writing Py(z,m) = 1 4+ mz + Qq(m) (see (5.1)) and then apply the identity (see
(2.2))

1

1
1+Zm:NZHUGU+N
7

to obtain

E[|P.|*"] = E[(1 + 2m)PI ' Pl + E[Q. Py ' P!]
= 1 r—1 pr r—1 pr E[’Pa’%'—l]
—mZE%GwP Py + E[Qaly P]+O(N .

(7.2)

For the first term on the second line of (7.2), we use Corollary 3.2 with the random
variable F' = G;; Pr~1PT and note that for i # j

[F(A)]+ max [F(A + €] < AC(Py 1P, A),
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where we recall the definition (3.10) and we used Remark 4.3. This yields

1 r—1pry d .pr—1pr
misz[AijGiqu Pa}*m;E[Gz]Pa Pl

1 r—1 pr
N7 o X Bl A DG P PO+ 0

i#j ki

+

d3/2A0 r—1 pr
(PP )

d3/2A0
N

1 r—1 pr
75 2 BlAuwAu D (Giy PUPD)] + O< (

= =" r—1 pr
= N BlC(r P A)) .

(7.3)

where in the last equality we used A, > 1/v/d. To estimate the error term, we remark

that for U = P/~ 1P we have
Paltmfm] (T \ ) i
( N17 + N’I’] |P‘1| )

(7.4)

max E

s+5>1 Nn

5, (Im[m]\*"*
|U(5’6)|<7) < max E

as can be seen after some elementary algebra. Using (4.24) for U = P~'P’ we get

P Tmfm]  (Tmfm] N2\ oro1os
E ( Nn +( Nn)) B ] (7:5)

By the discrete product rule (4.6), the first term in the last line of (7.3) equals

—15 - 1
R I

E[Ai A Dy (Gij Py Py)] = E[Ai A DY (Gij) Py~ Py (76)
+ E[AiwAjGi; DI Py Py + E[Au Ay Dy (Gij ) DI/ (P Py ).

At this point we note the crucial cancellation, by Proposition 5.8, of the first term on
the right-hand side of (7.6) with E[QqP:~!Pr] from (7.2). Indeed, by Proposition 5.8
for U = PI=1P! | recalling (7.4) and (7.5), we find

1

N2d(d—1)1/? > ElAnAuDy(Gy) Py Py] + E[Qo Py ' Py

ijkl

1 Im[m] d 2r—1
< E |:<da/2 + N7 +N> ‘Pa‘

di? A2 P2 Tmfm]  (Tmm]\2) | 1o
+ <N+d1/2> 1<§§a2§71E ( Nn +< Nn > [Pl '
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What remains, therefore, is to estimate the contributions of the second and third
terms on the right-hand side of (7.6). For the second term on the right-hand side of
(7.6), we claim that

1
7 ZE [Ain Aj Gy D (P P <]E[

1 Aoa Tmfm]|Py]  or—2
N2d(d — 1) ¢

a2 Ny

/ 2\ ¢
(Pa|]£r;1[m]+<h§1\/[:]> ) |Pa2rls:| (78)

Ao Im[m]|P|? ., 2r_3
dl/QE{ o

Im[m]| Py
(Nn)?

Ao Im[m] 2 2r—9
+d1/2]E[<Nn 1P|

Essentially, this estimate will arise from the three off-diagonal Green’s function
entries obtained from G;; and the derivative on P;~1Pr.
For the third term on the right-hand side of (7.6), we claim that

\Pa|2r72]+Ao max [E

+E[ d 1<s<2r—1

+

1
N2d(d — 1)1/

r—1 pr A Im[ ”P’ T—
EaA D () D (P )] < e [P o

d _
+ Bl P

A2 A A2 fmfm][ Py | (Imfm]\*\" 1 ot
+< N T +d1/z>1<§?2’§_1E ( N +< N7y ) 1Pl
(7.9)

This estimate will arise from certain special cancellations arising from the d-regular
graph structure.

Proposition (7.1) follows from combining the estimates (7.2), (7.3), (7.4), (7.6),
(7.7), (7.8) and (7.9). In the remainder of this section, we prove these estimates (7.8)
and (7.9).

7.1 Proof of (7.8). By (4.7), left-hand side of (7.8) can be written as

O T— T
N2d3/2 ZE ZkAJleD [Py )
ijkl
— 0o
—ZWzE A AuGij (0F)" (P PY)) (7.10)

ijkl

o)

* Noaweo 2 [AnGyy (@) (P B (A + 0]

for some random 6 € [0, 1]. In fact, for the terms corresponding to n > 3 in (7.10),
we have the following simple estimate.
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CLAM 7.2. For the terms in (7.10) with n > 3,

1

N24(n+3)/2 ZE ZkA]lG”(akl) (P Fy)]

ijkl
1P Tmlm]  (Tmm] N2\ i
( Nn +<N77>>|Pa| ]

Ao
Proof. Thanks to (4.15) and chain rule, we have

A D/2 15881
/ 2\ ¢
(851) (Pr IPT) = max (|Pa|1m[m] + (Im[m]> ) ’Pa|2rflfs. (712)

(7.11)

=<

1<s<2r—1 Nn Nn

Using max;-; |Gyj| < Ao and max; |G| < 1, it leads to

1
N2d(n+3)/2

Z]E 'LkA]lej (87,]) (PT lPT)]
1 | P;| Im[m)] Im[m] > s
= N2 gmAn 2 <1<s<2,« lggE ’kAﬂA“( N\ el
i#]

e <|P;|]1Vr2[m} *(h?v[;n]> ) |Pu|2rlsD
(PaImfm]  (Imm]\*\ |, 2r1os
< N7 +(Nn)>|P“ ]

where in the last inequality we used that Zi#kl AiAj = N2d? and Yo AiAa =
Nd? and A, > 1/N. O

+  max EIE
1<s<2r—1
ikl

< L E
dn—1)/2 1<§$}L 1

(7.13)

Moreover, by choosing b large enough, depending on 7, it follows that the second
line of (7.10) is bounded by N~2".

In the following, we estimate the terms on the right-hand side of (7.10), corre-
sponding ton =1 and n = 2.

CLAM 7.3. For the term in (7.10) withn = 1,
Im[m”PC/L‘ |P ‘27“—2
a

N2 D) ZE Zk‘A]lGljakl(Pr lPr)] E (Nn)Q (714)
ijkl
Proof. For the derivative 8kl(PT LPr), we have
M P\ Py) = (r = Ol mPLP; 2Py + (), (7.15)

where (---) denotes analogous terms with complex conjugates obtained by applying
the derivatives to P, instead of P,. We estimate the error from the first term, for
which we can first sum over the indices i, j, k, . By (4.9),
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2
dez > AwApGidm = 525> ArdiGi(—(G)i — (G
ijkl ijkl (7'16)

+ (G + (G*)0)-
There are four terms on the right-hand side of (7.16). For the first term, using (4.11),
Im[m)]

1 9 1 ) 3
N2 Zk:lAikAleij(G )ij = I ZGij(G )ij ﬁ TrG (NU)Q. (7.17)
) 17

For the second term on the right-hand side of (7.16), using that (H —2)G = P, and
(4.11),

1 1
w3 D AindjiGii (G = 1535 Te(GAGAG)

ijkl
_ N%dz Tr(G(A — VA — 12)G(A — VA — 12)G)
¥ o THEWA— 12)G(A VI~ T2)G) (7.18)
+ ﬁ TH(G(VA = 12)G(Vd = 12)G)
~0(1) O(1) O(1) Im[mn]
= Nag WO g MO g TGP =04 <d(Nn)2>‘

For the last two terms on the right-hand side of (7.16), since Zj Gij =0,
1 1
N32 > A AuGij (G, = N3d > AiwGii(G?)ig = 0,
ijkl i

1 1
N 2 A Gy (@) = 0 D AnGiy( @) =0,

ijkl 1l

(7.19)

By combining expressions (7.17), (7.18) and (7.19), we obtain the estimate

Im[m]
A AnGiiofm 2
N2d2§;l ik AjiGijOijm (NW)Q’ (7.20)

for (7.16), and the Claim 7.3 follows. O
CLAIM 7.4. For the term in (7.10) with n = 2,

a7 O BlAw A Gy (O (PL P < B

igkl
2
Im[m] |P |2r—2
Nn ¢

Ao
/ 2
Im[m”Pa’ ‘P ‘2r73
Nn ¢

AoAq Im[m] |Pc/1| ’P ’27‘72
di/2 Nn ¢

+ Ao E|: [ ]|P,| |P |2r 3] (721)

dl/2 dl/2 (Nn)

Ao
—E
* d
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Proof. For the derivative 8kl(PT LPr), we have
(052 (Pt Py) = ((9)*m) PaPy 2 Py + (0ffm)* Py Py 2P
+((Ofm) PPy PPy 4 (), (7.22)

where (---) denotes analogous terms with complex conjugates obtained by applying
the derivatives to P, instead of P,. We consider the terms separately.
For the first term in (7.22), we use the explicit formula

N

2
(0)m = % 3 (-GG~ GhaGra + Guaha + GG
a=1
N
2
= 2 (GGl t ), (7:23)
a=1

where --- denotes 31 other terms obtained by applying the product rule for differ-
entiation for 8213-[. Using that . G;; = 0 and (4.11), the first term gives

N3d5/2 Z AZ’“AJZG”G“GJG - N3d1/2 ZGan G%)jj»

zjkla
Y ] (7.24)

- (G 2y
- N3d1/2 iZjGU(G“_m)(G )j] = d1/2 N77 :

An analogous calculation can be performed for all terms on the right-hand side of
(7.23). Indeed, every such term has three factors of G, exactly two of which have an
index a, and the third remaining factor is either diagonal (in which case the same
argument as above applies) or off-diagonal (in which case we gain A, instead of Ag).
Since Aq > A,, it leads to the estimate

N2d5/2 > ElAinAjGi(95)*m) PPy 2 Py] < E

|:A0Ad Im[m”Pc/L‘ |P ‘27“2:|
a .
igkl

di/2 Nn
(7.25)

For the second term in (7.22), we can directly apply (4.14) to get the bound

Im[m] ? |P//HP |2r—2
NT] a a b

(7.26)

Ao

dl/QE

N2d5/2 ZE zkAglGZJ(akl ) P//Pr 2Pr]
ijkl

which is enough by P! < 1.

For the third term in (7.22), we have (8fj-lm)2 = 4((G®ij + (G — (GHig —
(G?)j1)?/N?. There are ten different terms, which we estimate one by one. For the
term (G?);;(G?);j, we use (4.11) to get
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1
i d5 N 2 AwAiGii(G)i (G = 1 D Gis(Ghis (G
mkl ij

2 1 2
= N4d1/2 ZAO (G| + Nigl2 Z (Gl
) %

LA e+ — <Im[m]>2< A, Tmfm] 1 (Im[m]>2.

~ N4qi/2 Nd'/2 \ Np di/2 (Nn)3 " Nd/2 \ Ny

(7.27)

For the term (Gz)ij(G2)kl, we use (4.11) and (H — 2)G = P, to get
1
N4d5/2 Z AiAjGii(G?)i (G = Nig2 Z Gij(G?)ij(AG*A);j
zyk:l ij
d— 2 242
= W Z Gii(G?)ij(2°G* +22G + PL);; (7.28)
ij

1 Im[m]2 A, (Im[m]\?
= N?d3/2%:|G”| (N)? ~we\ Ny )

where in the second equality we used that AG?A = (d—1)(H —z+2)G*(H—2+2z) =
(d—1)(22G?*+22G+P,). For the term (G?);;(G?);x, we use (4.11) and (H—2)G = P,
to get

2 2 2
N4d5 i D AwAnGii(G?)i (G N4d3 i Z Gij(G)ij(AGY);i
ijkl

(d—1"? 2 2
= T NApR Z Gij(G)ij (2G7 4 G (7.29)

m]2 Im[m] ) *
NQdZ’ ”' Np)? <N77> ’
where in the second equality we used that AG? = (d — 1)Y2(H — z + 2)G? =

(d—1)*(2G? + G). The term (G?);;(G?);; can be estimated in the same way. For the
term (GQ)kl(GQ)kl, we use (4.11) and (H — 2)G = P, to get

1
N4d5/2 D A AjGii(GP)(GP ) = Nige D (AGA)(G*)(G?)
Z]k‘l kl

d—
N4d5/2

Im[m]2 A, (Im[m]\?
2 o
-<N2d3/2zkl:|(z G—{—ZPJ_-FHPJ_)]C” (N??)Q -<d3/2 < N77 ,

Z (z 2G + zP| + HPL)kl(Gz)kl(G%kl (7.30)
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where in the second equality we used that AGA = (d—1)(H —z+2)G(H —z+2z2) =
(d — 1)(22G + 2P, + HP}), and in the last inequality, we used A, > 1/v/d and
S |(22G + 2P, + HP| )| < N?A, 4 d/2N < N2A,. For the term (G?)i(G?)ix,
we use (4.11) and (H — 2)G = P, to get

N4d5/2 D A ApGi (GG, = N4d5/2 D Ar(AG)a(G*)u(G?)ik

ijkl ikl
d— 1 1/2
= (N4d5/2 Z Air(2G + PL)a(GH)(G?) i (7.31)

1 Im[m]2 A, (Im[m]\>
*W%Azk(ZG‘FPJ_)M (N7)? <F Ny )

where in the second line we used AG = (d—1)Y2(H —2+2)G = (d—1)"/?(2G+P,),
and in the last inequality we used Y, |(2G + P )| < NA,. The term (G?)(G?);

can be estimated in the same way. For the term (G?);,(G?);x, we use that >.;Gi; =0
to get

N4d5/2 > AApGii(G)i(G), = N4d3/2 Y AnGi(G?)in(G*i = 0.
igkl ijk
(7.32)

The term (G?);;(G?);; can be estimated in the same way. For the term (G?);,(G?)i,
we use (4.11) and (H — 2)G = P, to get

1
N4d5/2 D A AjGi(GPin(G?)j = N2 > Gi(AGY)u(AG?);
Z]kl i

(d — 2 2
= 7N4d5/2 Z GU(ZG + G)ZZ(ZG + G)jj (733)
)

1 Im[m)2 A, (Im[m]\?
= N2 Z'G”| (Nn)? &2 ( Nn )~
ij

where in the second equality, we used AG? = (d — 1)'/?(H — z + 2)G? = (d —
DY2(2G? + @).

We combine the above estimates together, and find that the third term in (7.22)
is bounded by

N2d5/2 ZE ZkAJlGZJ((akl )P, )PZ:*SP;"]

ijkl
Aj Im[m]| P!|2 A Im[m]|P!]\? (7:34)
o) a 2r—3 1o a 2r—3
) dl/QE{ (vop e }+ i < N ) |Pa| ]

The Claim 7.4 follows from combining (7.25), (7.26) and (7.34). O
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7.2 Proof of (7.9). By (4.7), the left-hand side of (7.9) can be written as

! kl r—1 pr

N~ & ElAR AP G Dy (P D)

ijkl
b1—1 7
_Z W%-4wmmZEPMN%W%w%MﬁM
ijkl
1 o
+ g Ty 2 [ ()" o) 4+ 0et) ) DR
ijkl

(7.35)

for some random 6 € [0, 1]. As above, by choosing by large enough, depending on
r, we find that the last line of (7.35) is bounded by N~2". Moreover, for terms
corresponding to n; > 3 in (7.35), we have the following simple estimate.

CrAM 7.5. For the terms ny > 3 on the right-hand side of (7.35),

1 kl\ny kil r—1 pr
N2d(d — 1)(m D2 > E {AikAﬂ(az‘j) (Gij) Dij (P Pa)]
igkl
s 7.36
= E ‘PA‘ Im[m] 4 Im[m] ? |P |2r—1—s ( )
dn/2 1<s<2r—1 Nn Nn a .
Proof. Thanks to (4.7) and (7.12), we have
2\ ¢ 2r—1—s
Kl pr—1pr | Pl Im([m]  (Tm[m] | Pal
D5 (Pi'Py) < e ( N + N R (7.37)

Combining with (851)"16’1-]' < 1 we obtain

1
N2d(d— 1)

kl\n, kl r—1 pr
(n1+1)/2 ZE [ lkAJl(aij) (Gij)Dij (P 1Pa)]
igkl
1 Pyl Tmfm] (T[] \*\" | oo
- N2dmt9)/2 1<se5— 1Z:ZE A Aj ( Nn * Nn Pl
ijk

(o] -

In the following, we estimate the terms on the right-hand side of (7.35), corre-
sponding to n; = 1 and n; = 2.

1
= max
dn/2 1<s<2r—1
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CLAIM 7.6. For the term ny = 1 on the right-hand side of (7.35),

15 A2 _ [Tm[m]|P, -
e ZE[ sy DE(P )] < e [Tl p ]

di/2 Nn

~EIP ]

(6]
N T d +d1/2>1<giaé§—1E

+E [Im[ p, 1} .

N (dl/z Ad A2

mfm]| P (Tmm]\*\" ) o
( Ny +< Nn)) Bl 1]

(7.38)
Proof. The derivative 6fleij is given by
MGy = —GiiGjj + GaGjj + GiiGrj — GijGij — GuGrj — GGl
+GirGij + GiiGij. (7.39)

We shall show that the biggest term is —G;;G 5, and that the other terms are smaller.
We first estimate those terms in (7.39) which contain two off-diagonal terms, i.e.,

—GiiGij — GGy — GuGyj + GipGij + Gi;Ghj. For the term Gy;Gyj, using (7.37) to
bound Dkl(P" Lpm,

N2d [ A GG DR (P~ 1P7’)}

< v =) | 2 2 E [AwduadiDE (PL B + S E [ Aal DE (7P|
i#j ki ikl
S
\PiIm[m]  (Im[m] > R
Nn + Nn | Pal '

The same argument applies to the other terms with two off-diagonal indices.
We next estimate those terms in (7.39), which contain exactly one off-diagonal
term, i.e., Gilij + G”ij For the term Gilija

m
dl/2 1<s<2r—1

(7.40)

1 T— T
mZE[ wAnGaGi; DY (P Py)]
igkl

bo—1 1
_ kino ( pr—1 pr
- Z na!N2d(d — 1)1472/2 ZE[ ik Aj1GuGi;(055)"™ (P P )}

ny=1 ijkl

1 kiNbs ( pr—1 pr kl
T baINZd(d — 1)1 72 DB [ A GaGy ((0) (P P (A + 06 ).

ijkl
(7.41)
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for some random 6 € [0,1]. As above, by choosing by large enough, depending
on r, we find that the last line of (7.41) is bounded by N ~2". Moreover, for terms
corresponding to ng > 2 in (7.35), by the same argument as (7.40) and max;; |G| <
Ao, we have the simple estimate

1
N2d(d - 1)

o S A 8 5 )

ijkl
Py Tmfm]  (Tmm]\?\ | 1o
( Nn +<Nn>>|Pa| ]

Using the above estimate in (7.41), we get

(7.42)

E

dn2/2 1<s<2r—1

1

m ZE |: ZkA]lelG”Dkl(PT 1PT)}

ijkl

1 kl  pr—1 pr
mwiwﬁﬁ[w%%@ﬁU’Pﬂ (7.43)

Ao Pyl Tmfm] | (Tmfm]\*\" | o
+o<( ( N +<Nn))’Pa’ D

d 1<s<2r—1
The first term on the right-hand side of (7.43), arising from ns = 1, needs to be
estimated more precisely. It can be written as

1 kl r—1 T
WZE[ kA GuGy;05 (P~ Py)

O( s o .
= 2 dmZE[ wAnGaGi; ((r = 1)K mPLPI2 Py + roffm Py Pal2) |

igkl

(7.44)

We estimate ), AikAﬂGll@ m, and the other term ) .., ,kA],Gdafjlm can be
estimated in the same way. Recalhng (4.9), we have

Ot = 2 (~(G%)yy — (GO + (G2 + (G)). (7.5

We first estimate the terms in (7.45) which do not contain the index . For the terms
(G%)ij + (G?)ix, using the definition of the Green’s function (H — 2)G = P, and
then using (4.12),
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N3d5/2 D AAuGa(—=(G?)ij + (G*)i) = N3d5/2 D Ain(AG);(—(G)ij + (GP)ar)

ijkl ijk
(d—1)1/2 ) ,
= szhk 2G + P1)ij(—(G7)ij + (G7)ik)
ijk
Im[m] A, Im[m)]
NQdQ %};Azu G+ Pyl = < Ny

(7.46)

where in the second equality we used that AG = (d — 1)Y?(H — 2 + 2)G = (d —
1)Y/2(2G + Py). For the terms which do not contain the index i, (G?);; — (G*)i,
analogously,

Ao Im[m]
d Nn

N3d5/2 ZA%kAJlel«G )it = (G)x) <
ijkl

(7.47)

We plug the estimates (7.46) and (7.47) into (7.44), and get
1 kl  pr—1 pr Ao Im[m”P(H 2r—2
WZE (A A GGyl (P P;)| < —PE i ol LR B
(7.48)

The same argument applies to the term G;;G};, and we have the same estimate as
(7.48).

To estimate the term —G;;Gj; in (7.39) we use the following Claim 7.7, which
concludes the proof. O

The following claim uses a cancellation that exploits that the graph is regular.

CLAIM 7.7. We have

! kl pr—1pr
mZE{ i Aj GGy D (PL P, )]

A2 [Im[m]|PL, 9 5]  d -

di? [ Ny el + BN

(7.49)

d1/2 Aq
* <N - d> 1 B

+E[ m|m ]yPP’” 1]

m[m]| Py (Tm[m]\?\" | s
( N1 +< Nn)) Pl 1]
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Proof. Using };:(Aij — d/N) = 0 and Corollary 3.2 with the random variable F* =
m2Pr~1 P’ we have

1 d A
0= N 2 s = )RR
L 5 d ]
= N%dd_1) %E[AmAszZ%mQ(P:‘lP:))] +0x <NE [c(P;"—lP;,A>])

1 2 1kl pr—1 pr d -
— Ned(d 1) %E[AikAjlm D3 (P Py)] + O« NE [C(Py' P, A)]

Im[m] ° 2r—s
+ o E [(va) [Pl :

where we used (4.24), the discrete derivative rule (4.6), and (7.12). The error
C(Pr=1Pr A) is estimated in (7.5).
Therefore, subtracting (7.50) from the left-hand side of (7.49), we get

(7.50)

! kl r—1 pr
N2d(d—1) ZE [AikAleiiijDij (P pa)}
ikl
1 o
= W) 2 B [ Al Gy = ) DI (PIE) )
ikl

+ O (zc\l[E [C(Pi~'P;, A)] + max E [(M)SWQPT—SD .

1<s<2r Nn

Using (4.7), we rewrite the first term on the right-hand side as

O 1 r—1 pr
Ngd)z R [AikAﬂ(Giiij - m?) Dy (P, 1Pa)]
ijkl
bz—l 1 )
=2 gl N2dna/2+2 > E {AikAjl(Giz‘ij — mz)(afj)”Z(nglpg)]
na=1 "7 ijkl
1 —1pr
T oo N2ge /212 > E [AikAﬂ(Gz‘iij —m?) ((855)"2(P§ LPrY(A + 9%1))]
) ijkl

(7.52)

for some random 6 € [0, 1]. As above, by choosing by large enough, depending on
r, we find that the last line of (7.52) is bounded by N~2". Moreover, for terms
corresponding to ny > 2 in (7.52), we have the following simple estimate. Using
|Gii —m| < Aqg, (7.12), and that >, Ay = >, Aj = d, we find
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1
N2gn=/2+2

> E [AikAﬂ(Giiij —m?)(0f)" (Pg—lﬁg;)}
ijkl
O(1) mmm]|P)|  (Imfm]\2\ | o
< N B, 2 F AikAﬂAd< v ) ) B
v

<Im[217|Pé| . (II?V[:]Y)S |Pa|2,,_s—1] .

For the term in (7.52) corresponding to ng = 1, the estimate is more involved.
We start by writing

E

dn2/2 1<Isria2r—1
(7.53)

o(1 o
]\,2;5)/2 > E [AikAjl(Gn‘ij —m?)} (P; 1Pa))}
ijkl
O(1
= N2f:l5)/2 ZE [AzkAgl(G”G” — m2) (7,54)
ijkl

x (r(Om) Py Paf2 =2 + (r = 1) (0ffm) PyP2 Py )|

We estimate the term ), AikAjlﬁfjlm; its complex conjugate ), AikAjl(?fjlm is
estimated analogously. We use (4.9) and estimate the resulting four terms one by
one. For the term —(G?);;,

1 B .
w7 O B [AiAj(GiaGi — m?)(G)i Py | Pal ]
ijkl
1 D, —
= 7 2 E [(CaGl; = m*)(G) PP ]
ij

1
- ZJE [((Gii —m)m + (Gj; —m)m (7.55)

+(Gii —m)(Gy5 —m))(G?)ij Py Pa| 7]

1 _ .
= g 2 E [(Gis = m)(Gjj — m)(G®)i; Py Pal 7]
]

A3 o [Im[m]| Py
<cll/?IE[ Nn

’ ‘Pa‘2T_2:| 7

where in the third equality, we used that the first two terms vanish after summing
over index j and ¢ respectively because } . (G*)ij = 0 =3",(G?);j, and in the last
inequality, we used |G —m| < Aq and (4.11). For the term (G?);,
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1 3 o
N3 D R [AiAj(GuGyy — m*)(G?)iw Py | Pl 7]
ijkl
1 _ .
= g 2 E[(GiGyy = m) (AR Py P 2]
(d 1)1/;] (7.56)
= W ZE [(GMGJJ — m2)(zG2 + G)iipé|Pu|2T_2]
ij
Aq_, [Tm[m]|P}| or_9
7E S P T
= d |: NT] ’ a’ )
where we used that AG® = (d—1)"/?(H —2+2)G* = (d—1)"/*(2G° + G) and (4.11).
We have the same estimate for the term (Gz)jl,
 Au [imim1P)

1 D 2r—2
R > B [AiAj(GiiGij — m?)(G?) i Pl Po| ] N

ijkl

’Pa|2r72 )

(7.57)
For the term —(G?)y, we use (4.11)

1 B —
N32 D E[AinAu(GiiGjj — m*)(G?)a Py Pal* ]

ijkl
1 _ -
= N3p2 ZE [(GiiG]’j — m2)(AG2A)ijPA‘Pa‘2 2]
]
d—1

= N35/2
Ag Im[m]| P 2r—2

= d3/2]E |: Nn |Pu| ’

where in the third equality, we used AG2A = (d — 1)(H — z + 2)G*(H — z 4 z) =

(d—1)(2°G? 422G+ P, ). We combine the estimates (7.55), (7.56), (7.57) and (7.58),

and use that Aq > 1/\/3,

ZE [(G“Gﬂ — 777,2)(2:2G2 +22G + PJ_)Z'jPé‘Pa’%iZ]
ij

(7.58)

o) . T, A2 [Im[m]|P], . o
N2J5/2 Z]E [AikAjl(Giiij_mZ)azkjl(Pa’PaP 2))} = dl;iQE N7 = |Pa‘2 20
igkl
(7.59)
The Claim 7.7 follows from combining (7.51), (7.53) and (7.59). O
CLAIM 7.8. For the term ny = 2 on the right-hand side of (7.35),
L kN2 kl pr—1pr
N%l(d—l)?’/QZME [AikAjl(aij) (Gij) Dy (Pa Pa)j|
’ (7.60)

{0}
— X
d 1<s<2r—1

"I Tm[m m[m]\ 2\
(Pa!;[n[ ]+<1N[n1>> ‘Pa‘wsl.
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Proof. For i # j we use (8@1)2Gij < A, from (4.13),

! kl r—1 pr
N e O B [AnAu(O) (G DE (P )]
ijkl

A r—1 pr 1 r—1 pr
< o 2B [Audal DE (PP + s D B [Awdal DY (PP
ijkl ikl

(¢}

Pyl Tmfm] - (Tmfm N5 e
= 715%355_1 ( Nn + Nn | Pal ’
(7.61)
where we used (7.37) for the second inequality. O

8 Analysis of Self-consistent Equation and Proof of Theorem 1.1

In this section we analyse the recursive moment estimate (7.1) from Proposition 7.1,
around the spectral edges +2, and obtain an improved estimate for the Stieltjes
transform m(z).

In the following, we focus on the right spectral edge; an analogous argument
applies to the left edge. For a fixed integer a > 1 and the same large constant & > 0

as in (2.10), we define the spectral domain for the right edge (around the point
z=2) by

(8.1)

d
> 44
de/2 T N ™ N2 - N(Nn)1/2 T d3/2N77 ™ (N77)2

43 d3/2 1 1 }

Also recall my from (2.5).

Theorem 8.1. Fix an integer a > 1. For 1 < d < N?/3, the following holds uni-
formly for any z = 2+ k + in € De,.

e If kK > 0 then

1 1/3 1
at N dNn>1/2> Nn2/3(|k] +n)1/3
d a3 1 d3/2 1 1 1 )

Im(z) —ma(2)] (
1

+ TI n (da/z tN Tt Neer TN T Ng e T seNg T ()2

(8.2)

e If kK <0 then
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1

5/2 1/2
m(z) —ma)| < (5 S
(N2 \ Ny T N2 T B

+ 1 ! +i+d—3+ & (8.3)
Ve /2 N N2 N./Nn)’ '

The analogous statement holds around the left edge.

In this section, we use the notation X <Y to mean X = O(Y) and X <Y to
mean X <Y and Y < X.

The estimate for the extremal eigenvalues of the random d-regular graphs, The-
orem 1.1, follows as a corollary of Theorem 8.1 and [CGJ18, Theorem 1.1], which
states that with high probability, the second-largest eigenvalue and the smallest
eigenvalue of a random d-regular graph is of order O(1).

PROPOSITION 8.2 ([CGJ18, Theorem 1.1]). Fix ¢ > 0. For 1 < d < N?/3 and large
enough N, there exists a constant R depending on ¢ such that, with probability at
least 1 — N—1/¢,

max{A2, —An} < R. (8.4)
Proof of Theorem 1.1. We recall the following elementary estimates on mgy(z) which

hold for bounded |z|. Let z = 2+r+inor z = —2—k+infor 0 < n < R0 < 24k < R.
Then

(8.5)

mfma(z)) =3y
VIEl+n

This estimate follows from (2.5) and the analogous estimate for my.; see, for example,
[EY17, Lemma 6.2].
We choose a = 6 in Theorem 8.1, and take z = 2 + Kk + in € D,, where

(1 1 d? N¢/?
“—N<d3+w+w)’ =N/

In particular, n < . Then under our assumption 1 < d < N?/3, (8.2) implies

m(z) = ma(a)] < 37— (8.6)
Since Im[mgy(z)] < n/v/k < 1/Nn, we get Im[m(z)] < 1/Nmn. Since any eigenvalue
in 2+ Kk —n,2+4 K+ n] would yield a positive contribution of size at least 1/Nn to
Im[m(z)], this implies that there cannot be any eigenvalue on the interval [2 + k —
1, 2+k+17)]. Since we can take any & in the interval [N (d =3+ N—2/34d2N—4/3) g—2],
combining with Proposition 8.2, we conclude that with probability 1 — 2N 1/ we
have Xy < 24+ N(d=3 + N~2/3 4 @2N—4/3). Since ¢ > 0 is arbitrary this implies
the same conclusion with probability 1 — N~1/¢ as in the statement of the theorem.
The lower bound for Ay follows from the same argument. This finishes the proof of
Theorem 1.1. O
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8.1 Stability of self-consistent equation.  Recall from Corollary 6.4 that for
z € D,

1P (2,ma(2))] = ]k + 14 O(d~%2), P! (2,mq(z)) = 2+ O(d~1/?),
P! (z,ma(2)) = O(1). (8.7)

The following proposition on the stability of the self-consistent equation, relying on
the above square root behaviour at the edge, is essentially [BEKYY14, Lemma 4.5].

ProrosiTioN 8.3. Fix an integer a > 1. There exists a constant € > 0 such that the
following holds. Suppose that & : D, — C satisfies N=2 < §(z) < ¢ for z € D,, and
that ¢ is Lipschitz continuous with Lipschitz constant N. Suppose moreover that for
each fixed k, the function 1 +— §(2+ k+1n) is nonincreasing for n > 0. Suppose that
for all z € D, we have

| Pa(z,ma(2))] + [Pa(z,m(2))] < 6(2). (8.8)

Then we have for z =2 + k + in € D,

—myg(2)| = 0(2)
m(z) = ma(2) o( WH&(Z)), (59

where the implicit constant is independent of z and N.

Proof. Let z =2+ k + in € D,. By Taylor expansion, (8.7), and Proposition 2.1, it
follows that

Py(z,m(2)) = Pa(z,ma(2)) + Pg(z,ma(2))(m(2) — ma(z))

9 9 (8.10)

+ (Pq(z,ma(2)) + o(1))(m(z) — ma(z))"/2.
We abbreviate R(z) := Py(z,m(z)) — Py(z,mg(z)). There exists a(z) < /|x| + 7
and b(z) < 1, such that

R(z) = a(z)(m(z) — mq(2)) + b(z)(m(z) — md(z))Q. (8.11)

With (8.11), Proposition 8.3 follows by a continuity argument that is essentially the
same as [BEKYY14, Lemma 4.5]. O

8.2 Estimates on individual Green’s function entries. In the following
we first prove some estimates on the individual entries of Green’s function, which
slightly improve the estimates on the diagonal Green’s function entries from [BKY17,
Theorem 1.1] using the results from the previous sections.

PROPOSITION 8.4. Fix 1 < d < N?/3. Uniformly for z = 2 + k + in € De, we have
(4.1) with A, and A4 given by (2.13). The analogous statement holds for the left
edge.



GAFA EDGE RIGIDITY AND UNIVERSALITY OF RANDOM REGULAR GRAPHS 747

Proof. From Proposition 2.1, we have (4.1) for all z € D, with A, and A4 given by
(2.11). (In all all bounds below, A, and A4 will continue to be given by (2.11).) By
the rough bounds Im[m] < 1 and |P,| < 1, it follows from Proposition 7.1 that

A2 P.|2r—2 1 d3/2AO 3
E[| P[] < dE[' d ]+( n )EnPaPT 1

dl/2 Nn de/2 N
|Pu|2r—s Ad A(Q) dAO |Pa|2r—s—1
T o B [ e | T\ a Tar TN ) L E Ty |
(8.12)
By Jensen’s inequality, we get from (8.12) that for any r > 1,
1 A2r 1 d3rA2r
E[|P, < — 4 e 1
Therefore
A2 1 @A,
|Pa(z,m(2))] < o + 25 + oW (8.14)
uniformly for z € D,. Taking
1 A% 1 d¥2A
— N¢ 2d oy - °
d(z) =N <da/2+d1/2+N77+ N >, (8.15)
in Proposition 8.3, where ¢ > 0, we obtain
1 Ag 1 BN
Im(z) —ma(z)] < Jo/4 T qi/4 + (Nn)1/2 T N1/2 = d1/2 + N * N
(8.16)

where the last bound follows from the definitions of A, and A4 in (2.11) and taking
a > 2. The proof is completed by applying [BKY17, Lemma 5.4]. Indeed, thanks to
[BKY17, Lemma 5.4], we have

1 d¥? 1
1+ (m(z) + 2)Gii(2) = O <d1/2 + N + \/W) (8.17)
With (8.16) as input and noticing that |ms.(z) — mg(z)| = O(1/d), we get
1 d¥? 1
1+ (mge(2) + 2)Glii(2) = O (d1/2 + N + \/W) (8.18)
Using (2.7) we obtain
1 d¥? 1
Gii(z) — msc(2) = O (d1/2 + N + m) , (8.19)
from which we deduce that
1 d¥? 1
m?x|GiZ-(z) —mgq(2)| < T/ + N + TN (8.20)

as claimed. O
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8.3 Proof of Theorem 8.1. Throughout this section, we abbreviate A(z) =
|m(z) — mg(z)|, and ®(z) = Im[mg(z)]. Then Im[m] = ®(z) + O(A(2)), and P(z,
m(z)) = Pi(z,mq(z)) + O(A(2)) from Corollary 6.4. Moreover, we take A, and Aqg
to be given by (2.13). By Proposition 8.4, we know that (4.1) holds for any z € D..
Notice that Proposition 7.1 implies that, for any z € D,

A2 1 P’ s I P/
]EHPC[|2T] < 0 max E |:<H1{TTL]|a|> |Pu|27"—8—1:| +E |:In[7n]|a‘|Pa|2r—2

dl/2 1<s<2r—1 Nn (Nn)?
A, Im[m] ’Pcﬂz 2r—3 1 dg/on 2r—1
+ ol | | 4 (s + S ) EIRP Y

Im[m] ° 2r—s
ﬂ;ﬂ&’;ﬂ(m}) Bl -

We notice that for z = 24+ k+in € D, |P.(z,m(2))| < v/|k] + n+ A(2). By Jensen’s
inequality, it follows from (8.21) that

( 1 A2 )T<(<I>+A)(\/|/<a]+77+A)>T]
N

Ny T

(8.21)

E [[P(z,m(z))|27"] <E

2r 2r/3 d 1 A)2/3 A)4r/3
LE| (A L] (L (@ + M) (VK[ + 0+ A) (8.22)
N77 d1/2 (Nn)Qr
1 B2ANY
+E <da/2+ N >

Before proving Theorem 8.1, we prove the following weaker estimate which will
be used as an input in the Proof of Theorem 8.1.

PROPOSITION 8.5. Uniformly for any z = 2 4+ k + in € D,, we have
A(z) = [m(z) = ma(z)] < VK| + 7. (8.23)

Proof. Thanks to (8.5), we have ®(z) < \/|k| + 1. From our choice of the spectral
domain D, in (8.1), we have

1 1 &32A, A2 1
— < 4/ ° _— K . .

Thus (8.22) implies
E [|Pa(z,m(2)*"] < (I8l +m)*" + (|6] + n)"E [A(2)*'] . (8.25)

We have the Taylor expansion (8.10)
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Po(z,m(2)) = Pa(z,ma(2)) + Pq(z,ma(2))(m(2)
—mq(2)) + (1 +o0(1))(m(z) — ma(2))?, (8.26)

where we used that P/ = 2+ O(1/d"/? + d/N), P = O(1), and A(z) < 1. Rear-
ranging the last equation (8.26) and using the definition of A, we have arrived at

2)2 S ARV K|+ 1+ |Pa(z,m(2))] + | Pa(z, ma(2))], (8.27)
and thus
E[A()Y] S (6] + )" E[A=)"] + E[|Pa(z,m(2))*"] + | Pa(2,ma(2)) ", (8.28)

for any fixed integer r > 1. Now we replace E[|Py(z, m(2))|?"] in (8.28) by the right-
hand side of (8.25). Moreover, on the domain D, from Proposition 6.1, we have
|Pa(z,mq(2))| < |6| +n. With E[A(2)*] < E[A(2)*]"? by the Cauchy-Schwarz
inequality, we thus obtain

E[A(2)Y] < (sl + ), (8.29)
for any ~ > 1. The claim A(z) < /|k| + 7 follows from Markov’s inequality. O

Proof of of Theorem 8.1. We assume that there exists some deterministic control
parameter ©(z), for any z = 2+ k + in € D,, we have the a priori estimate

Im(z) —ma(z)| < O(2) S Vsl + 1. (8.30)

From (8.22) we get

1/2
1 A2>1/2<(<I>+@)\/]f<a]+77> / L2460

PaCem)] < (7= + 2 b *

. A, 1/3 ((I)+@)1/3(|I€| _|_n)1/3 1 N dS/QAO
dl/2 Nn de/2 N

(8.31)

Since ® + © < \/|k| + 1, (8.31) simplifies to

| Pa(z,m(2))]
1/2 1/2
(L P 2@+ +n
Nn N2 = g3/2 Nn

. A, 1/3 (‘I)"i‘@)l/:}(’/ﬂ‘"f'?])l/g 1 +£+d73+ d3/2
di/? Nn d*/2 N N? N,/Nnp/)’
(8.32)
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To conclude the proof, we consider the cases k < 0 and x > 0 separately. If
k < 0, then we have ®(z) < \/|k| + 7, and (8.32) simplifies to

1 J5/2 1 1/2 15| + 1 1/2
| Pa(z,m(2))] < (]\717+]V2+d3/2> < Ny )

d d3 d3/2
" (da/2+N+N?+N\/N17>'

(8.33)

Thanks to Proposition 8.3, by taking (z) the right-hand side of (8.33) times N°,
we get

(=)~ ma(a)] < o (s + G
(N2 \Np T N2 T B

PR ! +i+d—3+ﬂ (8.34)
w/|l‘€’+77 de/2 N N2 N\/N’I’] ’ ’

This finishes the proof of (8.3).
If kK > 0, then ®(2) < n/\/|k| +n, and (8.32) simplifies to

P, 1 d & 1 d*? 1
|Py(2,m(2))] < Jo2 TN TN T N1/23/4 T N3/2p1/2 * Nnl/2
Ao N2 (Rl 402 s (sl 4m)/0
o UklTn)" " q1/3  URITN)7 7
+<d1/2> < L A T > (8.35)
1/2 1/2
N S I by VUG RN
Ny TN N |

Thanks to Proposition 8.3, by taking d(z) to be the right-hand side of (8.35) times
N¢, we get

3 3/2
m(2) — ma(2)] < 1 ( 1 d d 1 d 1 >

K] + 1 de/2 + N + N2 + N1/243/4 - N3/2p1/2 + Nnl/2

Ao \'? 1 1
+{ 0!/
d? No(|s] +m)1/6 NP/ (|k] +m)t/?

5/9 1/2 1/2
+<1+d/2 + 312> ! el/2.
no N2 Nov/[s] +11

(8.36)
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Since the exponent of © on the right-hand side of (8.36) is less than 1, by iterating
(8.36) a bounded number of times and recalling the definition of <, we get

(o) —maal < (L4 L e L) :
AT A TN T N2 ) NP (s )7
1 1 d & 1 d3/? 1 1 1
+ /rl T da/2 + N + N2 + N1/243/2 + N3/2p1/2 + Nnt/2 + d3/2Np + (Nn)2 )"
(8.37)
This finishes the proof of (8.2). O

9 Edge Universality: Proof of Theorem 1.3

In this section we prove the edge universality of random d-regular graphs in the
regime N2/ <« d <« N'/3 where Theorem 1.1 provides optimal bounds on the
extremal eigenvalues. Thus, throughout this section we assume that there exists a
universal constant e such that

N2/9+€ g d < N1/372. (91)

Our strategy is based on the usual three-step approach of random matrix theory
[EY17]. Starting from the (rescaled) adjacency matrix H = Hy from (1.1), we run
a matrix-valued Brownian motion H(t). Using the rigidity estimates from Theo-
rems 1.1 and 8.1 combined with [LY17], we deduce that for t > N~'/3 the matrix
H(t) has GOE edge statistics; see Proposition 9.8 below. The main work in this
section is a comparison argument to show that Hy and H(t), t > N —1/3_ have the
same edge statistics; see Proposition 9.11 below. This comparison argument has the
same spirit as the one from [BHKY17]. Its underlying principle is that for large d,
a Markovian switching dynamics of the graph that leaves the random regular graph
invariant is well approximated by Brownian motion, when considering observables
that characterize the local spectral statistics. The main difference to [BHKY17] is
that, since we are working at the edge, we need to incorporate precise rigidity esti-
mates on the locations of the eigenvalues near the spectral edge, and the necessary
cancellations are more delicate.

We recall the constrained GOE W as introduced in [BHKY17, Section 2.1]: W is
the centred Gaussian process on the space M = {H € RNV : H = H* H1 = 0}
with covariance E(W , X)(W,Y) = (X ,Y), where (X,Y) := % Tr(XY) for X, Y €
M. Explicitly, its covariance is given by

(W Wi = &(n - 11v> (5j _ zlv> + Ji](aﬂ _ 11v> <5j _ ;f) (9.2)

It may be viewed as the usual Gaussian Orthogonal Ensemble restricted to matri-
ces with vanishing row and column sums. The following result is a straightforward
consequence of (9.2).
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LEMMA 9.1. For the constrained GOE W we have the integration by parts formula
EWi F(W)] = 3 Z]E [OF F(W (9.3)

Next, we define the matrix-valued process

H(t) == e ?H + /1 —etW, (9.4)

where H was defined in (1.1) in terms of the adjacency matrix of the d-regular graph.
Thus, H(0) = H and H(co) = W.

We recall the projection matrix P; = I —11* /N from Section 2. Then the matrix
H(t) and P, commute, i.e. H(t)P, = P H(t). For z € Cy = {z € C : Im[z] > 0},
we define the time-dependent Green’s function by

G(t;z) :== P (H(t) — 2)7'P, (9.5)

so that G(t;2) and (H(t) — 2)~! agree on the image of P, i.e. the subspace of
R perpendicular to 1 which carries the nontrivial spectrum of H(t). The matrix
H(t) has a trivial eigenvalue \;(t) = e~*/2d/v/d — 1 with eigenvector 1. We denote
the remaining eigenvalues of H(t) by Aa(t) = As(t) = -+ - An—1(t) = An(t), and the
Stieltjes transform of the empirical eigenvalue distribution of H(¢)P, by m(t; z),

1
m(t; z) = NTrG (t;2) =N Z ¥ (9.6)
DEFINITION 9.2. An event holds with very high probability if for any ¢ > 0 it has
probability at least 1 — O (N~1/¢).

Under the assumption (9.1), we have the following corollary of Theorems 1.1 and
8.1.

COROLLARY 9.3. Fix a constant ¢ > 0 and suppose that N2/9t¢ < d < N3¢,
Then, for any fixed ¢ > 0 we have with very high probability

A2(0) — 2, |An(0) + 2| < N72/3F<, (9.7)

and uniformly for any z = E + in, with —4 < E < 4 and n > N—2/3,

m(0: 2) — ma(z)| < N° (;n + N%) . (9.8)

REMARK 9.4. As an easy consequence of Corollary 9.3, we have that for any z =
E +1in, with —4 < E < 4 and n > N~2/3%¢_ Im[m/(0; 2)] = Im[mg(2)].
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9.1 Free convolution. The asymptotic eigenvalue density of the matrix H ()
is governed by the free additive convolution of the rescaled Kesten—-McKay measure
with the semicircle law at time s = 1 — e~*. We recall some properties of measures
obtained by the free convolution with a semicircle distribution from [Bia97|. The
semicircle density ps.(x) is given by (2.6), and the semicircle density of variance s is
s1/2 psc(s_l/ 2x). Given a probability measure z on R, we denote its free convolution
with a semicircle distribution of variance s by us. The Stieltjes transforms of p and
are given by G, (z) = [ < du ( ) and G, (z) = [ £ dus ( ) respectively. Then the following
holds [Bia97].

(i) We denote the set Us = {z € Cy : [ duln) - 1}, Then z — z — sGy(z) is a

|z—af?

homeomorphism from Uy to C; UR and conformal from U, to C,. We denote
its inverse by F,, : C; UR — Us.

(ii) The Stieltjes transform of p, is characterized by G (2) = G, (2 — sG(2)), for
any z € Us.

By the inversion formula for the Stieltjes transform, we deduce from (ii) that the
density of p, is given by dus(x)/dz = Im[G,(F),, (z))] /.

The asymptotic eigenvalue density of W is the semicircle density ps.(z) and
the asymptotic eigenvalue density of v/1 — et W is the semicircle density at time
s = 1 —e~t. The asymptotic eigenvalue density of H(t) is the free convolution of
rescaled Kesten-McKay law p(dz) = e//2pg(e/?z)dx at time e~ and the semicircle
density at time 1 —e~!. We denote its density by py(t; ) and its Stieltjes transform
by mq(t;z) = [ 24 paltiz) d:v Since G, (e7¥/22) = e!/?m,(z), we deduce from (i) and (ii)
above that

ma(t; Ea(t; ) = ePmy(2), (9.9)
where

Ea(t;2) = e 22 —et/2(1 — e HYmy(2) (9.10)

is a homeomorphism from the set {z € C : [ £ = Z‘zdx —1+} to C;UR. We denote

the functional inverse of §d(t z) by Fd(t z) which is a homeomorphism from C; UR
to the set {z € C4 : [ £¢ Ldz < A} Thus, pa(t;2) = Im[md(Fd(t x))]/m. To
find the support of the measure py(t; x), we notice that there exists 21 () € R such
that {z€ Cy: [ = dem = 2} consists of the intervals ( 00, 25 (H)] U [z (t), 00)

and an arc C from z (t) to zJ (t). Those two endpoints z3(t) € R are the largest
and smallest real solutions to

|lz— 2\2

1
|:L'—Z|2 Tt 1

(9.11)

and the function Fy(¢; ) maps the support of py(¢; ) to the arc C. As a consequence,
the right and left edges of the measure py(¢; x) are given by

B (t) = Calti 25 (1) = 222 (1) — 2(1 — e Dma(zE (1) (9.12)
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LEMMA 9.5. Let Ly = 2+t/d. Then the right and left edges of the measure p4(t; x)

are given by
ET(t) = <Lt +0 < d13>> : (9.13)

Proof. From (2.7) and (2.5) we recall that for any z € C,

! ma(z) = Mse(2)
Mse(2)’ L—mZ(2)/(d—1)

z = —mg(2) — (9.14)

By taking the derivative we obtain

m2,(2)(1 +m2.(2)/(d — 1))
(1—m2.(2)) (1 —m2(2)/(d—1))% (9.15)

We can solve for zzlt(t) using (9.11) and (9.15),

o Pd()

mi(z) =

et—1 ) |z — zd =(t \2 = ma(z (1)
m2, (2% d—
GO0/

(1 - mic( 2 (1)) (1 = mZ(z3 (1)) /(d — 1))?

In the regime ¢ < 1 and d > 1, we can solve for msc(zd (t)) from (9.16) and get

t 3t t? 1
msc(zdi(t))::t<1—2—2d—8+O(t3+d3)>. (9.17)
Using (9.14), (9.17) implies that
() = —mee (s () - ——— = 7 <2+ Lo <t3 4 1))
d seid msc(sz(t)) 4 ) )’

msc(zi(t)) 1 1
mie0) = gy =+ (g raro (P a))

d

(9.18)

Lemma 9.5 follows by plugging (9.18) into (9.12) and expanding the exponents to
third order. O

9.2 Rigidity and edge universality of H(t). In this section we collect some
estimates on the Green’s function G(¢; z) and the Stieltjes transform m(¢; z) of H(t),
and state the edge universality result for H(t) when t > N~1/3. All statements and
estimates in this section follow directly from [BHY17, LY17, AH18|.

First, using the rigidity estimates of Corollary 9.3 as input, the rigidity estimates
on the Stieltjes transform m/(¢; z) of H(t) follow from [AH18, LY17].
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PROPOSITION 9.6. Fix a constant ¢ > 0 and N2/9+t¢ <d < N1/3=¢ For an arbi-
trarily small constant ¢ > 0 and any time 0 < t < 1, with very high probability we
have

Mo (t) = Lel, [An () + Li| < N72/3%, (9.19)
and uniformly for any z = E + i, with —4 < E < 4 and n > N—2/3,
d
i)~ matti)| < N (- + n) (9.20)

where Ly = 2+ t/d and my(t; z) is defined by (9.9) and m(t; z) by (9.6).

Using the rigidity estimates from Corollary 9.3 and the estimates on the Green’s
function entries of H(0) from Proposition 8.4 as input, the entrywise estimates on
Green’s function of H(t) with ¢ > 0 follow from an argument similar to the proof
of [BHY17, Theorem 2.1]. We remark that in the statement of [BHY17, Theorem
2.1], it assumed that Im[mg] is bounded from below and that ¢ > 7,.. However, in
the proof of [BHY17, Theorem 2.3|, these assumptions are only used to show that
|mi(z) — myci(2)| is small. With the required estimate of |my(z) — myg((2)] already
established by (9.20), the remaining part of [BHY17, Theorem 2.1] does not use
that Im[myg] is bounded from below or that ¢ > n,. Therefore, with (9.20) given, the
remaining proof of [BHY17, Theorem 2.1] applies and gives the following result on
the entrywise estimates of Green’s function of H(t).

PROPOSITION 9.7. Fix constant ¢ > 0 and suppose that N?/9t¢ < d < N'/3—¢,
For an arbitrarily small constant ¢ > 0 and any time 0 < t < 1, with very high
probability we have

1 1
|Gij(t; 2) — 0i;ma(t; 2)| < N <d1/2 + m) , (9.21)

uniformly for any z = E +in, with —4 < E <4 andn > N—2/3,

The edge universality of H(t) for t > N~/3 follows from the following result
due to [LY17].

PROPOSITION 9.8. Fix a constant ¢ > 0 and suppose that N2/9t¢ < d < N3¢,
Let 9 > 0 be a sufficiently small constant and set t = N~Y/32 Let H(t) be as in
(9.4), which has an eigenvalue )\1( ) = e ¥2d/\/d — 1, and we denote its remaining
eigenvalues by \a(t) = A3(t) = - An—1(t) = An(t). Fixk > 1 and s1, s2,- -+ , s € R.

Then
Pr) <N2/3(/\i+1(t) — L) > 5,1 <i < k) 92
ZPGOE(N2/3(ui—2)>si,1<i</~c)+o(1), '

where Ly = 2+ t/d is as defined in Lemma 9.5, and p; > pe > -+ = un are the
eigenvalues of a the Gaussian Orthogonal Ensemble. The analogous statement holds
for the smallest eigenvalues.
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REMARK 9.9. By an appropriate modification of the analysis of Dyson Brownian
motion from [LY17], Proposition 9.8 also holds for the joint distribution of the k
largest and smallest eigenvalues. In particular, this implies that, under the same
assumption as in the previous proposition, the asymptotic joint distribution of
N2?/3(X\g(t) — L¢, = AN (t) — L) is a pair of independent Tracy~Widom, distributions.
Moreover, Proposition 9.11 below can be extended, by merely cosmetic changes, to
also cover the joint distribution of k£ largest and smallest eigenvalues. Thus, we get
the following extension of Theorem 1.3.

Theorem 9.10. Suppose that N*/ <« d < NY3. Fix k > 1 and sic,szi, e ,skjE €
R. Then

Py (N2/3(>\i+1 _9)
> st NP (—Ayyi—2) > s7,1<i< k:)

7

= PGOE(NQ/?’(m —2) > sf N3 (—pni1i—2) > 57,1 <0 < k) +o(1),

9.3 Green’s function comparison. In this section we prove the following
short-time comparison result for the edge eigenvalue statistics of H(t).

PROPOSITION 9.11. Fix a constant ¢ > 0 and suppose that N2/9t¢ < d < N1/3-¢,
Let 9 > 0 be a sufficiently small constant and set t = N~Y/3t Let H(t) be as in
(9.4), which has an eigenvalue A\ (t) = e=/2d/\/d — 1, and we denote its remaining
eigenvalues by Aa(t) = A3(t) = -+ An—1(t) = An(t). Fixk > 1 and s1, s2,- -+ , sk, € R.
Then

Py (N2/3()\¢+1(0) —2) 25,1 <i < k)
(9.23)
=Pu (N2/3(Ai+1(t) — L) > s,1<0 < k) +o(1),

where Ly = 2+ t/d is as defined in Lemma 9.5. The analogous statement holds for
the smallest eigenvalues.

Before proving Proposition 9.11 we use it to conclude the proof of edge univer-
sality of random d-regular graphs, Theorem 1.3.

Proof of Theorem 1.3. Combine Propositions 9.8 and 9.11 . O

The rest of this section is devoted to the proof of Proposition 9.11. For any F,
we define

and we write No(E) as N'(E). We take £ = N~=2/37%/9 and p = N~2/3-?_ Then with
very high probability, from Propositions 9.6 and 9.7 , with (8.5) and (9.9), and with
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the fact that nIm[m(¢; Ly + k + in)] is a monotone decreasing function of 7 (which
is immediate from the spectral representation), for any || < N~2/3+% we have

Im[m(t; Ly + k4 in)] < N™Y3+C?, (9.25)

and similarly, since max;; n|G;;(t; Ly + £ + in)| is decreasing in 7 (see [BKY17,
Lemma 2.1]),

max |Gy (t Ly + £ + i) < N, Y |Gt L+ 5+ in)|> < NY3HE0 0 (9.26)
ij —
ij
Moreover, we have |0.m(t;z)] < Im[m(t;2)]/Im[z] < NY3+C? for any z with
|Re[z] — Li| < N=2/3+% and N—2/372 < Im[z] < N~2/3. Therefore, by integrating
from z =24k +in to 2 = 2+ k +iN2/3, we get with very high probability
m(t; Ly + k +in) = m(t; Ly + k + iN"2/3) + O(N~H/310?)
= mg(t; Ly + k + iN72/3) 4 O(N1/3+C?) (9.27)
= ma(t; B (1)) + O(N~V/3+?) = 1 4 0(1/d)

where we used Lemma 9.5, Proposition 9.6 and the square root behavior of the
density pq(t;z):

ima(t; Ly + & +iN"23) —my(t; ET (1) = \/th + R +HIN-2B-ET(t) N—1/3+Co,

(9.28)
which follows from [AH18, Proposition A.1].
Next, we define
n 1 1
XE(IL’) = 1[E’N—2/3+a]($ — Lt), 977(513) = ———— = —1Im (929)

Com(@?4n?)  m oz +in

We have that \(t) = e /2d > L; and with very high probability it holds \a(t) <
L; + N=2/3+® by Proposition 9.6. By the same argument as in [KY13, Lemma 2.7],
we get that

Tr(xpe * 0) (H(1)) = N7 < N(E) < Tr(xp—e # 0,)(H(D) + N7/ (9.30)

with very high probability. Let K; : R — [0,1] be a monotonic smooth function
satisfying,

0if z <i—2/3,
Kilw) = {1 if 2> 1/3. (9:31)
Since 1, (p)>i = Ki(Ni(E)) and K; is monotonically increasing, we have

K (Te(xgee * 0) (H(£)) + O(N ™) < Ly, 5
< K (Te(xmo * ) (H(1))) + O(N /7). (9.32)
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In this way we can express the locations of eigenvalues in terms of integrals of the
Stieltjes transform of the empirical eigenvalue densities:

k
< PH(t) <N2/3(Ai+1(t) — Lt) > 5,1 <1< k) =K [H 1J\ft(siN—‘2/3)>i]
=1
+0 <N—a/9).

k N N—2/3+d
HKi <Im [77/ m(t; Ly +y +in) dy >
i=1 s
(9.33)

(N-2/34
For the product of the functions of Stieltjes transform, we have the following
comparison theorem.

N—2/3+D

i N
H K; (Im [W / m(t; Ly +y +in) dy
i=1 s

N-2/34¢

+0(N)

PROPOSITION 9.12. Fix constant ¢ > 0 and N2/9t¢ < d < NY/3=¢ Let 0 > 0 be
sufficiently small and set t = N~'/3t% and n = N=2/3-°_ Let F : R¥ — R be a fixed
smooth test function. Then for Ey, Fo,--- , B, = O(N~2/3) we have

N-—2/3+2 k
Ey | F {Im N/ m(0; Lo +y + i) dy }
B i=1
N—2/3+D k
— B | F (Im [N / m(t; Ly + y + in) dy] } (9.34)
B i=1

N2/3+Cbt Nl/S-‘rCDt
+O< d3/2 + dl/2 )

Proof of Proposition 9.11. Since d > N?/9t¢ and t = N~V/3+%_for d small, the error
terms in (9.34) are of order O(N~?). By combining (9.33) and (9.34), we thus get

P <N2/3(>\ V() = Ly) > s+ 2N¥30,1 <

k N N-—2/3+2
HKi <Im[w/ m(t; Ly +y +in) dy
=1

siN—2/34/4

a/9>

< Epg

a/9>

(9.35)
Since N2/3¢ = N=°/9 <« 1, (9.23) follows. O

i—1 CN—2/3_¢

< Py (NQ/?’()\iH(O) Lo) > i1 <i < k) ( 9)
k N N—2/3+0
HKi<Im[7T/ m(t; Ly +y +in) dy>

gPH(t)<N2/3(/\ 1(t) = Ly) > sz—2N2/3€1<7,<k>+0 a/9
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Proof of Proposition 9.12. For simplicity of notation, we only prove the case k = 1;
the general case can be proved in the same way. Let

N-2/342
X; =1Im [N/ m(t; Ly + y + in) dy] . (9.36)
E

We shall prove that

(9.37)

2/3 1/3
IE[F(X,)] — E[F(X0)]] < N (N t N t)

d3/2 T dl/2
The derivative of E[F'(X;)] with respect to the time ¢t is
d [ dX;
E[F =E|F'(X
CEir(x) _<t>dt]

N-—2/3+0
. om . 9
=K Xt Im/ NiZjHij(t)aI_Iij-i-LtiZjGij dy

N—2/3+?
=E |F/(X;) Im/ = Hy(t Ga,GajJrLtZG dy

ija

(9.38)

where we abbreviate G(t; Ly +y +in) and m(t; Ly +y +1in) by G and m respectively.
In the following, we estimate the right-hand side. By definition,

e—t

2v1 —et

In the following, we use the notation 811’“} applied to a function of H(t), such as G or
m, to denote the directional derivative (4.5) with respect to H (t). For any directional
derivative 0 we therefore have

0

—t 9 _ ./ —t
8HF(H( ) =¢e /2 OF(H(t)), WF(H(t)) =V1—-etOF(H(t))

. 1
Hij (t) = —§e_t/2Hij + Wz] (939)

Plugging (9.39) into (9.38), and using the Gaussian integration by parts (9.3), we
therefore obtain

=3 E[Hiy(t)F'(X1)GaiGja] = %Z]E Ke*t/QHij - \/%Wm) (Xt)Gme]
e v (9.40)

o t/2

kl
2\/7 ZE ’Lj Xt)Gasza - 2N3 Z 8 Xt Gasza)}

ijkla
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To estimate the first term, we apply Corollary 3.2 with the random variable Fj; =
F'(X:)GaiGjq in (3.7). Since Cj;(Fij, A) < |GaiGjal, using the Ward identity (4.2)
and ), j Ajj = Nd, the resulting error term is bounded by

dE[A;;Cij(Fi;, A)]  d'/?
\/—Z T = 2 ElAGIGaiGiall

ija ija

< d3/2E[Imm] < Cd3/2N1/3+Cb : (941)
n

in the last inequality, we used (9.25) and that n = N=2/37% and |s| < N~2/3+% In

summary, Taylor expanding the discrete derivative in (3.7) and noting that the first

term on the right-hand side of (3.7) vanishes by >, G4; = 0, we find that (9.40) is

bounded by

—t

- AL Ak ) Kl v
2Nd(d —1) Z £ [AZkAJlaU (F(X1)GaiGja) } IN3 Z E[055 (F(X1)GaiGja)]

ijkla ijkla

—(n+1)t/2

i Z 2Nd 1)(n+1)/2p) l%l [ ’kAJl(akl) (F,(Xt)GaiGja)}

L0 <d3/2N1/3+Ca)
(9.42)

for some constant b. The terms in (9.42) are estimated in the following two claims;
we postpone their proofs to the end of this section.

CrAamm 9.13. For the first two terms in (9.42) we have,

—t
€ Aokl ) Kl (
SNIT=T) Z E [AlkAﬂaU (F'(X1)GaiGia) } - N3 Z (05 (F'(X1)GaiGia)]
ijkla ijkla
3 ) N1+CD
ij
(9.43)
CLAIM 9.14. For any n > 2, let,
o (nt1)t/2 .
= v B (M (P0G 04
" ijkla
Then, we have the estimates
N4/3+CD N1+CD
/ 2
ZEF X)G3; +o< T ) (9.45)
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N4/3+Co N1+Co
) , (9.46)

/ 2
dZEF (X1)G3) +O( St

and for any n > 4, J, = O(N*/3+C? /q(n=1)/2)
It follows from Claims 9.13 and 9.14 and (9.42) that (9 40) can be estimated by

—ZE[ 1) F'(X;) Gmcja}: ZEF’ (X)G ZEF’ (X)G

ija
N4/3+C0 N1+Co
2
dZE G +O< d3/2 + d1/2>

ZE PG4 0 <N4/3+Ca N1+Ca>
= —- t)

d3/2 + d1/2
(9.47)

From Lemma 9.5, we recall that L; = 2 4+ t/d, i.e., L, = 1/d. Therefore plugging
(9.47) into (9.38), the two terms in (9.38) cancel up to an error, and we get

d N—2/3+0 N4/3+Co  p14+Co
gEree) =2 | [ o (M A ay
N2/3+CD N1/3+Ca
( T > : (9.48)
and (9.37) follows. This finishes the proof of Proposition 9.12. O
Proof of Claim 9.13. We have
O (F'(X1)GaiGia) = 05 (F' (X)) GaiGja + F'(X1)08 (GaiGa). (9.49)
For the first term in (9.49), with very high probability we have
N-—2/3+0
O}/ F'(Xy)| = |F"(X;) Im [N / Oftm(t; Ly + y + in) dy] < N3O
E
(9.50)

where we used (4.14) and (9.25). Therefore, the sum arising from the first term in
(9.49) can be estimated as

e—t

SN 1) % E [ 40408 (F/ (X)) GG
e’ @ L (p N1+Co

(9.51)

1+Co
< Sk [am (X0))GaiGia] + 0O <Ndl/2>

ijkla
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where we used Corollary 3.4, (9.50) and that with very high probability » ;. [(G?)i;] =

N Im[m(t; Ly +y +in)]/n < N*/3TC? from (9.25). For the sum corresponding to the
second term in (9.49), we use the notation A(t) = v/d — 1H (t) and write

eft

2Nd(d—1)lz [AzkAle,(Xt)a (Gasza)}

2Nd(111 Z E[ ik )Aﬂ(t)F’(Xt)afj(GaiGja)}

ijkla
9.52)
T - (
_ m WGE (AW + Wi Ajn) F (X0) O (GaiGi) |
ZE[ WaWitF' (X008 (GaiGia)|

ijkla

We can estimate the second and third term on the right-hand side of (9.52) using
Lemma 9.1, e.g.

2T o

- /
ONd(d — 1)1/2 - [WZ’CAJZF (X0)2j (GmGaa)}

ijkla
—t/2 1 _ e—t Iy
2N4d 1)1/2 % E [ F'(X4)0;; (GaiGja))} (9.53)
ijkli’' k'
B (1 — e N1+Co
=0 <2N4d 1)1/2 ];k A Tm[m]/n] —ia )

where in the third line we used (4.12) and (9.25). In the same way, we in fact have
that the second and third term on the right-hand side of (9.52) are all bounded by
O(NH_CD/dl/Q).

In the following we estimate the first term on the right-hand side of (9.52). These
are terms in the form >, ;. Air(t) Aj(¢) F'(X¢) x {monomial of Green’s function entries
, where, we recall, the Green’s function is that of H(t) = (d — 1)”/2A(t). For
them we can

(i) sum over indices which appear only once and use the relations ), A;;(t) =
A (t) = e an Gy o= -G = 0 to get expressions involving
;A ¥2d and Y, Gij iGij =0 ions involvi
Tr G?, Tr G3, or A(t)G;
(ii) simplify the expressions using the identity A(t)G = GA(t) = (d—1)/2(H (t) —
2+ 2)G = (d—1)Y?(2G + Py);
(iii) estimate the final expressions using (4.11), (4.12), (9.27), z = 2+ O(N~1/3+?),
max;; |Gij| < 1/V/d and max; |Gy; + 1| < 1/V/d from Proposition 9.7.
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Using the above procedure, we get that

Z Azk (GazGJa)
ikt (9.54)
= 2 'dX(Tr G® + NmTr G2) + 4(d — 1)N Tr G2 + O(N7/3+0?),
and
> 0f(GaiGja) = —2N*(Tr G® + Nm Tr G?). (9.55)
ijkla

It follows by combining (9.51), (9.54) and (9.55) that

e—t

- AR (F . Kl 1
2Nd(d — 1) Z]zkl:aE [AzkAjlaz] (F (Xt)Gasza } Z E 8 F Xt GazG]a)]

ijkla

2N3

= 2Nd<1d_1)wzk;zE [Azk( )Aju(t)F' (X1) 0k (Ganga):|

, Iy Nl—i—CB
3ZIEF X0)0 (GaiGy )]+o(dl/2)
ijkla
- R IFX) (TG 4+ NmTr G2 4+ 2E[F(X) Tr G2 + O N
= @D PG N T GH] + GEIF(X) Tr &) + O 7
3 ) N1+CD

where in the last line we used (4.11) and (9.27). O

Proof of Claim 9.14 For (9.45), similarly to (9.50), we have \(8fjl)2F’(Xt)| <

N~1/3+C% with very high probability and
,3t/2 / e N1+CD
JQ 4Nd 3/2 Z |: Zk:A]lF Xt)(az]) (GaiGja)] + O <d1/2> . (956)
ijkla

Thanks to Proposition 9.7, we have max;.; |G;;| < 1/v/d. Those terms from ((5721“]-1)2
(G4iGja) that contain four off-diagonal terms yield a contribution of the form

o—3t/2

- E [AiAj F'(X;){terms with 4 off-diagonal terms}|
—1)3/2 Z ikl t
ANd(d = 1) o=

(9.57)
N4/3+CD
o[,
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The leading contributions are from those terms from (8@1)2(GaiGja) which contain
two or three off-diagonal Green’s function entries. By the same estimate as in (9.52),

we have
—31/2
S — Z E [AijAjF'(Xy){terms with < 3 off-diagonal terms}|
ANd(d — 1)3/2 8 (i t X
ot/
4Nd INd(d 1) Z E [Ai(t)Aji(t)F'(Xy){terms with <3 off-diagonal terms}]

ijkla

e (NT) .
(9.58)

Those terms in (9.58) can be treated by the same procedure as described in the
proof of Claim 9.13, and we get

(9.59)

N4/3+Co  pg14C2
(9.58) ZEF’XtG2 +o< )

d3/2 + d1/2

The claim (9.45) follows from combining (9.56), (9.57), (9.58) and (9.59).
In the following we prove (9.46). Similarly to (9.50), we have \(85-1)3F’(Xt)| <

N—1/3+C% with very high probability and

. %E [ ZkAJlF/(Xt)(8fjl)3(GaiGja)} +0 <N1;_CD> . (9.60)

[§]

J: -
7 12Nd(d — 1)

Thanks to Proposition 9.7, we have max;; |Gy;| < 1/v/d. Those terms from (8@1)3
(GaiGja) which contain at least three off-diagonal terms yield a contribution of the

form
—9t

e / '
m Z%IE [AikAle (X¢){terms with
N4/3+CD
> 3 off-diagonal terms}] = O <d3/2> . (9.61)

The leading contribution is from those terms that contain exactly two off-diagonal
terms. By the same estimate as in (9.52), we have
—2t

(§
_ E E [AiAj F'(X;){terms with 2 off-diagonal terms}|
2 k<151 t
12Nd(d— 1) £z
e—t
m E E ik )A ( )F/(Xt){terms with 2 Off—diagonal terms}]

ijkla

Nl-‘rC’D
e <d3 /2 ) .

(9.62)
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We can estimate above terms using the procedure as described in the proof of
Claim 9.13, and get

eft

T2Nd(d— 12 Z E [Ai(t)Aj(t)F'(X;){terms with 2 off-diagonal terms}|

ijkla
8 , 9 N4/3+CD
(9.63)

The claim (9.46) follows from combining (9.60), (9.61), (9.62) and (9.63).
For fixed n > 4, we have the trivial bound

1

[Jnl S N2 > B[AiAju(0)" (F'(X1)GaiGia)]

ijkla
1

N4/3+Cd
S N2 %E[Aik/ljl Im[m]/n] = O <d(”1)/2> : [
ij
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