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Abstract: Monitoring and understanding construction workers' behavior and working
conditions are essential to achieve success in construction projects. The dynamic nature of
construction sites has heightened the awareness of the need for improved monitoring of the
individual workers on the sites. Although several studies have shown promising results in
automated motion and activity recognition using wearable motion sensors, their technical and
practical feasibility was not properly validated in actual jobsites. Motion recognition models
have to be evaluated in actual conditions because the motion sensor data collected in controlled
conditions, and actual conditions can have different characteristics. This study proposes Long
Short-Term Memory (LSTM) networks for recognizing construction workers' motions. The
LSTM networks were validated through case studies in one bridge construction site and two
road pavement sites. The LSTM networks showed classification accuracies of 97.6%, 95.93%,
and 97.36% from three different field test sites, respectively. Through the case studies, the
technical and practical feasibility of the LSTM networks was properly investigated. With the

LSTM networks, it is expected that the individual workers' behavior and working conditions



can be automatically monitored and managed without excessive manual observation.
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Introduction

Construction tasks involve various activities composed of one or more body motions.
It is essential to understand the dynamically changing activities and motions of construction
workers to effectively manage the workers for improving safety and productivity. Because
construction projects are inherently labor-intensive and rely heavily on manual tasks, the
understanding of activities and motions of individual workers is required to ensure and improve
their safety and productivity.

According to the Construction Chart Book from the Center for Construction Research
and Training (CPWR 2018), the rate of Work-related Musculoskeletal Disorders (WMSDs) in
the construction industry in 2015 was 34.6 per 10,000 Full-Time Equivalent (FTE) workers.
This was 16% higher than the rate in all industries (29.8 per 10,000 FTEs). WMSDs are work-
related injuries of the muscles, joints, tendons, and nerve tissues (CPWR 2018). These injuries
often result from posture-related safety risks and are frequently observed in construction
workers because construction tasks require repetitive movement, high force exertion, vibration,
and awkward postures, all of which can cause WMSDs (NIOSH 2019).

Meanwhile, the productivity of the construction industry has hardly improved or even
declined since 1995, while the productivity of other industries has been improved noticeably
(McKinsey & Company 2015). Because the construction industry is labor-intensive, labor
productivity directly affects construction productivity (Ghate et al. 2016). While the growth of
labor productivity in the overall global industry has been 2.8% since 1995, growth in global
construction industries has been only 1% (McKinsey Global Institute 2017).

To address concerns about safety and productivity, there have been several efforts to

mitigate safety risks and improve productivity by training, educating, and manually monitoring



workers. However, these passive and manual methods are labor-intensive and error-prone and
cannot be used to collect holistic data from individual workers. Hence, it is important to identify
an approach to better monitor workers and collect relevant data with regard to safety and
productivity at an individual level.

To facilitate monitoring and managing individual workers, motion recognition
methods have been widely utilized. While several efforts have been introduced to utilize motion
recognition methods in construction projects, they have not been deployed and evaluated with
actual workers under actual jobsite conditions. Because motion patterns vary depending on
subjective motion biases and types of given tasks, it is important to validate a recognition
method through actual field implementation. This study proposes an automated motion
recognition model for construction workers using Long Short-Term Memory (LSTM) networks
(Kim and Cho 2020) that are designed to learn sequential information. A two-stacked LSTM
network recognizes the workers’ motions from motion sensor data from two Inertial
Measurement Units (IMUs) attached to each worker by processing sequences of the motion
data. To validate the model, in-depth case studies with three different construction sites have
been conducted. Each case generated a separate motion dataset to be used for training an LSTM
network. The three case studies provide an opportunity to evaluate the technical and practical
feasibility of the model. With the motion recognition model, various motions of workers can
be properly recognized from actual construction tasks and utilized as primary elements for

managing the workers.

Automated motion recognition with motion sensor data

Motion recognition refers to a pattern-based method of recognizing human motion



states using sensors, such as accelerometers, gyroscopes, and cameras (Pei et al. 2015). In
construction projects, motion recognition has gained much attention because of its capability
to identify workers’ working conditions about safety and productivity without excessive
observation.

In regard to safety, motion recognition can be used to identify unsafe postures of
workers. In one study, awkward postures were identified by using a Support Vector Machine
(SVM) classifier with a supervised motion tensor decomposition to process data from wearable
IMUs (Chen et al. 2017). This enabled the classifier to be efficiently implemented in terms of
computational capacity. A binary classifier recognized near-miss falls by using one-class SVM
with motion data from wearable IMUs (Yang et al. 2016). And insole pressure sensors were
used to detect workers’ loss of balance, which can cause fall accidents (Antwi-Afari et al. 2018).
Changes of pressure on workers’ feet were utilized as a clue to identify unsafe motions. In this
study, five types of machine learning algorithms were implemented: Artificial Neural Network
(ANN), Decision Tree (DT), Random Forest (RF), k-Nearest Neighbor (k-NN), and SVM.
Similarly, IMUs attached to the ankles have been used to analyze gait stability, which can be
an indicator of fall risks (Jebelli et al. 2015; Yang et al. 2019; Yang and Ahn 2019). A
Convolutional Neural Network (CNN) was integrated with LSTM for construction worker’s
motion recognition using five motion sensors and tested under the controlled environment
(Zhao and Obonyo 2019). The developed model in this study recognized the motions that can
cause musculoskeletal disorders such as bending, squatting, and kneeling.

Motion recognition can be also used to calculate workers’ productive time and analyze
their productivity (Akhavian and Behzadan 2016a; Nath and Behzadan 2017). Productive time

was calculated by counting idle time, as classified by a machine learning classifier. In these



studies, a smartphone with an embedded IMU was used to collect motion sensor data. A SVM
classifier was developed to categorize masonry workers into the expert and inexpert groups
based on their motions for comparing the productivity (Alwasel et al. 2017).

Also, motion recognition methods were utilized to identify various motions and
activities using machine learning algorithms (Kim and Cho 2020; Ryu et al. 2016, 2019; Su et
al. 2014; Valero et al. 2017). Five types of machine learning algorithms were implemented to
recognize four activities of construction workers (Akhavian and Behzadan 2016b). A
smartphone was attached to the arm to collect motion data. Likewise, an accelerometer-
embedded wristband sensor was utilized to recognize the activities of a masonry worker by
using machine learning algorithms (Ryu et al. 2016, 2019). These studies investigated the
impacts of window sizes used in pre-processing on the classification performance. A two-
stacked LSTM network based on the effective quantity and locations of motion sensors was
developed for recognizing various motions of the workers (Kim and Cho 2020). While the
above-mentioned studies used machine learning algorithms to classify motion data into
motions and activities, a wireless motion sensor network has also been used to analyze workers’
motions without machine learning algorithms (Valero et al. 2017; Yan et al. 2017).

As described above, motion recognition methods have been widely utilized in
construction projects. Although several efforts showed promising results within a controlled
environment, the existing approaches were not practically validated through actual field
experiments with actual construction workers. Such validation is essential because data
collected under controlled conditions does not reflect the dynamic nature of jobsites and
workers. In addition, subjects who participated in controlled working environments were

generally asked to perform the task following certain guidelines, e.g., performing specific



motions with well-distributed counts. However, under actual jobsite conditions, workers’
motions tend to be unpredictable and have imbalanced distribution across various motions.
These features can be an obstacle to implementing a classification model in real-world
conditions if it is developed under controlled conditions. To address these issues, this study
proposed an LSTM network, one of the deep-learning algorithms designed to learn sequential
information, to recognize various motions of construction workers and validated the network
through three different case studies at actual construction sites.

There have been several studies on the vision-based motion and activity recognition
approach. These studies are not considered in the literature review of this paper because this
study focuses on validating a deep learning-based motion recognition method using motion
sensors in real construction sites. Due to practical issues, it may not be possible to validate
vision-based approaches in real construction sites. First of all, a vision-based approach is not
robust to occlusion due to a camera’s line of sight. Second, a vision-based approach is sensitive
to lighting conditions that affect recognition performance. Third, a privacy issue can be raised
when cameras are used on construction sites, because they collect personal information (e.g.,
faces) in addition to motions. Last but not least, the maintenance of multiple cameras at a
construction site is challenging because of power supply issues and the frequent need to
relocate the cameras. Hence, this study focuses on a motion recognition method using motion

S€Nsors.

Methodology
This study proposes an LSTM network for workers’ motion recognition validated

through three different real-world cases. The LSTM network is implemented in three steps: (1)



dataset generation; (2) LSTM network implementation; and (3) performance evaluation. Fig. 1

illustrates the implementation process of the proposed model.
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Fig. 1. A development process of the proposed model.

Dataset generation

The three different motion datasets are generated from three jobsites. Each dataset
contains motion sensor data from two IMUs carried by each worker—one on the back of the
neck and one on the lower back. These two locations are selected to reflect the movements of
each worker’s upper and lower body. It was found that motion recognition methods with two
IMUs located a certain distance apart, such as neck and hip or head and hip, showed similar
performance compared to methods using 17 IMUs located throughout the entire body (Kim et
al. 2019; Kim and Cho 2020). This indicates that given correct placement and adequate spacing,
data collected using two IMUs are sufficient to reflect the entire body’s movement.

Each IMU generates a feature set composed of 9 values: acceleration (3 values for x,



y, and z axes), angular velocity (3 values for X, y, and z axes), and magnetic field (3 values for
X, y, z axes), as shown in Fig. 2. These values are raw data measured from the accelerometer,
gyroscope, and magnetometer embedded in the IMU, respectively. Then, two feature sets from
two IMUs are concatenated to form an input vector. One input vector includes 18 values. Once
input vectors are generated, each vector is labeled as a particular class by comparing it with

recorded videos from the jobsites.

A feature set of one IMU

/\

A | Ay [ Az |l Ge | G | G || My | My | M,

A,y Acceleration, G, , : Angular velocity, M, ,, , : Magnetic field

Feature set 1 (Neck) | Feature set 2 (Low back)

H//_/

Input vector

Fig. 2. Input vector generation.

There are 14 possible motion classes: standing, bending-up, bending, bending-down,
squatting-up, squatting, squatting-down, walking, twisting, working overhead, kneeling-up,
kneeling, kneeling-down, and using stairs. These motion classes are theoretical classes; actual
workers may use only some of them, depending on their given jobs. Among the 14 motions, 6

are defined as transitioning motions: bending-up, bending-down, squatting-up, squatting-down,



kneeling-up, and kneeling-down. These motions are derived from the base motions of bending,
squatting, and kneeling to reduce the loss of information. For example, bending-up and
bending-down are transitioning motions from the bending motion to other motions and vice

versa.

Long Short-Term Memory (LSTM) network implementation

Once the three datasets are generated, a two-stacked LSTM network is implemented.
An LSTM network is a recurrent neural network designed to learn sequential information using
memory cells that store and output information, facilitating the learning of temporal
relationships on long-time scales (Orddnez and Roggen 2016). While conventional machine
learning classification algorithms categorize each input datum to a class independently, an
LSTM network classifies a sequence of input data to a class. This is an important characteristic
that can be useful in motion recognition because a particular motion can be interpreted as a
result of a sort of motion. For example, a bending motion is taken after a sequence of stooping
motions from standing or walking motions. Existing approaches with conventional machine
learning algorithms have utilized feature extraction techniques with segmented data using
sliding windows to reflect this temporal characteristic to the classification model. However, the
order of motions in a sequence is not effectively reflected with conventional feature extraction
techniques. Furthermore, the selection of feature types can significantly affect the performance
of the classification models. In this sense, an LSTM network can be a solution to reflect the
temporal characteristic because it learns sequential information. An LSTM network uses the
gating concept—i.e., a mechanism based on pointwise multiplication operations and activation

functions. Using the gating concept, the information that passes the gate is selectively added to



or removed from the memory cell. Fig. 3 illustrates the basic structure of the LSTM network.
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Fig. 3. A basic structure of the LSTM network.
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In the LSTM cell, the information passes the gates and updates the states as follows.
First, input values x; and the previous hidden state h;_; pass through the forget gate f;. The
forget gate outputs a value between 0 (complete removal of the information) and 1 (complete
retention of the information). Second, the input values x; and the previous hidden state h;_;
pass through input gate i, to store new information in the new cell state C;. These values also
pass through the input modulation gate C, with a hyperbolic tangent activation function so
that the output value ranges between -1 and 1, which reflects the amount of the information to
be forgotten. Then, the old cell state C;_; is updated into the new cell state C; by multiplying
the old cell state and the forget gate’s output, and by adding the multiplication of the output
values of the input gate and input modulation gate. Subsequently, input values and the previous
hidden state, x; and h;_q, pass through the output gate with a sigmoid activation function to
determine the parts of the cell state that will be the output. Lastly, the cell state C; passes

through a hyperbolic tangent function. This is multiplied by the output of the output gate to



calculate the new hidden state h;. The equations of the gates and states are as follows:

(ie= o(Wyxe + Vpihey + by)
fe = U(foxt + Vhfht—l + bf)
0y = O-(M/xoxt + Vhohe—1 + bo)

C, = tanh(Wy.x; + Viche—q + be)
G = fi®Ci1+ it®C~t
\ h; = 0,® tanh(C;)

In the equations, o is the sigmoid function defined as o(x) = (1 +e ™). iy, f;,
o;, C, C.,and h, are the outputs of the input gate, forget gate, output gate, input modulation
gate, cell state, and hidden state at time t, respectively. @ is a pointwise multiplication
operator. Wy, Wyr, Wyo, Wac, Viis Vig, Vio, and V. are the coefficient matrix. b;, by,

b,, and b, are bias vectors. Here, the coefficient matrix and bias vectors are learnable
parameters. By updating these parameters, the network learns the amount of information that
passes through the LSTM cell.

The two-stacked LSTM network structure developed in (Kim and Cho 2020) is
adopted in this study. In the network, two LSTM cells are connected to each other to make the
network deeper. Fig. 4 illustrates the structure of the LSTM network. To generate input
sequences, input vectors are segmented into sequences with a certain length. The length is a
parameter to be determined by hyper-parameter tuning. In the network, the input sequences are
fed into a fully connected layer, followed by a Rectified Linear Unit (ReLU). Commonly used
because it outperforms a sigmoid function, the ReLU layer is implemented to improve the
performance of the network (Zhao et al. 2018). The fully connected layer used prior to the first
LSTM cell is utilized to make the network deeper and allow it to learn the characteristics of
the motion data other than sequential information. For instance, as the data contains 18 features

including 2 sets of triaxial acceleration, gyroscope, and magnetic field, some features can be
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correlated with each other. The fully connected layer is added between an input layer and the
first LSTM cell to deal with such characteristics based on empirical knowledge. To regularize
the network and avoid overfitting, a dropout technique is implemented in the second LSTM
cell. The dropout technique probabilistically excludes the recurrent components such as input,
output, and hidden state in the update process. After the second LSTM cell, the last output of
the input sequences is fed into the fully connected layer. This is because the target motion to
be classified is at the end of the motion sequences. Finally, the output of the fully connected
layer is fed into the softmax layer to convert class scores into probabilities so that the motion

with the highest probability can be identified.
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Performance evaluation

In the training procedure, each dataset from three jobsites is split into three subsets:
training, validation, and testing. The training set is for fitting the network, i.e., coefficient
matrix and bias vectors. The validation set is for evaluating the network with unbiased data
during the hyper-parameter tuning. The testing set is for evaluating the network with unseen
data—i.e., data not used in either network fitting or hyper-parameter tuning. Once the hyper-
parameter tuning is done, confusion matrix and precision-recall curves are utilized to evaluate
the performance. Through the performance evaluation, the networks are properly validated.
This validation process is repeated three times with three different datasets collected from real
construction projects so that the network can be evaluated in terms of technical and practical

feasibility.

Experiments and results
Dataset generation

This study includes case studies of three different construction sites. Fig. 5 shows three
jobsite scenes. The first site was a bridge construction site. Four workers participated in the
study. The tasks given to the workers were related to pile installation. The second site was an
asphalt road paving site. Three workers participated in the study. The tasks given to the workers
involved asphalt spreading. The third site was another asphalt road paving site. Four workers
participated in the study, and their tasks also involved asphalt spreading.

To collect motion sensor data from the workers, data collecting devices developed by
Robotics and Intelligent Construction Automation Laboratory (RICAL) group at Georgia

Institute of Technology were utilized. The devices were carried by workers wearing safety vests

12



with pockets on the back of the neck and lower back, as shown in Fig. 6. The devices are
equipped with a wireless communication module for Wi-Fi, a micro processing unit, data
storage, battery, and an IMU. The IMU used in this study consisted of three triaxial sensors,
including accelerometer, gyroscope, and magnetometer, which have digital resolutions of 0.98
mg, 0.004°/s, and 0.3 pT, respectively. Using these features, IMU data can be automatically

collected, uploaded, and stored on a cloud server.

(d)

Fig. 5. Jobsite scenes; (a) jobsite 1, (b) jobsite 2, and (c) jobsite, motion examples; (d)
standing, (e) walking, (f) bending-up, (g) bending, (h) bending-down, (i) twisting, and (j)

working overhead.
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Safety vest with two Data collecting
pockets devices

Fig. 6. Data collecting devices and a safety vest with two pockets.

Three datasets were collected from the workers in the three jobsites. The first, second,
and third datasets contain 32,959 data points, 9,577 data points, and 10,743 data points,
respectively. The collected data points were labeled with timestamps to be manually compared
with the recorded videos later. IMU data from two devices were concatenated to form input
vectors and normalized to have a unit norm. Then, 6 input vectors were segmented into a
sequence which was used as an input for the LSTM network. Because the IMU in the data
collecting device measures 30 data points in a second, one sequence contains the data collected
every 0.2 seconds. Adjacent sequences are overlapped with one data point, which means the
overlap ratio is 16.6% (1/6). As a result of segmentation, the dimensions of the first, second,
and third datasets in a sequential form are 32,954 x 18 x 6; 9572 x 18 x 6; and 10,738 x 18 x

6.

Long Short-Term Memory (LSTM) network implementation

Three LSTM networks were implemented using Tensorflow, which is an artificial
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intelligence library using data flow graphs to build models. Each network was independently
implemented with the dataset from each jobsite. A computer equipped with Intel® Core™ i7-
8650U CPU, Intel® UHD Graphics 620, and 16 GB RAM was used to implement the networks.
The sequential datasets were shuffled and split into training data and test data that occupy 70%
and 30% of the entire dataset, respectively. Then, the training data were split again into training
data and validation data that occupy 70% and 30% of the original training data, respectively.
Once the networks were fit for each set of training data, the hyper-parameters were
tuned by a grid search and a minor random search. Using the grid search approach, the best
parameter set that showed the highest accuracy was selected and used in the minor random
search. By randomly adjusting the parameters slightly, under- and overfitting issues were
resolved. The final hyper-parameters for each network are shown in Table 1. The losses and
accuracies over iteration with the hyper-parameters are shown in Figs. 7 through 12. The losses
and accuracies indicate the cross-entropy of the result after the softmax function is applied and
the ratio of the number of the correctly classified samples to the number of the entire samples.
For the LSTM network with the first dataset, the losses over iteration graphs showed that the
losses were converged and small enough after 300 epochs. For the LSTM networks with the
second and third datasets, the same phenomenon was observed after 700 epochs and 350 epochs,
respectively. It was found that the differences between training losses and validation losses of
the three LSTM networks were small enough, which means the networks were well-trained
without overfitting. An overfitted network too closely fits to the training data and shows low
performance on the testing data. To avoid overfitting, [, norm regularization and a dropout
technique were implemented. Dropout probability was set to 0.4 or 0.5 only in the training

process. This means that the recurrent connections in the LSTM cells were excluded with 40%
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or 50% of probability. Adam optimizer (Kingma and Lei Ba 2015) was utilized to minimize a
loss function, which is the cross-entropy of the result after the softmax function is applied.

Table 1. Hyper-parameters of the LSTM networks.

Hyper-parameter Value
LSTM 1 LSTM 2 LSTM 3
(Jobsite 1) (Jobsite 2) (Jobsite 3)
The number of hidden units 180 180 120
L2 regularization factor 0.0002 0.0004 0.0002
Learning rate 0.0005 0.0005 0.001
The number of epochs 400 800 400
Batch size 128 128 128
Dropout probability 0.4 0.5 0.5
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Fig. 7. Training and validation losses over iteration of the LSTM 1.
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Fig. 12. Training and validation accuracies over iteration of the LSTM 3.

Performance evaluation
As a result, the three LSTM networks showed accuracies of 97.6%, 95.93%, and 97.36%

on the testing data, respectively. Confusion matrixes with normalization and without
normalization are shown in Figs. 13 through 15. In the confusion matrixes, diagonal values are
the counts of the samples that are correctly classified, and off-diagonal values are the counts of
the samples that are incorrectly classified. The color-coded elements of the matrixes without
normalization represent the absolute counts of each classification, and the color-coded elements
of the matrixes with normalization represent a portion of each classification among the ground
truth. Since the collected datasets are imbalanced, the normalized confusion matrixes represent

the results more effectively.
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To evaluate the networks with regard to the imbalanced datasets, Precision-Recall (PR)
curves for each class were derived as shown in Figs. 16 through 18. The PR curves are
evaluation measures for the classification that allows the visualization of the performance of
the classifier at a range of thresholds (Boyd et al. 2013). The PR curves are used to evaluate
binary classification models trained with an imbalanced dataset. In the imbalanced dataset,
some classes occupy a larger portion of the dataset than the other classes. Since the datasets
used in the study are imbalanced with multi-classes, the PR curves for each class are used in

the evaluation.
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Fig. 16. Precision-recall curves of the LSTM 1.
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Fig. 17. Precision-recall curves of the LSTM 2.
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Fig. 18. Precision-recall curves of the LSTM 3.

The PR curves are interpreted by calculating the areas under the curves. The area
ranges from 0 to 1, where 0 indicates that the classifier completely failed to classify the data,
and 1 indicates that the classifier completely classified the data. In addition to the area, the
classifier can be evaluated as a better classifier when the curve is close to the right upper corner.
The legends of Figs. 16 through 18 show the areas of the curves. For the first LSTM network,
all areas were over 0.97, which means that the network properly classified the data by
considering the imbalance of the dataset. For the second and third LSTM networks, areas of
primary motion classes such as standing, bending, walking, and twisting were over 0.97, while
areas of transitioning motion classes such as bending-up and bending-down were 0.85, 0.91,

and 0.95.

Discussion
In the proposed study, the two-stacked LSTM networks demonstrated accuracies of

97.6%, 95.93%, and 97.36% on the testing data, respectively. Compared to the existing other
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methods, the networks showed significantly improved performance in terms of the number of
sensors, the number of classes, and accuracy, as shown in Table 2. The improved performance
of the networks was achieved due to the capability of the two-stacked LSTM cells to learn
sequential information and associated layers utilized in the networks such as the fully
connected layer and the ReLU layer prior to LSTM cells. These components allowed the
networks to learn a time-dependent characteristic of motions effectively. Also, the datasets used
in this study were collected from actual workers in actual jobsites, while the existing methods
collected data from actual workers (or non-workers) in a controlled environment. This indicates
that the implemented networks were able to learn the characteristic of the workers in actual
construction sites. The networks were validated through tests in the three actual construction
sites. Among the 14 possible motion classes, some were not observed in the classification
results. In the case of the first jobsite, 7 motions—squatting, squatting-up, squatting-down,
kneeling, kneeling-up, kneeling-down, and using stairs—were not observed. This indicates that
the dataset reflected only the characteristics of the given task in the first jobsite, which was pile
installation. To be specific, the workers' roles were to support the crane, which moved the piles
and dropped a hammer for pile driving. They were mainly working on holding wires to place
the piles in the pile driver. Hence, most of the motions were standing, walking, twisting, and
working overhead.

In the cases of the second and third jobsites, 8 motions—the 7 unobserved motions
from the first jobsite, as well as working overhead—were not observed. The given tasks in the
second and third jobsites were spreading and flattening road pavement materials. Workers were
mainly working on pushing and pulling an asphalt lute. Hence, standing, bending, and walking

motions occupied most of the datasets. These distributions inevitably result in imbalanced
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datasets. This imbalance allows the motions involved in the particular tasks to be identified.
The identified types of motions involved in different tasks and their distributions can be used

as fundamental elements for worker’s behavior analysis.

Table 2. Comparison of the performance with existing methods.

Data collection

f f
Method environment, #o #o Accuracy
.. sensors classes
Participant
k-NN Controlled Environment
’ 1 799
[Akhavian and Behzadan 2016b] Non-workers > 79:79%
Multi-class SVM Controlled Environment,
[Ryu et al. 2019](Ryu et al. Actual workers 1 4 88.10%
2019)(Ryu et al. 2019)
Convolutional LSTM Controlled Environment, 5 g 85.20%
[Zhao and Obonyo 2019] Actual workers
Actual jobsit
The LSTM 1 in this study ctuat JOosIe, 2 7 97.60%
Actual workers
Actual jobsit
The LSTM 2 in this study ctuat JOosIe, 2 6 95.93%
Actual workers
o Actual jobsite,
The LSTM 3 in this study 2 6 97.36%

Actual workers

Theoretically, networks developed with evenly distributed datasets are expected to
show the best classification performance. However, datasets collected from actual construction
workers will undoubtedly be imbalanced, as shown in the result of this study. Thus, any
performance evaluation needs to account for an imbalanced dataset. In this study, PR curves
were utilized to evaluate the networks. As a result, the areas under the curves of the primary
motions, such as standing, bending, walking, twisting, and working overhead, were over 0.97.
This indicates that the primary motions were properly recognized. On the other hand, the areas

under the curves of the transitioning motions, such as bending-up and bending-down, were
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smaller than those under the curves of primary motions. This is because the number of data for
transitioning motions is much smaller than for primary motions. Since the LSTM networks
learn the information from the data, fewer data result in the networks learning less. Although
classification performance on transitioning motions was relatively lower than that for primary
motions, they are still well recognizable as separate motions. Moreover, the implemented
LSTM networks are useful enough because the primary motions are the main elements to
consider for safety and productivity. Here, the transitioning motions are boundary motions and
have an important role in distinguishing one primary motion from another so that the
classification accuracy on the primary motions can be improved.

Among the three LSTM networks, the second and third networks showed a slightly
lower classification performance than the first network. This is because the portion of
transitioning motions in the second and third datasets is higher than in the first dataset. During
the asphalt road construction work, the workers frequently changed from bending to standing
and vice versa. This causes not only an increase in the number of the transitioning motions but
also an increase of noise in the data. Generally, datasets for motion recognition are discrete
datasets. In other words, motion data are collected from the subjects performing a particular
motion. However, the datasets collected from the actual construction workers are continuous,
so changes in motion may lead to ambiguity in separating motions distinctively.

The networks successfully recognized motions from the raw data. In the existing
approaches, statistical features are extracted from the raw data to generate more representative
features. However, feature extraction is not required when using LSTM networks, because the
networks inherently learn the features during the training process. Due to this ability to learn

features directly from raw data, end-to-end learning can be achieved in implementing the
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LSTM networks.

The proposed study has some limitations. First, hand motions, such as swinging and
holding a tool or material, cannot be recognized using the developed networks. Because the
two IMUs are located on the back of the neck and lower back, they target motions of the torso.
Further studies will focus on developing a model that recognizes motions of both hands and
torso. Second, some of the motions commonly observed from the workers, e.g., squatting, are
not investigated. Although three case studies of highway construction projects were conducted
in this study, none of them had tasks that required such motions. Finally, the number of workers
who participated in the study was not large enough to reflect personal motion bias. Every
person has unique motion patterns, although variances can be minor. This can cause a slight
decrease in classification performance when a pre-trained motion recognition model is
implemented in a new site. However, this limitation is expected to be resolved once the datasets

are collected from more workers with different types of tasks in a future study.

Conclusion

This paper proposes two-stacked LSTM networks for recognizing construction
workers’ motions. To practically validate the networks, three case studies were conducted in
the actual construction sites. The three LSTM networks showed accuracies of 97.6%, 95.93%,
and 97.36% on the testing datasets, respectively. Through the case studies, the technical and
practical feasibility were investigated, and it was concluded that the networks properly
recognized the motions of actual construction workers. With the developed motion recognition
models, it is expected that individual workers’ behavior and working conditions regarding

safety and productivity can be automatically monitored and managed without excessive manual
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observation.

The main contribution of this study is three folds. First, this study validated the
technical and practical feasibility of the LSTM networks through real-world experiments with
actual workers. The case studies conducted at three different construction sites showed that the
networks are capable of learning characteristics of the motions of the workers in different tasks.
Second, through the case studies, this study proved that the motion recognition method utilizing
the LSTM networks can be implemented with the minimized constraints, which are 1) system
instruction or guidelines are not required for the workers and 2) only two motion sensors are
enough to achieve the expected accuracy for highway construction and maintenance
applications. These advantages allow the system to be practically deployed in any construction
project. Lastly, this study identified what kind of motions are involved in the application and
how they are distributed between their jobs. With the system, safety and productivity are
expected to be effectively managed by automatically recognizing workers' motions and
working conditions.

Future studies will focus on integrating the networks with the location tracking
methods developed by the authors (Cho et al. 2010; Fang et al. 2016; Park and Cho 2017). In
addition to motions, locations can be important information to identify the safety and
productivity of workers, because the range of possible working conditions can be narrowed by
considering locations. Moreover, the networks can be further improved once the dataset is

collected from more workers with different types of motions.
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