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We study semiconductor nanowires coupled to a bilayer of a disordered superconductor and a magnetic insula-
tor, motivated by recent experiments reporting possible Majorana-zero-mode signatures in related architectures.
Specifically, we pursue a quasiclassical Usadel equation approach that treats superconductivity in the bilayer
self-consistently in the presence of spin-orbit scattering, magnetic-impurity scattering, and Zeeman splitting
induced by both the magnetic insulator and a supplemental applied field. Within this framework we explore
prospects for engineering topological superconductivity in a nanowire proximate to the bilayer. We find that
a magnetic-insulator-induced Zeeman splitting, mediated through the superconductor alone, cannot induce a
topological phase since the destruction of superconductivity (i.e., Clogston limit) preempts the required regime
in which the nanowire’s Zeeman energy exceeds the induced pairing strength. However, this Zeeman splitting
does reduce the critical applied field needed to access the topological phase transition, with fields antiparallel to
the magnetization of the magnetic insulator having an optimal effect. Finally, we show that magnetic-impurity
scattering degrades the topological phase, and spin-orbit scattering, if present in the superconductor, pushes the
Clogston limit to higher fields yet simultaneously increases the critical applied field strength.
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I. INTRODUCTION

Spatially separated “Majorana” zero-energy modes in
topological superconductors encode an unusually robust
ground state degeneracy through the presence or absence of
quasiparticle fermionic excitations shared nonlocally by each
Majorana pair. These represent an appealing candidate for
quantum information storage and processing that is passively
robust to local perturbations; i.e., a topological quantum com-
puter [1–3]. For a variety of reasons—the paucity of intrinsic
topological materials, the maturity and scalability of semicon-
ductor technology—much of the effort to date has been toward
the realization of Majoranas in hybrid systems of relatively
conventional components [4–6]: a narrow gap semiconductor
with strong spin-orbit coupling and large g-factor, proximi-
tized by a thin s-wave superconducting film and subjected to
a magnetic field parallel to the film. Each ingredient in this
recipe is crucial, and combining them is not a trivial task [7].
For example, the “topological gap” to quasiparticle excitations
outside the degenerate ground-state space is bounded from
above by the proximity-induced gap at zero field, and yet
too-strong coupling between the semiconductor and supercon-
ductor (to maximize this gap) results in an unwanted decrease
of the effective g-factor [8] while exposing the subgap states
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to disorder in the superconductor [9,10]. The magnetic field
is needed to open a gap between helicity bands of the semi-
conductor, stabilizing effective p-wave pairing, but competes
with superconductivity, while the orbital effect of the field in
the semiconductor is also generally antagonistic to a robust
topological phase [11,12]. The sensitivity to field alignment
poses restrictions to architectures based on networks of wires
[13].

Thus, material optimization continues to play a critical role
going forward. One can improve on the material composition
by optimizing the semiconductor or the superconductor (as
well as their interface) or by eliminating the magnetic field.
While the quality of the semiconductor continues to receive
significant attention, even the best possible devices remain
limited by the gap in the parent superconductor and the restric-
tions imposed by the applied magnetic field. Optimizing the
superconductor or eliminating the external field are therefore
promising paths to future breakthroughs.

Recently the first attempts toward zero-external-field topo-
logical superconductivity have been made [14,15]. A typical
setup of a heterostructure consists of semiconducting (SM),
superconducting (SC), and magnetic insulator (MI) parts con-
nected together as shown schematically in Fig. 1(a). Here
the magnetic insulator such as EuS, induces a Zeeman spin
splitting by virtual tunneling. Previous experiments on SC-MI
heterostructures observed a proximity-induced spin splitting
of the superconducting density of states [16–20]. In Ref. [21]
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FIG. 1. (a) Semiconductor (SM) nanowire proximitized by a
superconductor-magnetic insulator (SC-MI) bilayer. (b) Effects of
the magnetic insulator on the superconductor can be described by
an appropriate boundary condition marked with green.

a defect-free heterostructure between an InAs semiconduc-
tor wire and EuS has been prepared and studied. Negligible
direct magnetization of InAs was reported. The authors of
Refs. [14,15] further coupled EuS to Al and InAs with the
ultimate goal of inducing zero-field topological superconduc-
tivity. Epitaxial growth on different wire facets was achieved
and the stray magnetic field generated by EuS was found to
be insufficient for inducing a topological phase [15]. Further-
more, conductance spectroscopy revealed a distinctly different
behavior for different geometries of the system [14]. The
spectroscopic features of wires with EuS and Al residing on
different facets of the InAs nanowire were found to be similar
to those of nanowires without EuS. However in geometries
with overlapping EuS and Al, the authors of Ref. [14] ob-
served zero-bias peaks in the differential conductance.

These experiments have inspired several related theoretical
investigations [22–27]. For basic reasons [26] it is impossible
to achieve topological superconductivity solely by proximity
to a spin-split conventional superconductor. Thus, the authors
of Refs. [22–24] rely on spin-splitting in the semiconductor
arising from the EuS, directly, as in the original MI-based
proposal [28], while the authors of Ref. [25] suggest using
EuS as a spin-filter barrier between the superconductor and
the semiconductor. Given the large overlap between the MI
and SC, the interaction between the superconductor and the
ferromagnet is likely to play an important role. The authors
of Ref. [27] considered proximity effects self-consistently in
different stack geometries and studied potential topological
phases. The disorder-free approximation introduced several
important caveats, such as the excess stability of the super-
conductor to the exchange field induced by the MI, i.e., lack
of Clogston limit with instead a second-order transition to the
normal phase at sufficiently high exchange field [29].

It is important to note that the superconductors that have
been used in proximity heterostructure experiments, such as
Al, NbTiN, Sn, and Pb are all diffusive either due to intrin-
sic disorder or oxidation on the surface. At the same time,
the optimal platform for Majorana nanowires should feature
“clean” semiconductors with defects minimized [30]. There-
fore one needs to put forward a theoretical framework that
includes self-consistent superconducting effects in different
parts of the system, disorder scattering, as well as proximity
effects. One such approach would be a self-consistent micro-
scopic Bogoliubov-de Gennes treatment. However, in practice
the need to include phenomena at disparate lengthscales—
ranging between angstroms to hundreds of nanometers and

governed by the Fermi wavelengths, superconducting and
magnetic coherence lengths as well as disorder scattering
mean free path—makes it prohibitive for numerical real-
space calculations, thus necessitating an effective theory. An
established approach for self-consistent superconducting cal-
culations is the quasiclassical framework, which utilizes the
relative smallness of the Fermi wavelength compared to char-
acteristic length scales of the system, allowing one to focus
the theoretical description in the narrow range of energies
close to the Fermi surface. Such an approach has been utilized
before for one-dimensional models of nanowires, including
the single-band clean and disordered cases, with real-space
profiles of wave functions established [31] and stability to
disorder calculated [32]. The method has been extended
to the multisubband regime [33] and two-dimensional su-
perconductors [34]. However, self-consistent effects in the
superconductor have not been considered.

In this paper we focus on the physics of MI/SC/SM stack.
Instead of directly modeling the geometry shown in Fig. 1(a),
we consider a variety of scattering mechanisms at the interface
between the MI and the SC, as shown in Fig. 1(b). We assume
that the effect of the interface between the MI and the SM,
shown on the right side of Fig. 1(a), can be modeled by an
effective bulk Zeeman field in the SM. To this end we de-
velop a two-step approach. First, utilizing the short mean free
paths in superconductors, we calculate the properties of the
MI-SC bilayer using the Usadel equation [35], and, second,
we use this result as a boundary condition for the nanowire
model. We apply the Usadel equation to compute the pair
potential, critical temperature, and the density of states in the
superconductor. Various physical processes such as applied
magnetic field, exchange field from the magnetic insulator
and scattering off magnetic and/or spin-orbit impurities in the
SC are incorporated. The superconducting proximity effect is
then readily described by the solution of the Usadel equation.

The rest of the paper is organized as follows. Section II
describes a theoretical framework we utilize throughout the
paper. Specifically, in Sec. II A we focus on self-consistent
superconductivity in the parent SC and review the Usadel
equation. In Sec. II B we describe the superconductor-
semiconductor proximity effect and introduce framework for
computing the properties of the topological phase. The main
results of our work are demonstrated in Sec. III: First, us-
ing the Usadel equation we calculate the density of states,
pair potential and critical temperature of the SC as a func-
tion of Zeeman energy and spin-orbit/magnetic scattering. We
demonstrate the destruction of the superconducting phase by
large Zeeman field and/or magnetic scattering and quenching
of the Zeeman effect by the intrinsic spin-orbit scattering.
Next, with the help of the obtained values of the pair poten-
tial, we study SC-SM proximity effect and infer conditions
for the topological phase transition in the heterostructure.
We find that an additional Zeeman field needs to be added
to the semiconductor to induce the topological phase and
we provide an analytical estimate for this field. Then, we
compute the topological gap and study its dependence on
external magnetic field when Zeeman splitting and/or spin-
orbit and magnetic scattering is present in the SC. We will be
focused on the experimentally relevant regime of a thin super-
conductor compared to its coherence length [see Fig. 1(b)].
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Furthermore, we are interested in the regimes of small applied
external magnetic fields, thus in this study we ignore the
orbital contribution of the applied field. We show that only
one orientation of magnetic field is preferable for the existence
of the topological phase. Magnetic scattering in general is
always detrimental to the topological phase, whereas intrinsic
spin-orbit scattering in the superconductor helps in sustaining
magnetic fields, but increases the critical field required for the
topological phase. Implications of our work for engineering
topological systems with SC-MI bilayers and more compli-
cated stacks are given in concluding remarks in Sec. IV.

II. METHOD

A. Usadel equation

The Usadel equation is a nonlinear second-order differ-
ential equation for the quasiclassical Green’s function of a
superconductor. Although it is a standard method for describ-
ing superconductors [36], for completeness of the presentation
we introduce it in this section. The detailed derivation can
be found in Ref. [37]. The Usadel equation is valid in the
limit λF � lMFP � ξ , where λF is the metallic Fermi veloc-
ity, lMFP is the mean free path and ξ is the superconducting
coherence length. For typical s-wave superconductors used in
Majorana nanowires, such as Al, this approximation holds, as
λF � 1 Å, lMFP � 20 nm [38], and ξ � 300 nm [39].

The starting point is the Gor’kov equation for the super-
conducting Green’s function ǦSC (iωn, r1, r2) [40] describing
an excitation in Nambu space between spatial coordinates r1

and r2 at the (imaginary) frequency iωn. We will use the mixed
real- and momentum-space representation ǦSC (r, k) obtained
by the Wigner transform to the center-of-mass coordinates
r ≡ (r1 + r2)/2 and a Fourier transform over the relative co-
ordinate r1 − r2 → k. Taking advantage of the short Fermi
wavelength in the superconductor, one can apply the quasi-
classical approximation and integrate out the magnitude of the
relative momenta on the Fermi surface, yielding a quasiclassi-
cal Green’s function ǧ(iωn, r, kF ) = P τ̂z

i
π

∫

dξkǦSC (ωn, r, k)
[41,42], where kF denotes the direction of momenta on the
Fermi surface, ξk is the electronic dispersion relation, τ̂z is
a Pauli matrix in Nambu space, and P indicates principal-
value integration. The quasiclassical Green’s function ǧ is
subject to a normalization condition ǧ(iωn, r, kF )2 = 1̌. Dis-
order averaging for scattering off nonmagnetic, magnetic and
spin-orbit impurities [43,44] is performed with the help of the
self-consistent Born approximation and results in self-energy
corrections to ǧ.

Further simplification is possible in the dirty limit when
the mean free path associated with scattering off nonmagnetic
impurities is much smaller than the superconducting coher-
ence length (but still much larger than the Fermi wavelength).
In this case one can expand ǧ(iωn, r, kF ) up to a linear order
in kF and arrive to the Usadel equation for the isotropic (in-
dependent of kF ) part of the quasiclassical Green’s function
ǧ(iωn, r). Throughout the paper we make use of the Usadel
equations in the form utilized in Refs. [36,45]:

D∂ · (ǧ∂ǧ) −
[

ωnτ̂z+iV SC
Z · σ̂τ̂z+�τ̂+ + �∗τ̂− + �̌, ǧ

]

= 0,

(1)

where the covariant derivative is ∂X̌ = ∇ − i[Aτ̂z, X̌ ], A

is vector potential, D is a diffusion constant associated
with electronic scattering off nonmagnetic impurities, V

SC
Z =

(V SC
Z , 0, 0) is the Zeeman field which we assume is uniform

and directed along the x axis, � is the pairing potential, σ̂(τ̂)
is a set of Pauli matrices in spin (Nambu) space, and τ̂± =
(τ̂x ± iτ̂y)/2. Equation (1) is written in the Nambu spinor basis
(ψ↑, ψ↓,−ψ

†
↓, ψ

†
↑)T .

The self-energy �̌ = �̌so + �̌s f incorporates elastic spin
relaxation mechanisms that we consider throughout this work:
spin-orbit scattering �̌so = σ̂ǧσ̂/(8τso) off heavy ions which
preserves time-reversal symmetry and spin-flip scattering
�̌s f = σ̂τ̂zǧτ̂zσ̂/(8τs f ) off magnetic impurities which breaks
time-reversal symmetry. For convenience, we introduce en-
ergy scales 
so/s f = 3/(2τso/s f ) associated with these two
types of scattering.

In this study we neglect orbital effects of the magnetic field
which allows us to set A = 0 and � ∈ R. The Usadel Eq. (1)
becomes

D∇ · (ǧ∇ǧ) −
[

ωnτ̂z + iV SC
Z · σ̂τ̂z + �τ̂x + �̌, ǧ

]

= 0. (2)

Equation (2) can be solved by the following Green’s function
parametrization in terms of functions θ (ωn, r) and φ(ωn, r)
[36,45]:

ǧ(ωn, r) = τ̂z cos θ (cosh φ + iσ̂x tan θ sinh φ)

+ τ̂x sin θ (cosh φ − iσ̂x cot θ sinh φ). (3)

Note that the parametrization Eq. (3) automatically satisfies
the normalization condition ǧ2 = 1̌. The matrix Eq. (2) hence
becomes a set of nonlinear differential equations

D∇2θ + 2 cosh φ(� cos θ − ωn sin θ ) − 2V SC
Z sinh φ cos θ

−

s f

6
(2 cosh2 φ + 1) sin 2θ = 0, (4a)

−D∇2φ + 2 sinh φ(� sin θ + ωn cos θ ) − 2V SC
Z cosh φ sin θ

+
(

2
so

3
+


s f

3
cos 2θ

)

cosh φ sinh φ = 0. (4b)

Once the quasiclassical Green’s function ǧ is computed
via Eqs. (3)–(4b), one can evaluate various physical prop-
erties of the superconductor, such as the pairing potential,
free energy and density of states. Reference [45] derives ex-
pressions for these physical quantities in terms of functions
θ (ωn, r), φ(ωn, r), and here we present those expressions for
the reader’s convenience.

First, the pairing potential can be calculated by means of
the “gap equation”

� log

(

T

Tc0

)

= 2πT
∑

ωn>0

(

1

4
Tr(τ̂xǧ) −

�

ωn

)

= 2πT
∑

ωn>0

(

cosh φ sin θ −
�

ωn

)

, (5)

with T being temperature and Tc0 denoting critical temper-
ature of the superconductor when no Zeeman field or spin
relaxation processes are present. Importantly, Eq. (5) has to
be paired with Eqs. (4a) and (4b) to achieve self-consistency
of the calculations. Second, the free energy density difference
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between the superconducting and normal state can be obtained
as [45]

fsn = πT ν0

∑

ωn>0

{

4ωn − 2 cosh φ(2ωn cos θ + � sin θ )

+ 4V SC
Z sinh φ sin θ + D[∇2θ − ∇2φ]

+
1

2

[


so + 
s f − (
so + 
s f cos 2θ ) cosh2 φ

−
1

3
(
so − 
s f cos 2θ ) sinh2 φ

]}

, (6)

where ν0 denotes the normal density of sates at the Fermi
level. The condition fsn < 0 is necessary to ensure thermody-
namic stability of the superconducting phase. Third, the total
density of states can be evaluated using quasiclassical Green’s
function:

ν = 1
8ν0Re[Tr(τ̂zǧ|ωn→−iE+ )]

= 1
2ν0Re[cos θ cosh φ|ωn→−iE+ ]. (7)

In general, to analyze the heterostructure shown in
Fig. 1(a), the Usadel Eq. (2) [or its parametrized form of
Eqs. (4a) and (4b)] has to be supplemented with boundary
conditions, and the corresponding boundary problem has to be
solved. We take the vacuum boundary condition ∂ǧ|SC-SM = 0
at the interface with the SM. This is justified by the small
effective transparency of the interface for quasiparticles
traveling from the superconductor into the semiconductor:
quasiparticles in the superconductor have a much larger Fermi
momentum than in the semiconductor. Only quasiparticles
moving with a small momentum parallel to the interface can
tunnel from the superconductor to the semiconductor, but
strong disorder in the superconductor randomizes the mo-
mentum direction, resulting in a low-probability of tunneling
[46]. Note that electrons from the semiconductor have a high
probability of tunneling into the superconductor and reflect-
ing back as a hole, providing Andreev scattering. Additional
corrections in the very strong tunneling regime involving co-
herent tunneling and disorder scattering in the superconductor
can generate additional subgap states at finite magnetic fields
[47]; we do not consider this regime. In the absence of or-
bital effects the vacuum boundary condition becomes the free
boundary condition ∇ǧ|SC-SM = 0.

The boundary between the superconductor and the mag-
netic insulator has to be supplemented with an appropriate
boundary condition as well. General spin-dependent boundary
conditions for the isotropic superconductor Green’s function
have been derived in Ref. [48]. In the case of a boundary
between magnetic insulator and thin superconductor (with
thickness much smaller than the coherence length dSC � ξ ),
the authors of Ref. [48] showed that effects of the magnetic
insulator on the superconductor can be described by a uniform
effective Zeeman field V Z

e f f ∝ d−1
SC and magnetic scattering

induced in the superconductor. Therefore, given uniformity of
the effects induced in the SC by the MI and the free boundary
with the SM, we neglect spatial dependence of the SC Green’s
function ǧ(ωn, r) → ǧ(ωn) [and correspondingly θ (ωn, r),
φ(ωn, r)]. Consequently, the diffusion constant D drops out
of the Usadel equation, and Eqs. (4a) and (4b) simplify into a

set of nonlinear algebraic equations [49]. Equations (4a)–(7)
provide a sufficient apparatus to self-consistently calculate the
quasiclassical Green’s function of the parent SC and study
the combined effect of Zeeman field, magnetic and spin-orbit
scattering on the superconducting properties. Our calculation
is schematically represented in Fig. 1(b). The spin-orbit scat-
tering is introduced phenomenologically to our model. It can
either be intrinsic to the superconductor, for example, as it
happens in Pb, or result from scattering off heavy ions.

It is worth mentioning here the crucial difference between
clean and dirty superconductors. In the case of a clean SC,
Ref. [29] showed that effects of the MI on the SC are distinct
from those generated by the external Zeeman field. In partic-
ular, the transition of the clean SC adjacent to the MI into
a normal state can be second order, as opposed to the strictly
first order transition in the presence of the Zeeman field. How-
ever, an experiment from Ref. [17] demonstrated inadequacy
of assuming clean Al when describing EuS-Al bilayers and
indicated that dirty Al should be considered instead. Later on,
Ref. [48] showed microscopically that, in the dirty limit, the
impact of the MI on the SC is in fact equivalent to that of a
Zeeman field and magnetic scattering.

B. Superconductor-semiconductor proximity effect

Once the quasiclassical Green’s function of the parent SC
is calculated, one can analyze the SC-SM proximity effect
and investigate emergence of the topological phase in the
heterostructure. The proximity effect arises due to electron
tunneling between the superconductor and the semiconduc-
tor. Ignoring irreducible contributions in electron tunneling
which can be shown to be much smaller than reducible
ones [9,50,51], the proximity effect can be described by the
disorder-averaged SC Green’s function, and superconducting
degrees of freedom in the system can be integrated out. As
a result, effects of the parent SC on the SM can be fully
incorporated into the interface self-energy �̌(ω) [50]. As-
suming spin-independent SC-SM electron tunneling [52], the
interface self-energy reads

�̌(ω) = |t |2ν0

∫

dξkǦSC (ξk, ω), (8)

with |t | being the tunneling amplitude. Note that �̌(ω) in
Eq. (8) does not depend on the Fermi momentum direction.
Recalling the definition of the isotropic quasiclassical Green’s
function, one can write

�̌(ω) = −iγ τ̂zǧ(ωn)|ωn→−iω, (9)

where the SC-SM coupling γ = π |t |2ν0 has been introduced.
The Green’s function of the quasi-1D SM nanowire can be

written as [50]

Ǧ−1(k, ω) = ω − V SM
Z σ̂x − [ξk + αRkσ̂y]τ̂z − �̌(ω). (10)

Here V SM
Z is the Zeeman field induced along the direction of

the nanowire, for example due to magnetic proximity from
the adjacent magnetic insulator and/or external magnetic field,
ξk = k2/2m∗ − μ with m∗ and μ being the SM effective elec-
tron mass and chemical potential, respectively, αR is Rashba
spin-orbit coupling, and �̌(ω) is given by Eq. (9). Writing
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FIG. 2. Dependence of density of states (left column), pairing potential (middle column) and critical temperature (right column) of the SC
on Zeeman field V SC

Z for various values of spin-orbit (upper row, 
so) and magnetic (lower row, 
s f ) scattering energy. Magnetic scattering in
(a)–(c) and spin-orbit scattering in (d)–(f) is set to zero. For (a), (b) and (d), (e), temperature is fixed to T/Tc0 = 0.01. Solid (dashed) lines in
(c) and (f) indicate second (first) order transition. All energies in (a)–(f) are measured in units of the bare superconducting gap �00.

ǧ(ωn) as in Eq. (3) gives

Ǧ−1(k, ω) = ω + iγ cosh φ cos θ

−
(

V SM
Z + γ sinh φ sin θ

)

σ̂x − (ξk + αRkσ̂y)τ̂z

− γ cosh φ sin θ τ̂y + iγ sinh φ cos θ τ̂yσ̂x,

(11)

where φ(ω), θ (ω) are analytically continued into the real
time domain via ωn → −iω. Equation (11) shows that prox-
imity to the SC induces four extra terms in the nanowire
Green’s function: frequency shift ∝ cosh φ cos θ , Zeeman
energy ∝ sinh φ cos θ , spin-singlet even-frequency pairing
∝ cosh φ sin θ and spin-triplet odd-frequency pairing ∝
sinh φ cos θ . In the absence of spin-orbit and magnetic scatter-
ing in the SC, these proximity-induced terms can be calculated
analytically. The Appendix presents the corresponding ex-
pressions.

The low-energy spectrum of the system can be determined
by computing poles of the Green’s function Eq. (11) from

det[Ǧ−1(k, ω)] = 0. (12)

To this end, one first calculates the self-consistent pair po-
tential and determines the Clogston limit using Eqs. (4a)–(6).
Next, the Usadel Eqs. (4a) and (4b) are solved once again, this
time in the real time domain using the self-consistent value of
the pair potential. Then, the obtained real time quasiclassical
Green’s function parametrized through φ(ω), θ (ω) is plugged
into Eq. (11), which produces expressions for the proximity-
induced terms in the Green’s function. Finally, the low energy
spectrum of the system is inferred by solving Eq. (12).

The spectrum can be used to directly identify topological
phase transitions (critical points are signified by gap closure
and reopening) and the topological gap.

III. RESULTS

In the following we first review the results of calculations
for the parent SC in isolation. In particular, we analyze the
dependence of the superconducting density of states, pair po-
tential and critical temperature on Zeeman field and spin-orbit
and magnetic scattering. Then we consider the SC-SM prox-
imity effect and calculate the dependence of the topological
phase transition on these parameters. Finally, the dependence
of the topological gap on external magnetic field for various
values of Zeeman field and/or spin-orbit and magnetic scatter-
ing in the SC is demonstrated.

A. Properties of the parent superconductor

We begin with an analysis of how Zeeman energy and
spin-orbit scattering affect the SC. Although the results in
this section are established [53–56], we reproduce them here
both as a validation of our methodology and to make the
presentation self-contained. Figure 2(a) depicts the SC density
of states of Eq. (7) plotted for a fixed value of Zeeman field
and various values of spin-orbit scattering energies. Through-
out energy is measured in units of the bare gap �00 of the
SC when no Zeeman field or spin relaxation processes are
present. Figure 2(a) demonstrates that the Zeeman energy
splits the density of states in the superconductor into two spin
bands. Spin-orbit scattering reduces the spin splitting in the
SC formed by the Zeeman field and eventually merges the
two spin-resolved peaks in the density of states into one; in
the limit of infinite spin-orbit scattering a single-peak BCS
density of states is recovered [54]. The pairing potential is
likewise affected by spin-orbit scattering, as illustrated in
Fig. 2(b) where we plot it as a function of Zeeman field for
several values of 
so. In the absence of spin-orbit scattering,
the pairing potential is constant as a function of V SC

Z up to
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a value of V SC
Z = 1/

√
2 where it vanishes and the system

undergoes a first order transition into the normal state. This
critical value of Zeeman field is the Clogston limit [53,57,58]
representing the maximum paramagnetic spin splitting that
the SC can withstand. Adding spin-orbit scattering to the
system pushes the Clogston limit to higher critical values of
V SC

Z ; see Fig. 2(b). The pair potential in turn decreases as a
function of V SC

Z when 
so 
= 0 and for values of 
so � 15 the
transition to the normal state becomes second order. Lastly, we
consider how the critical temperature Tc is impacted by both
Zeeman field and spin-orbit scattering in Fig. 2(c). At finite
Zeeman splitting spin-orbit scattering increases the critical
temperature; just as in Fig. 2(b), spin-orbit scattering increases
the Clogston limit, while values of spin-orbit scattering larger
than a certain threshold result in the transition switching from
first to second order.

Now we consider the combined effect of Zeeman energy
and magnetic scattering on the SC in Figs. 2(d)–2(f). We
present the density of states, plotted for a fixed value of Zee-
man field and several values of magnetic scattering energies,
in Fig. 2(d). Magnetic scattering smears out the density of
states peaks and reduces the excitation gap. For sufficiently
large values of 
s f , the SC becomes gapless [59]. Moving
on to the analysis of the pairing potential, Fig. 2(e) depicts
its dependence on Zeeman field and magnetic scattering. We
observe that the presence of magnetic scattering in the SC
reduces the pairing potential and, unlike spin-orbit scattering,
decreases the Clogston limit. At the same time, similar to spin-
orbit scattering, adding a sufficiently large 
s f switches the
order of the transition from first to second. Figure 2(f), which
presents the dependence of the critical temperature on Zeeman
field and magnetic scattering, supports the above conclusions.
The opposite behavior compared to spin-orbit scattering is
observed, i.e., increasing the magnitude of magnetic scatter-
ing that breaks time-reversal symmetry reduces the critical
temperature at all values of induced Zeeman splitting.

B. Topological phase transition

Having calculated self-consistent values of the pair poten-
tial in the parent SC, we now analyze the emergence of the
topological phase in the proximitized nanowire. Importantly,
the frequency dependence of the Green’s function in Eq. (11)
is irrelevant to the topological phase transition: at the critical
point the energy gap at k = 0 closes, which enables one to
identify the transition by setting ωn = 0 in Eqs. (4a) and
(4b) and k = ω = 0 in Eq. (11) as long as the correct self-
consistent value of the pair potential � = �(V SC

Z , 
so, 
s f )
is given. In this case, Eq. (4a) gives θ = π/2 while Eq. (4b)
reads

� sinh φ −V SC
Z cosh φ +

1

3

(


so −

s f

2

)

cosh φ sinh φ = 0.

(13)

At the same time, the Green’s function Eq. (11) becomes

Ǧ−1(k = 0, ω = 0) = −
(

V SM
Z + γ sinh φ

)

σ̂x − γ cosh φτ̂y,

(14)

where for simplicity we set chemical potential in the nanowire
to zero, μ = 0. Note that the induced Zeeman energy
(spin-singlet pairing) in the nanowire is equal to γ sinh φ

(γ cosh φ) while odd-frequency spin-triplet pairing vanishes.
From Eq. (14) we identify the minimum Zeeman field in the
SM necessary to create the topological phase, V SM

Z,c , as

V SM
Z,c = γ (cosh φ − sinh φ). (15)

Rewriting Eq. (13) in terms of this quantity gives
(

� − V SC
Z

)(

V SM
Z,c

/

γ
)

−
(

� + V SC
Z

)(

V SM
Z,c

/

γ
)3

+



6

[

1 −
(

V SM
Z,c

/

γ
)4] = 0, (16)

where we denoted 
 ≡ 
so − 
s f /2. Note that 
 in general
does not fully incorporate effects of spin relaxation processes
on the topological critical point because the value of the self-
consistent pair potential � = �(V SC

Z , 
so, 
s f ) depends on
these processes as well. Although an analytic solution to the
quartic Eq. (16) exists, in general it is cumbersome and we do
not present it here. Instead, we build intuition by considering
limiting behavior of Eq. (16). First, in the limit of 
 = 0,
which corresponds either to the absence of spin relaxation
processes 
so = 
s f = 0 or to the case when 
so = 
s f /2, we
find that a minimum Zeeman field of

V SM
Z,c

γ
=

√

� − V SC
Z

� + V SC
Z

(17)

is required in the SM to induce topological supercon-
ductivity. For small but nonzero values of 
, |
| �
[�2 − (V SC

Z )2]
3/2

/(V SC
Z �), perturbative corrections to V SM

Z,c of
Eq. (17) can be calculated. Up to first order in 
 we obtain

V SM
Z,c

γ
=

√

� − V SC
Z

� + V SC
Z

+
�V SC

Z

3
(

� − V SC
Z

)(

� + V SC
Z

)2 
 + O(
2).

(18)

In the absence of spin-orbit and magnetic scattering, Eq. (17)
demonstrates that it is impossible to close the gap without an
additional Zeeman field in the SM: in this case the topological
phase requires V SC

Z > � which is prohibited by the Clogston
limit. Adding a small spin-orbit scattering, which leads to a
small positive 
, does not improve the situation. On the con-
trary, the corresponding correction in Eq. (18) increases value
of the critical Zeeman field. This behavior is a manifestation
of the fact that spin-orbit scattering quenches spin splitting
in the SC; see Fig. 2(a) and the corresponding discussion in
Sec. III A. Due to this fact, the effective Zeeman energy trans-
ferred from the SC to the SM is decreased by the presence of
spin-orbit scattering in the superconductor. At the same time,
adding purely magnetic scattering, which leads to negative 
,
reduces the critical SM Zeeman field for a fixed value of V SC

Z .
However, magnetic scattering also suppresses the Clogston
limit as has been discussed in Sec. III A, so that the maximum
V SC

Z that the parent SC can sustain is smaller. For this reason,
adding magnetic scattering does not assist in reducing V SM

Z,c .
We show this below when we solve Eq. (16) numerically for
self-consistent � and general values of V SC

Z , 
so, 
s f .
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FIG. 3. Critical Zeeman energy V SM
Z,c required to be added to the

nanowire to induce topological phase versus Zeeman energy in the
parent superconductor V SC

Z for various values of spin-orbit and mag-
netic scattering and superconductor-semiconductor coupling γ . Solid
lines are calculated self-consistently and terminate at the Clogston
limit, while dashed lines are calculated non-self-consistently. Chem-
ical potential in the nanowire is set to zero. All energies are measured
in units of the bare superconducting gap �00.

Next, we consider the opposite limit of infinite spin-orbit
scattering, 
so ≈ 
 → ∞, or no Zeeman splitting in the SC,
V SC

Z = 0. In both of these limits, Eq. (16) yields V SM
Z,c = γ re-

gardless of the values of other parameters. Note that V SM
Z,c = γ

is a familiar result for the topological criterion at zero chem-
ical potential [50]. Expanding the solution of Eq. (16) near
V SM

Z,c = γ , we can find corrections for finite but large 
so or
nonzero V SC

Z :

V SM
Z,c

γ
= 1 −

3V SC
Z

3� + 6V SC
Z + 
so

+ · · · , (19)

which is valid as long as 3V SC
Z � 3� + 6V SC

Z + 
so. Further
expanding Eq. (19) in the limit of large spin-orbit scattering

so � V SC

Z ,� leads to

V SM
Z,c

γ
= 1 −

3V SC
Z


so

+ O

(

1


2
so

)

. (20)

Equation (20) shows once again that spin-orbit scattering
suppresses Zeeman splitting in the SC. However, expand-
ing Eq. (19) in the limit of small SC Zeeman energy
V SC

Z � 
so,� gives

V SM
Z,c

γ
= 1 −

3V SC
Z

3� + 
so

+ O
[(

V SC
Z

)2]
. (21)

Figure 3 presents the solution of Eq. (16) for general val-
ues of V SC

Z and 
so, 
s f . Self-consistent values of the pair
potential �(V SC

Z , 
so, 
s f ) cannot be in general obtained an-
alytically, so in Fig. 3 we depict the curves V SM

Z,c (V SC
Z ) for

two different settings: (1) solid curves represent the situa-
tion when numerically calculated values of the self-consistent
pair potential � = �(V SC

Z , 
so, 
s f ) [Figs. 2(b) and 2(e)] are
used in Eq. (16), while (2) dashed curves illustrate the case
when Eq. (16) is solved with the non-self-consistent pair
potential � = �00. Each solid curve in Fig. 3 terminates at

its respective Clogston limit when the parent superconduc-
tor transitions into the normal state. Even though spin-orbit
scattering, if present in the SC, can push Clogston limit
further—see Figs. 2(b) and 2(c) and discussion in Sec. III A—
it also quenches spin splitting in the SC and, correspondingly,
Zeeman energy transferred to the SM. At the same time,
magnetic scattering suppresses the Clogston limit as can
be seen in Figs. 2(e) and 2(f). On top of that, magnetic
scattering quenches the pair potential in the parent SC and
thus has a detrimental effect on the topological gap; see
Sec. III C. For this reason, spin-orbit and magnetic scattering
do not assist in creating topological superconductivity in the
nanowire.

Therefore, we emphasize again that the topological phase
cannot be achieved in hybrid heterostructures when the Zee-
man field is only induced in the parent superconductor,
regardless of whether spin-orbit or magnetic scattering is
present in the superconductor. This conclusion has been stated
in recent works by other authors as well [22,25], although
they did not explicitly consider spin relaxation processes in
the SC.

Reduction of the critical field V SM
Z,c can be achieved by

weakening the SC-SM coupling γ , see Eq. (15) and the gray
line in Fig. 3. However, in the weak coupling regime a smaller
coupling leads to a smaller topological gap, see Sec. III C.

Dashed curves in Fig. 3 represent the results of non-
self-consistent calculations. For 
s f = 0 these curves closely
follow the solid self-consistent lines. However, in the presence
of magnetic scattering (blue curve in Fig. 3) the dashed and the
solid curves are positioned considerably off from each other
because magnetic scattering substantially reduces the pairing
potential; see Fig. 2(e). This reduction cannot be captured by
the non-self-consistent pair potential. Another drawback of
the non-self-consistent calculation is that it does not enforce
the Clogston limit, and therefore the dashed curves in Fig. 3
do not terminate. This pathology could lead to incorrect con-
clusions about the topological phase diagram. For this reason,
we emphasize the importance of self-consistency in the SC
Green’s function (and subsequent topological phase diagram)
calculation if Zeeman energy and spin relaxation mechanisms
are present in the superconductor.

C. Topological gap

Beyond the critical point, a crucial property of the topo-
logical phase is the spectral gap. A larger gap enhances the
protection of the topological phase against quasiparticle poi-
soning and disorder. In this subsection, we calculate the gap in
the nanowire and analyze its dependence on Zeeman splitting
and spin-orbit and magnetic scattering in the parent SC. In
general, because of the nontrivial frequency dependence of
the Green’s function Eq. (11), the energy spectrum of the
nanowire has to be computed numerically. Moreover, in case
of spin relaxation processes present in the SC, the Usadel
Eqs. (4a) and (4b) are solved numerically as well. For this rea-
son, we perform a numerical analysis of Eqs. (4a), (4b), and
(11). Throughout the calculations we set the Rashba coupling
in the nanowire to α = 0.2 eV · Å and the effective electron
mass to m∗ = 0.02m0, where m0 is the electron rest mass. We
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FIG. 4. Spectral gap Eg (color) multiplied by the topological
invariant Q = ±1 as a function of the chemical potential μ in the
semiconductor and the external Zeeman field V ext

Z for 
so = 
s f = 0,
V SC

Z,0 = 0.55. The phase boundary is marked by solid black lines.
Dashed black lines represent the phase boundary when V SC

Z,0 = 0.
The hatched region depicts the part of the phase diagram beyond the
Clogston limit when superconductivity in the parent SC is destroyed.
All energies are measured in units of the parent superconductor’s
bare gap �00.

continue using the bare gap of the parent SC �00 = 0.23 meV
as a unit of energy.

As discussed in Sec. III B, a certain Zeeman field V SM
Z,c has

to be introduced directly to the semiconductor to achieve the
topological phase. Here we consider the case when V SM

Z,c is
created by applying an external Zeeman field V ext

Z to the entire
system. As stated in Sec. II, we ignore orbital effects of the
magnetic field. We assume that there is no coupling between
the SM and the MI, although this assertion can be easily ad-
justed in our framework by using a different parametrization
of V ext

Z . The total Zeeman energies of the SC and the SM
are V SC

Z = gSCV ext
Z + V SC

Z,0 and V SM
Z = gSMV ext

Z , respectively,
where V SC

Z,0 is the MI-induced Zeeman splitting in the SC and
we take gSC = 2 and gSM = −15.

Figure 4 shows the computed spectral gap as a function
of the chemical potential μ in the nanowire and the external
Zeeman field V ext

Z for V SC
Z,0 = 0.55 in the absence of the mag-

netic and spin-orbit scattering in the SC. The topological part
of the phase diagram is marked red, solid black lines repre-
sent its boundary. If the MI does not couple to the SC—i.e.,
V SC

Z,0 = 0,—the phase boundary is depicted by dashed black
lines. In this case the orientation of the external field does not
play any role which is exhibited by the symmetry of the two
dashed curves with respect to the V ext

Z = 0 line. However, if
the MI induces Zeeman splitting in the SC, then the relative
orientation of the two fields—V ext

Z and V SC
Z,0 —is important. In

the antiparallel configuration, which corresponds to the case
of V ext

Z < 0 in Fig. 4, the Zeeman splittings created by the
MI and the applied field have opposite signs in the SC and
the same sign in the SM. As a result, the topological phase

is achieved at smaller values of |V ext
Z | compared to the case

when V SC
Z,0 = 0. However, when the direction of V ext

Z is parallel
to the magnetization of the MI—V ext

Z > 0 in Fig. 4—the Zee-
man splittings have the same sign in the SC but the opposite
signs in the SM. This is an unfavorable configuration for the
topological phase: the Clogston limit in this case is reached at
smaller values of the applied field, while the phase transition
to the p-wave superconductivity requires a larger applied field
compared to the case with no MI.

We now proceed to studying individual effects of the
Zeeman splitting, spin-orbit and magnetic scattering on the
topological gap. To this end, we fix the chemical potential
in the nanowire to zero and plot the dependence of the gap
on V ext

Z in Fig. 5 for the antiparallel configuration of the
applied field and the MI magnetization, which is advantageous
for the topological phase. First, we consider impact of V SC

Z,0
in Fig. 5(a) in the absence of the spin-orbit and magnetic
scattering. The black dotted curve in Fig. 5(a) shows the
typical behavior of the energy gap as the system undergoes
the topological transition between the s-wave (small |V ext

Z |)
and the p-wave (large |V ext

Z |) superconductivity in the weak
coupling regime (γ = 0.2) in the absence of any zero-field
Zeeman splitting in the SC. The kink exhibited by the curve at
−V ext

Z ≈ 0.027 appears where the minimum gap as a function
of momentum jumps from k = 0 to k ∼ kF . Inducing finite
Zeeman splitting in the SC results in the decrease of the criti-
cal Zeeman field as illustrated by the dashed line. Analogous
reduction of the critical field can be achieved by lowering
the coupling between the SM and the SC (gray dotted line),
but that also results in the reduction of the topological gap,
whereas addition of the Zeeman energy to the SC keeps
the gap approximately the same as long as V SC

Z,0 is below
the Clogston limit. Adding Zeeman energy larger than the
Clogston limit leads to an interesting behavior; see solid line
in Fig. 5(a). In this case at zero field the superconductivity
in the parent SC is broken due to the proximitizing MI, but
application of the external field restores it back. As a result,
the system undergoes the first order transition from the normal
phase directly into the p-wave superconducting phase with the
topological gap close to the one of the MI-free system.

As we have previously pointed out while discussing Fig. 3,
spin-orbit scattering can quench the Zeeman effect in the su-
perconductor, enhancing its Clogston limit, but also reducing
the Zeeman energy effectively transferred to the nanowire.
This is illustrated in Fig. 5(b) where we plot the gap as a
function of the external field for different values of 
so. We
consider the case when Zeeman energy above the Clogston
limit is induced in the superconductor [solid line, same as in
Fig. 5(a)]. Increasing the spin-orbit scattering in the parent SC
restores its superconductivity, and a regular transition between
the s- and p-wave phase is observed at finite 
so. Further
increase of 
so leads to the enhancement of the critical field
due to the suppression of the Zeeman splitting in the super-
conductor.

Effects of the magnetic impurity scattering on the topolog-
ical gap are illustrated in Fig. 5(c). As has been discussed in
Sec. III A, magnetic scattering reduces the pairing potential in
the parent SC. This leads to a minute reduction of the critical
field in Fig. 5(c) and a visible suppression of the topological
gap. Overall, we conclude that the presence of the magnetic

134506-8



TOPOLOGICAL SUPERCONDUCTIVITY IN NANOWIRES … PHYSICAL REVIEW B 103, 134506 (2021)

0.00 0.01 0.02 0.03 0.04 0.05

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.00 0.01 0.02 0.03 0.04 0.05

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.00 0.01 0.02 0.03 0.04 0.05

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35(a) (b) (c)

FIG. 5. Energy gap in the proximitized nanowire as a function of external magnetic field V ext
Z = −μBB/2 for various values of SC-SM

coupling γ , MI-induced Zeeman energy in the superconductor V SC
Z,0 , spin-orbit scattering 
so and magnetic scattering 
s f . 
so = 0 in (a), (c),


s f = 0 in (a), (b), and γ = 0.2 in (b), (c). All curves are plotted for zero chemical potential in the nanowire. All energies are measured in
units of the parent superconductor’s bare gap �00.

scattering in the parent SC is not desirable for creating the
topological phase in the nanowire.

IV. CONCLUSION

In this paper we have presented a theoretical approach to
calculate topological properties of nanowires proximitized by
a bilayer of a disordered superconductor and a magnetic insu-
lator. We have taken into account the proximity effect between
the superconductor and the magnetic insulator by means of
the Usadel approach, and shown how different mechanisms
(Zeeman splitting, magnetic and spin-orbit scattering) change
the intrinsic properties of the superconductor. We have then
calculated how the bilayer changes the topological properties
of a proximate semiconducting wire. In particular, similar to
other recent theoretical results [22–24,26,27] we report that
a finite Zeeman energy in the semiconductor, either induced
by coupling to a magnetic insulator or by an applied magnetic
field, is required to enter the topological phase – a bound we
estimate analytically. When introducing this Zeeman energy
as a result of the applied magnetic field, we observe that the
critical field and the topological gap depend on the relative
orientation of the applied field and the MI-induced Zeeman
splitting in the superconductor: only in the configuration when
they are antiparallel one finds reduced critical field and larger
stability with respect to the absolute magnitude of the applied
field. Introducing magnetic and spin-orbit scattering to the
superconductor, we find that the former in general is detri-
mental to the topological phase—it reduces the Clogston limit
in the superconductor and leads to a smaller topological gap.
At the same time, spin-orbit scattering quenches the magnetic
response of the superconductor, allowing it to sustain larger
Zeeman fields, but also increases the critical field required to
reach the topological phase.

In general, if magnetic insulators are used to decrease the
critical magnetic field for entering the topological phase, when
they proximate the superconductor, particular attention must
be paid to the orientation of the magnetization and to the selec-
tion of a material that induces an exchange field that is neither
too small nor too large to destroy the superconductivity. Some
degree of control of the induced field may be attained by con-
sidering the multidomain MI structures and in fact the recent
experiment [14] was performed in this regime. However, in
practice the lack of control over the size of every domain
renders a practical usage of this regime problematic. The other

unwanted effect of using magnetic insulator-superconductor
bilayers is the magnetic impurity scattering. To reduce it,
likely the high quality of the interface between the magnetic
insulator and the superconductor is paramount. One other
possible axis of optimization is addition of the spin-orbit
scattering to the superconductor—it enhances stability to the
applied magnetic fields while still providing the benefit of
overall-smaller operating fields afforded by some amount of
zero-field spin splitting in the superconductor.

Current progress in constructing nanowires that produce
topological excitations leads to an increasing complexity of
devices, including the use of engineered stacks consisting of
various materials. Beyond magnetic insulators, other materials
that could be used in such stacks include larger-gap supercon-
ductors, e.g., Pb [60], to increase the pairing potential of the
whole stack, or a normal metal with large spin-orbit coupling,
which could add spin-orbit scattering to the superconductor
(thereby increasing the Clogston limit). An approach pre-
sented here based on the Usadel equation treatment of the
superconducting stacks and the BdG treatment of the semi-
conductor can be generalized to study topological properties
of heterostructures containing these (and other) materials. In
addition, this approach is scalable to three dimensions and can
account for the effects of inhomogeneities, multiple magnetic
domains, etc. Thus, it should be instrumental in the quest for
finding an optimal Majorana platform.
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APPENDIX: ANALYTICAL EXPRESSIONS FOR THE PROXIMITY-INDUCED TERMS OF THE NANOWIRE GREEN’S

FUNCTION IN THE ABSENCE OF SPIN-ORBIT AND MAGNETIC SCATTERING IN THE SC

In the absence of magnetic and spin-orbit scattering 
so = 
s f = 0 pair potential in the superconductor is constant as a
function of Zeeman energy � = �00 up to the Clogston limit, and analytical solution to the Usadel Eqs. (4a) and (4b) can be
obtained [45]:

tan θ =

√

4ω2
n�

2 +
[(

V SC
Z

)2 + ω2
n − �2

]2 −
(

V SC
Z

)2 − ω2
n + �2

2ωn�
, (A1)

cosh φ =
ωn + � tan θ

√

ω2
n +

[

�2 −
(

V SC
Z

)2]
tan2 θ + 2ωn� tan θ

, (A2)

sinh φ =
V SC

Z tan θ
√

ω2
n +

[

�2 −
(

V SC
Z

)2]
tan2 θ + 2ωn� tan θ

. (A3)

Performing analytical continuation of the Matsubara frequencies ωn → −iω, we obtain the proximity induced terms of the
Green’s function Eq. (11):

i cos θ cosh φ = −
−ω2 + S

2ω

√

1 − (ω2+S)2

4�2ω2

√

S − (−h2+�2 )(ω2+S)2

4�2ω2

, (A4)

sin θ sinh φ = −
h(ω2 + S)2

4�2ω2
√

1 − (ω2+S)2

4�2ω2

√

S − (−h2+�2 )(ω2+S)2

4�2ω2

, (A5)

sin θ cosh φ = −
(−ω2 + S)(ω2 + S)

4�ω2
√

1 − (ω2+S)2

4�2ω2

√

S − (−h2+�2 )(ω2+S)2

4�2ω2

, (A6)

i cos θ sinh φ = −
h(ω2 + S)2

2�ω

√

1 − (ω2+S)2

4�2ω2

√

S − (−h2+�2 )(ω2+S)2

4�2ω2

, (A7)

where for notational purposes we denoted S = −(V SC
Z )2 + �2 +

√

−4�2ω2 + (ω2 − (V SC
Z )2 + �2)2.
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S. A. Khan, T. Stankevič, S. Francoual, J. R. Mardegan, J. A.
Krieger, V. N. Strocov, J. Stahn, C. A. Vaz, M. Ramakrishnan,
U. Staub, K. Lefmann, G. Aeppli, J. Arbiol, and P. Krogstrup,
ACS Appl. Mater. Interfaces 12, 8780 (2020).

[22] B. D. Woods and T. D. Stanescu, arXiv:2011.01933.
[23] C.-X. Liu, S. Schuwalow, Y. Liu, K. Vilkelis, A. L. R. Manesco,

P. Krogstrup, and M. Wimmer, arXiv:2011.06567.
[24] S. D. Escribano, E. Prada, Y. Oreg, and A. L. Yeyati,

arXiv:2011.06566.
[25] A. Maiani, R. S. Souto, M. Leijnse, and K. Flensberg,

Phys. Rev. B 103, 104508 (2021).
[26] K. Pöyhönen, D. Varjas, M. Wimmer, and A. R. Akhmerov,

arXiv:2011.08263.
[27] J. Langbehn, S. A. Gonzalez, P. W. Brouwer, and F. von Oppen,

arXiv:2012.00055.
[28] J. D. Sau, R. M. Lutchyn, S. Tewari, and S. Das Sarma,

Phys. Rev. Lett. 104, 040502 (2010).
[29] T. Tokuyasu, J. A. Sauls, and D. Rainer, Phys. Rev. B 38, 8823

(1988).
[30] J. D. Sau, S. Tewari, and S. Das Sarma, Phys. Rev. B 85, 064512

(2012).
[31] V. Stanev and V. Galitski, Phys. Rev. B 89, 174521 (2014).
[32] H. Y. Hui, J. D. Sau, and S. Das Sarma, Phys. Rev. B 90, 064516

(2014).
[33] P. Neven, D. Bagrets, and A. Altland, New J. Phys. 15, 055019

(2013).
[34] Y. Lu, P. Virtanen, and T. T. Heikkilä, Phys. Rev. B 102, 224510

(2020).
[35] K. D. Usadel, Phys. Rev. Lett. 25, 507 (1970).

[36] D. A. Ivanov and Y. V. Fominov, Phys. Rev. B 73, 214524
(2006).

[37] F. S. Bergeret, A. F. Volkov, and K. B. Efetov, Rev. Mod. Phys.
77, 1321 (2005).

[38] D. Gall, J. Appl. Phys. 119, 085101 (2016).
[39] J. Romijn, T. M. Klapwijk, M. J. Renne, and J. E. Mooij,

Phys. Rev. B 26, 3648 (1982).
[40] L. P. Gorkov, Sov. Phys. JETP 34, 505 (1958).
[41] G. Eilenberger, Z. Phys. 214, 195 (1968).
[42] A. I. Larkin and Y. N. Ovchinnikov, Sov. Phys JETP 28, 1200

(1969).
[43] J. A. X. Alexander, T. P. Orlando, D. Rainer, and P. M. Tedrow,

Phys. Rev. B 31, 5811 (1985).
[44] E. A. Demler, G. B. Arnold, and M. R. Beasley, Phys. Rev. B

55, 15174 (1997).
[45] F. Aikebaier, P. Virtanen, and T. Heikkilä, Phys. Rev. B 99,

104504 (2019).
[46] T. Kiendl, F. von Oppen, and P. W. Brouwer, Phys. Rev. B 100,

035426 (2019).
[47] D. E. Liu, E. Rossi, and R. M. Lutchyn, Phys. Rev. B 97,

161408(R) (2018).
[48] A. Cottet, D. Huertas-Hernando, W. Belzig, and Y. V. Nazarov,

Phys. Rev. B 80, 184511 (2009).
[49] SC-MI bilayers with superconductors of thickness comparable

or greater than the coherence length have been recently studied
in Ref. [20].

[50] T. D. Stanescu, R. M. Lutchyn, and S. Das Sarma, Phys. Rev. B
84, 144522 (2011).

[51] A. C. Potter and P. A. Lee, Phys. Rev. B 83, 184520 (2011).
[52] Spin-dependent tunneling between the SC and SM has been

recently considered in Ref. [25].
[53] G. Sarma, J. Phys. Chem. Solids 24, 1029 (1963).
[54] R. C. Bruno and B. B. Schwartz, Phys. Rev. B 8, 3161 (1973).
[55] F. S. Bergeret, M. Silaev, P. Virtanen, and T. T. Heikkilä,

Rev. Mod. Phys. 90, 041001 (2018).
[56] T. T. Heikkilä, M. Silaev, P. Virtanen, and F. S. Bergeret,

Prog. Surf. Sci. 94, 100540 (2019).
[57] B. S. Chandrasekhar, Appl. Phys. Lett. 1, 7 (1962).
[58] A. M. Clogston, Phys. Rev. Lett. 9, 266 (1962).
[59] M. Tinkham, Introduction to Superconductivity, 2nd ed. (Dover,

Mineola, NY, 2004).
[60] T. Kanne, M. Marnauza, D. Olsteins, D. J. Carrad, J. E. Sestoft,

J. de Bruijckere, L. Zeng, E. Johnson, E. Olsson, K. Grove-
Rasmussen, and J. Nygård, arXiv:2002.11641.

134506-11


