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We present a photoelectron imaging study of the angular distributions in HO,~
photodetachment. The transitions studied correspond to electron detachment from
the a” HOMO and ' HOMO-1 of HO,", yielding the neutral hydroperoxy radical
in the ground and first excited electronic states. The experimental results are
analysed using the p-d variant of the general model for photodetachment from
mixed-character states. In this model, the parent anion molecular orbitals or the
corresponding Dyson orbitals are described as superpositions of atomic p and d
functions placed at a chosen centre in the molecular frame. As photoelectron
angular distributions are sensitive to the long-range scaling of the parent orbitals,
modelling the experimental results yields insight into the long-range behaviour of
the anionic wavefunctions. In the model, the long-range behaviour of diffuse
orbitals is parameterized using the effective charges defining the basis functions.
These charge parameters do not correspond to any physical charges in the anion,
but describe the long-range scaling of the p and d components of the model
function and, therefore, the parent anion orbital. The experimental and model
results for HO,™ are compared to NO~ and O™, shedding light on the effects of
molecular symmetry and chemical bonding structures on the photoelectron

angular distributions.
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1. Introduction

The hydroperoxy radical HOz is ubiquitous in the Earth atmosphere, where it
participates in a myriad of reactions involved in natural and pollutant-driven chemistry
[1-13]. The corresponding hydroperoxide anion HO>™ is an important intermediate in
the solution-phase consumption of ozone, among other reactions [14,15]. Despite their
clear and broad relevance, as well as the extensive studies conducted on these
seemingly simple triatomic species, their chemistry is not yet fully understood.

In the atmosphere, the hydroperoxy radical is formed primarily through the
reaction of carbon monoxide with hydroxyl radicals, photolysis of carbonyls, and
oxidation of volatile organic compounds (VOCs) [2]. It further engages in an array of
important atmospheric cycles, including the production of secondary organic aerosols
(SOAs) and tropospheric ozone, which have adverse impacts on public health, and the
formation of OH radicals, which drive the oxidative capacity of the atmosphere [1,2,5].
The latter means that HO: itself is a major driver of this capacity, and the details of its
chemistry are essential to understanding the atmosphere’s complex network of
reactions. Consequently, there is significant recent work on developing new methods for
detecting and measuring its presence in the atmosphere, as well as understanding its
chemistry, in order to produce accurate models of its behaviour [2,16-18].

The hydroperoxide anion is readily produced through the deprotonation of
hydrogen peroxide. This anion drives the solution-phase decomposition of ozone and
production of OH radicals through the peroxone process, used, incidentally, as a means
of disinfecting drinking water [14,15]. This chemistry and its application to new
industrial processes were the subject of recent investigations [14,15]. Analogous
processes may be possible in the atmosphere, as well, though their direct evidence is

less abundant. Direct investigations of the hydroperoxide anion in the gas phase are



therefore of crucial interest to understanding its chemistry in the atmosphere.

The photoelectron spectrum of HO2™ has been studied previously [19,20]. In the
most recent work, Clifford et al. observed two electronic states of the neutral radical,
each displaying a single vibrational progression [19]. The adiabatic electron affinity
(EA) of HO2 was determined to be 1.089(6) eV, with a splitting between the ground and
excited states of 0.871(7) eV, placing the onset of the excited state at 1.960 eV. The
vibrational progression in each state corresponded to the O—O stretching mode, with a
frequency of 1097.63 cm™! in the ground state and 929.068 cm™! in the excited state
[19]. These values were in excellent agreement with previous work on the system [20-
23], including the photoelectron spectrum collected by Oakes et al. [20], who found the
EA to be 1.078(17) eV, as well as the near-IR emission measurement of Tuckett et al.
[22], who found the ground-to-excited state splitting to be 7029.48(10) cm™.

In this work, we investigate on the photoelectron angular distributions (PADs) in
HO:™ photodetachment and focus on what they reveal about the electronic structure and
the photodetachment process. We also compare HO2™ to O2~and NO-, to explore the
role of molecular symmetry in the context of quantitative modelling of PADs. The HO2~
PADs have not been studied in any detail to this point. Since the photoelectron
spectrum, on the other hand, has been well-characterized, it allows us to unambiguously
separate the PADs in the photodetachment transitions to the ground and excited states of
the HOz radical, facilitating the necessary analysis. Although many of the electronic-
structure and photodetachment details presented here will be looked at primarily from
the physics point of view, it is these physics that ultimately control the environmental
chemistry of this important anion and the corresponding neutral radical.

Photoelectron angular distributions have attracted a lot of attention, particularly

since the introduction of Eppink and Parker’s revolutionary velocity-map approach



[24,25] to photoelectron imaging [26,27]. On the theory side, since the dawn of the
field, the analysis of the experimental PADs used to rely heavily on the Cooper-Zare
central-potential formula [28-30], rooted in the earlier derivations by Bethe [31]. Its
widespread practical application had been facilitated by Hanstorp et al.’s breakthrough
idea [32] to use Wigner’s theory [33] to approximate the relative scaling of the partial-
wave transition matrix elements appearing in the Cooper-Zare formula. Although the
Cooper-Zare formula is strictly valid only for atomic systems, there have been
successful attempts to overcome this limitation in describing molecular anions using the
same central-potential approach. A famous example is the modelling of Oz~ photode-
tachment as electron emission from a “d-like” orbital [34-37], which is indeed a good

approximation of the t; HOMO (highest-occupied molecular orbital) of O™

However, Oz~ is an exception rather than the rule. The orbitals of most molecu-
lar systems cannot be assigned a single “effective” value of the orbital angular momen-
tum quantum number (/), which is the defining parameter in the Cooper-Zare formula.
For example, photodetachment from sp” hybrid orbitals, which are ubiquitous in organic
compounds, cannot be modelled within the central-potential formalism. Neither /=0
(for s) nor / = 1 (for p) are acceptable descriptions of a hybrid, and one certainly cannot
use the (/) = n/(n + 1) weighted-average, because such intermediate fractional quantities
are forbidden by quantum mechanics. A different approach was needed and developed,
initially for mixed s-p character molecular orbitals (MO) [38-40]. It was later genera-
lized for states of any mixed character [41], whereas the parent MO, from which the
electron originates, is described as a superposition of atomic-like functions all placed at
the same centre in the molecular frame.

In using such superpositions, the model approach has some similarity to the

Linear Combination of Atomic Orbitals MO theory (LCAO-MO), but differs from it in



that the mixed-character basis functions are all located at the same centre. In this regard,
the model functions are similar to hybrid atomic orbitals, but differ from them too, in
that the expansion centre does not have to correspond to any atom in the system. For
example, adopting the model language to superoxide, the dominant contribution to the

model function describing the T; HOMO of O™ is a d function centred at the middle of

the O—O bond. This function does not correspond to any stationary orbitals of either of
the two O atoms, but nonetheless makes it possible to analyse the O2~ PADs using the
Cooper-Zare formula with an effective value of / = 2 [34-37,42].

While the Oz~ case involves just one dominant / component of the HOMO, in
most other systems more expansion terms are necessary. Formally speaking, the atomic-
like functions located on an arbitrary centre comprise a complete basis set, and therefore
the expansion is rigorously justified in every case. Once the expansion is defined, the
outgoing electron is described as a superposition of partial waves with orbital angular
momentum quantum numbers /;, related to the corresponding quantum numbers of the
basis functions by the /r=1[+ 1 selection rule. The key to successful application of the
mixed-character model is limiting the number of the terms to a few carefully chosen and
properly placed basis functions, capturing the significant properties of the MO without
obscuring the conceptual insight from the analysis with a myriad of expansion
coefficients and other adjustable parameters.

In this work, we adopt the p-d variant of the general mixing model [41] to
describe the PADs in the photodetachment from the HOMO and HOMO-1 of HO:™, in
comparison to the HOMOs of NO™ and O2™. The photodetachment orbitals in the first
two systems are well described as distorted (polarized) d-like orbitals, while the O2~
HOMO serves as an unpolarized d-like reference case. The p-d mixing approach works

well in these systems, because the MOs involved can be adequately approximated by



mixed-character p-d functions, generally defined as:

|#pa) = 1 —valp) + frald), (1)

where Y, 1s the fractional d-character (0 < y4; < 1). Any relative phase factors between
the p and d components of Eq. (1) are absorbed into the kets. This expression is well
suited for the description of lopsided d-like MOs, as illustrated in Figure 1. Specifically,
using the molecular-frame (MF) coordinate definitions included in the figure, superposi-
tion of the real 3d:x (|d) in the figure) and 2px (|p)) orbitals placed at the same centre in
the MF yields a lopsided d-like model function, resembling Tt* orbitals in many
diatomic and pseudo-diatomic systems, such as NO~ and HO2". Conveniently, Eq. (1)

with y4 = 1 also describes the ; MOs of homonuclear diatomics, such as 027, allowing

for direct comparison of a wide array of systems analysed using the same formalism.

The mixed-character model can be applied using either canonical Hartree-Fock
(HF) or Dyson orbitals. Dyson orbitals take into account electron correlation and relaxa-
tion effects in many-electron systems [43-45] and are, therefore, rigorously more appro-
priate for describing photodetachment transitions [46]. However, canonical HF orbitals
often provide a good (enough) approximation, hold the appeal of reduced computational
complexity, while also allowing a more direct insight into the electronic wavefunction
of the anion itself, rather than its overlap with the final state of the transition. Previous
experimentation with both HF and Dyson orbitals indicated only small differences in
the results of the s-p variant of the mixed-character model [37,39]. In this work we
compare the performance of both types of orbitals in the p-d mixing context.

In the next section, we outline our experimental approach to HO2>™ photodetach-
ment. The results are presented in section 3. In section 4, we summarize the p-d mixing

formalism and the details of modelling the PADs from the p-d-like HOMO and



HOMO-1 of HO2™, in comparison to NO~ and Oz". The O2~, NO~, and HO>" series is
used to spotlight the effects of gradually diminishing molecular symmetry on the PADs
from (distorted) d-like MOs. Section 5 presents an overall discussion, while Section 6

summarizes the overarching conclusions.

2. Experimental methods

The experiments were carried out using the negative-ion [47] spectrometer described in
detail elsewhere [48,49]. Hydroperoxide anions were produced through the oxidation of
methoxide anions CH30™ in an electron-impact ionized supersonic expansion. A
methanol precursor was seeded in oxygen carrier gas and deprotonated in the expansion
by O~ formed by electron-bombardment of Oz. The resulting methoxide anions then

reacted with Oz to form HO:™, according to the known chemistry [50,51]:

CH30™+ O2 — CH20 + HO»™. (2)

The resulting anions were separated according to their masses in the Wiley-
McLaren time-of-flight mass-spectrometer [52] and intersected with a pulsed laser
beam in the detection region of the instrument. Photoelectron images of HO2~ were
collected at eight wavelengths: 306, 355, 406, 607, 612, 622, 797, and 812 nm. The 355
nm light was produced as the third harmonic of a Nd:YAG laser (Spectra Physics; 5
mlJ/pulse, ~6 ns pulse duration). The 607, 612, and 622 nm light was generated by the
fluorescence of Rhodamine 640 dye in an ND6000 dye laser pumped by Surelite 11-20
Nd:YAG (Continuum, Inc.). 306 nm was obtained by frequency doubling the 612 nm
output. The 797 and 812 nm light was produced using LDS 821 dye in the same dye
laser, and 406 nm—by frequency doubling the 812 nm output.

Photoelectron images were collected using a velocity-map [24,25] photoelectron



imaging [26,27] assembly, mapping the photodetached electron in the direction perpen-
dicular to the ion and laser beams [48,49]. The 607, 612, and 622 nm images were
collected with the potentials of =330, 0, and +900 V, applied respectively to the bottom,
middle, and top plates of the velocity-map imaging (VMI) lens. The 306, 355, 797, and
812 nm images were collected with the respective VMI potentials of —220, 0, and +600
V. At 406 nm, the —165, 0, and +450 V potentials were used. The highest-energy 306
nm images exhibited slight elliptic distortions and were corrected using the circulariza-

tion tool in the PyAbel program package [53,54].

3. Experimental results

The raw and Abel-transformed [27,55] photoelectron images of HO2™ collected at (a)
306 nm, (b) 355 nm, (c) 406 nm, (d) 607 nm, (e) 612 nm, (f) 622 nm, (g) 797 nm, and
(h) 812 nm are presented in the top part of Figure 2. The corresponding photoelectron
spectra are all plotted together for easy comparison in the bottom part of the figure (i).
The spectra are plotted vs. electron binding energy, eBE = hv — eKE, where hv is the
photon energy and eKE stands for electron kinetic energy.

At 622 nm and shorter wavelengths, two electronic states of neutral HO> are
accessed, with vibrational progressions within each state resolved either partially or
nearly completely. The spectra are consistent with the past work on HO2™ [19-23] and
will not be discussed here in detail. According to our spectra, the adiabatic electron
affinity of the ground X2A" state of the peroxy radical is EA = 1.089(11) eV. The
corresponding origin peak is marked in Figure 2(i) with an asterisk. This result com-
pares favourably with the EA values of 1.078(17) eV and 1.089(6) eV from the two
previous measurements [19,22]. The onset of the second electronic band, corresponding

to the 4 2A’ excited state of HO2, whose origin is marked with two asterisks in Figure



2(1), occurs at 1.951(2) eV, compared to the 1.960 eV and 1.950 eV values determined
previously [19,20,22]. Also consistent with the previous studies, the ~1100 and 900
cm’! vibrational progressions, observed within the two electronic bands, correspond to
the O—O stretch in the respective neutral states.

Transitions from the anion to both the X?A" and 4 >A’ states of neutral HO2
exhibit nearly isotropic PADs at low eKE, but become increasingly perpendicular with
increasing eKE. This trend can be noted even by visual inspection of the images in
Figure 2(a)-(h). The values of the anisotropy parameter £, determined for various
vibrational bands, are plotted as a function of €= eKE in Figure 3. Figure 3(a) presents
the data for the first photodetachment transition, yielding HO2(X?A "), while Figure 3(b)

shows the corresponding results for the 4 >A’ excited state.

4. Theoretical modelling

4.1. The p-d variant of the mixed-character model

To analyse the observed trends, we turn to the p-d variant of the general model describ-
ing PADs in molecular-anion photodetachment from states of any mixed character.
According to the general formalism [41], the dependence of the anisotropy parameter
on eKE (¢) in photodetachment from a p-d orbital defined by Eq. (1) is given by:

(1 —y)B,e(2A%6% — 4A1£c088,) + v ATe?(2 + 12456% — 36A,£c0883,1) /5

g (1 —y4)Bye(1 + 24%262) + y,A2€2(2 + 345¢2)

3)

where A1, A2, and B> are the Hanstorp-style [32] coefficients, describing the relative
scaling of the / — [r= [+ 1 photodetachment channels. Here, /=1 for |p) and 2 for |d)

in Eq. (1), while /ris the corresponding quantum number of the free electron ([r=0, 1, 2,



and 3 for the s, p, d, and fpartial waves, respectively). 41 in Eq. (3) is the coefficient
introduced explicitly by Hanstorp et al. [32] to describe the scaling of the p — d and p
— s channels in O~ photodetachment. Here, it describes the relative scaling of the /=1
— =2 and /=1 — [r= 0 channels, originating from the p component of the initial
state. 42 is a similar coefficient for the d component of the model function in Eq. (1): /=
2 — [r=3 relative to /[ =2 — [r= 1. B2, on the other hand, is a Hanstorp-style
coefficient, not defined by Hanstorp himself, but based on the same physical
assumptions as the original Hanstorp 4 coefficients. B2 and other B coefficients
appearing in the mixed-character model arise when the initial state of the electron is a
combination of /; components, as in Eq. (1). B2 specifically describes the scaling of the /
=1 — [r=2 photodetachment channel relative to / =2 — [r=1 [41].

Equation (3) also includes the phase shifts between the outgoing (d and s) and
(f'and p) partial waves: 8, o = (8, — &) and 65, = (63 — 6;). These phase shifts arise
due to the interactions between the departing electron and the remaining neutral. They
tend to be small, because the final-state electron-neutral interactions themselves are
weak. The phase shifts, reflecting the differences in these interactions, are calculated as
deltas of small absolute quantities and therefore assured to be small themselves.

Past studies have shown that the typical values of cosd.o (for the s-d phase shift
in detachment from p orbitals) range between 0.88 and 0.98 [32,35,36,42,56,57]. In this
work, we fix cosdz,0 at 0.95, a value within this range, allowing the model to capture the
physics without introducing an additional free parameter. We similarly fix the p-f phase
shift at cosds,1 = 0.95, as determined in the previous analysis of O2™ data [57]. Assuming
that the phase shifts in HO2™, Oz, and NO™ are similar, we will use the above cosine
values for all three systems.

This leaves four yet undefined parameters in Eq. (3): 41,42, B2, and y4. As
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discussed previously, the Hanstorp coefficients 41, 42, and B2 depend on the spatial
extent of the MO, particularly in the long range [32,37,41]. Recall that in elementary
atomic structure the scaling of an orbital at large r is controlled by the effective nuclear
charge appearing in the exponent of the radial function. We assume that the |p) and |d)
parts of Eq. (1) are represented specifically by the hydrogenic 2p and 3d orbitals, placed

at the centre of the O—O bond. The corresponding radial functions
1 ,5/2  _
Rzp(‘r) = ﬁZZI/) re (Zpr/Z (4)

V2 ,7/2 _
Rsa(r) = oz Gay T2~ 500"/3 (5)

are parameterized by the respective charges ¢2p and {34. With the origin of these func-
tions (7 = 0) being at the centre of the O—O bond, {2, and $a do not correspond to any
physical charges in the molecule. For this reason, they should not be confused with
effective nuclear, atomic, Mulliken [58], or Hirshfeld [59] charges. They cannot be
evaluated using, for example, the Slater rules [60] or the self-consistent field screening
constants [61]. They are but model parameters defining the spatial extents of the basis
functions: the smaller the {2, and {34, the more diffuse the corresponding functions.
According to the derivation in Ref. [41], given {2, and {34, the three Hanstorp

coefficients 41, 42, and B2 can be expressed in terms of just these two parameters:

16 144 29¢7
A, _ 3d

(22p7 ngd, 5'36€§p

(6)

All three coefficients in (6) are given in atomic units (of reciprocal energy). These
expressions appeared in Eq. (43) in Ref. [41], but due to a typographical error the B2

formula there included an incorrect power of 2, (2 instead of the correct 9). Given the
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parametrization of 41, 42, and B2 in terms of {3 and {34, the number of parameters in
Eq. (3) is reduced to three total: {2y, {34, and ;. Among these, ¥, can be determined
from ab initio calculations, leaving the effective charges ¢2» and {34 as the only free

model parameters to be deduced from the experimental data.

4.2. Application of the p-d mixing model to HO>~

The geometry of the HO2™ anion was optimized at the CCSD(T) level of theory with the
d-aug-cc-pVQZ basis set using the Gaussian 09 suite of programs [62]. The added
diffuse functions were included to describe the diffuse tails of the anion orbitals, as their
long-range behaviour has a significant effect on the model PADs. The calculations pre-
dict that at its X'A’ equilibrium, HO2~ has O—O and O—H bond lengths of 1.520 A and
0.960 A, respectively, and an H-O—O bond angle of 97.8°. The Dyson orbitals corre-
sponding to the X'A" — X?A"and X'A’' — 4 %A’ photodetachment transitions were
calculated for the above optimized geometry via the EOM-IP-CCSD method imple-
mented in QChem 5.1 [63]. The canonical Hartree-Fock a” HOMO of HO>™ and the
Dyson orbital corresponding to the X'A’ — X2A " photodetachment transition (nomin-
ally, removing an electron from the HOMO and therefore referred to, for brevity, as
Dyson HOMO), are plotted side by side in Figure 4(a) and (b), respectively. The HF a’
HOMO-1 and the Dyson orbital for the X'A’ — 42A’ photodetachment transition
(Dyson HOMO-1), are similarly plotted in Figure 5(a) and (b), respectively. (Note the
different orientations of the molecular frame in Figures 4 and 5). The orbitals bear clear
resemblance to the p-d model function illustrated in Figure 1 and to each other, although
under careful inspection the Dyson orbitals appear to be slightly more lopsided,
compared to their HF counterparts.

The calculation outputs were used to generate custom 70x70x%70 cube files,
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representing each MO as a three-dimensional array within a (12 a.u.)* volume, centred
at the middle of the O-O bond. These cube files were imported into MATLAB and used
for least-squares fits of the model function in the form of Eq. (1) to the ab initio orbitals.
Using the axes definitions in Figure 1, the p and d parts of the model function were as-
sumed to be real hydrogenic 2p. and 3d:x orbitals placed at the centre of the O—O bond.
For the HOMO fit, the yz plane corresponded to the molecular plane; for HOMO-1, the
zx plane played this role. The fits yielded the fractional d character, y,, and the charge
parameters, ¢2» and &34, for each of the four orbitals (Hartree-Fock HOMO and
HOMO-1 and the Dyson orbitals for each). The fit parameters are summarized in the
“MO cube fits” part of Table 1. The zx cross-sections of the resulting model functions
are shown as contour plots in Figures 4 and 5, (c¢) and (d), for the HOMO and
HOMO-1, HF and Dyson orbitals, respectively, where they can be compared to the
isosurface plots of the corresponding ab initio orbitals shown above each contour plot.
The visual observation that each of the Dyson orbitals is slightly more polarized
compared to the respective HF counterparts is reinforced by the smaller Dyson d char-
acter values. To stress this point, the y; values in Table 1 are converted to percent
polarization, defined as magnitude of the p term coefficient in Eq. (1), m , €X-
pressed as percent. The small differences between the d characters of the HF and Dyson
orbitals (0.979 vs. 0.945 for the HOMO and 0.871 vs. 0.788 for HOMO-1) translate
into significant differences in polarization (14% vs. 23% for the HOMO and 36% vs.
46% for HOMO-1). These significant polarization values and the differences between
them may surprize at first, because the orbitals themselves in Figures 4 and 5 do not
look that lopsided or different from each other. The key to interpreting this observation
is that the p polarization terms of the model functions correspond to significantly
smaller charge-parameter values than the main d components (see Table 1), meaning
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that the p terms are more diffuse and mostly affect the long-range amplitudes.

Next, Eq. (3) was used along with the A1, 42, and B2 formulas (6) to fit the p-d
mixing model to the measured A ¢) values. As discussed in Section 4.1, cosd,0= 0.95
and cos 3,1 = 0.95 were assumed. The fractional d characters were fixed at the values
determined by fitting the model function to the corresponding MOs, while the 2, and
G3a effective charges were used as free parameters. The resulting fits for the HOMO and
HOMO-1 (HF and Dyson, each) are shown as dash-dotted black (for HF) and solid red
(for Dyson) curves in Figure 3(a) and (b), respectively. The HF and Dyson fits are close
to each other in each case, but not identical. Because of the slight difference in degrees
of polarization within each pair of the HF and Dyson orbitals, the corresponding (&)
fits assume different y,; values and hence yield distinct optimized charge parameters.
The resulting 3 and {34 values are summarized in the “PAD data fits” part of Table 1.

Note that the charge parameters ¢2p and (34 for each orbital were determined
twice, using two different approaches, with different results (compare the MO cube and
PAD data parts of Table 1). This discrepancy is to be expected. The MO fit values
reflect the structure of the orbitals within the limited range of the cube, capturing most
of the electron density, but not providing an accurate description of the long-range
behaviour of the orbitals. These fits do capture the asymmetric shapes of the orbitals
and yield accurate estimates of the fractional d character, but the effective charges
obtained from them do not describe the diffuse orbital “tails”. Since it is the “tails” that
the PADs are most sensitive to [41,64], the effective charges obtained from the MO fits
are not particularly useful for modelling the PADs. The {2, and {34 values obtained from
the fits of Eq. (3) to the A ¢) experimental data, on the other hand, provide a more
accurate description of the long-range behaviour of the MOs. Not surprisingly, the long-

range charge values (from the PAD data fits) are consistently smaller than their short-
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range counterparts (from the MO fits). This is because smaller effective charges corre-

spond to more diffuse model functions.

4.3. Application of the model to 0> and NO~

In order to compare the new HO:2™ results to Oz~ and NO™, it is necessary to perform
similar analyses of these diatomic systems. For reference, the bond lengths in Oz~ and
NO-, optimized the same way as HO>™, are 1.349 A and 1.266 A, respectively, com-
pared to a 1.520 A O—O bond in HO2~. The HOMOs of Q2 and NO™ are shown in
Figures 6 and 7, respectively. Similar to the presentation of the HO2™ results, both HF
and Dyson orbitals are shown in each case.

Oz should be viewed as a reference system for the p-d model treatment of both
HO>™ and NO". In modelling the doubly degenerate m; HOMO using Eq. (1), the p term
strictly vanishes (by symmetry, y; = 1) and Eq. (3) reduces to the Hanstorp’s adaptation
[32] of the Cooper-Zare central-potential formula [28,29] with [ = 2 [34-37]. Although it
is not a true d orbital, the lowest-order contribution to its expansion beyond the d term is
a g (I =4) function, since the s, p, and f contributions all vanish by symmetry. Moving
on from Oz to NO~, molecular symmetry reduces from D..i to Coov. The loss of the
inversion centre results in the polarization of the NO~ HOMO, as seen in Figure 7, but
does not affect its two-fold degeneracy. The degeneracy is lifted in HO2™, due to further
symmetry reduction to Cs. Thus, the HOMO and HOMO-1 of HOz™ both correlate to
the doubly degenerate HOMOs of NO™ and Oz, making it appropriate to compare the
detachment from both HO2~ orbitals to the HOMO™! transitions in NO~ and O2".

We fit the p-d model function (1), with y,4 set to 1, to the cube arrays of the HF

and Dyson variants of the Oo- HOMO. Figures 6(c) and (d) show the cross-sections of
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the optimized model functions, similar to the treatment of the HO2™ orbitals in Section
4.2. The corresponding &2, and {34 values are included in the “MO cube” part of Table
1. A snapshot of previously published A(¢) data for Oz~ from Ref. [57] is shown in
Figure 8(a). To avoid complications due to strong vibronic coupling [36,57], the S
values measured at various wavelengths for only the vertical transition, O2(X>Zg",
v'=2) « 02 (X°Ig, v" = 0), are included. Fits to these data using the Hanstorp-adapted
[32] Cooper-Zare formula [28,29] with / = 2 or, equivalently, Eq (3) with y; = 1 yield
A2=0.40(1) eV and cosd,1 = 0.95 [57]. According to Eq. (6), the above 42 value
corresponds to {34 = 1.63(2), also included in Table 1. The least-squares fit of the model
to the data in shown in Figure 8(a). In this case, there is no distinction between the fits
using the parameters of the HF or Dyson HOMO, because both types of orbitals corre-
spond to strictly the same y,; value, y; = 1, and hence the corresponding fits of Eq. (3)
to the data converge on the same result.

Turning to NO™, the p-d model functions obtained by fitting Eq. (1) to the HF
and Dyson variants of the HOMO [Figures 7(a) and (b)] are represented by their cross-
sections in Figures 7(c) and (d), respectively. The corresponding fit parameters are
included in Table 1. A snapshot of NO~ (¢) data is given in Figure 8(b) [41,65-67].
There is strong vibronic coupling in this case as well, so again only the vertical transi-
tion, NO(X I, v' = 2) « NO~(X 3%, v" = 0), is represented in the figure. The least-
squares fits of Eq. (3), using the same process as for HOz, i.e. with cosd,0 = 0.95,
cosd,1 = 0.95, and y,; determined from the MO fits above (y,; = 0.985 for the HF
HOMO and y; = 0.965 for the Dyson orbital), yield the respective dash-dotted black

and solid red curves in Figure 8(b). The charge parameters are included in Table 1.
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5. Discussion

5.1. Hartree-Fock vs. Dyson orbitals

We have compared the canonical Hartree-Fock and correlated Dyson orbitals of HO>™,
NO-, and Oz~ [Figures 4-7, parts (a) and (b), respectively]. In general, Dyson orbitals
are the rigorously appropriate functions for describing photodetachment. Although HF
orbitals often do provide a good approximation, they are prone to yielding qualitatively
incorrect pictures in some cases, for example, when the energetic ordering of the
orbitals/states is affected by electron correlation [46]. Thanks to the availability of
modern computational packages [63], calculating Dyson orbitals has become fairly
straightforward. It needs to be said, however, that canonical HF orbitals continue to
hold appeal, not only due to reduced computational complexity and broader familiarity
in the chemistry community, but also because they provide a (however incomplete)
bonding picture of the anions themselves. In contrast, by their very definition, Dyson
orbitals describe the overlap between the anion and neutral wavefunctions and,
therefore, reflect the properties of the transition, not the anion.

In all cases discussed in this work, the HF and Dyson orbitals closely resemble
each other and provide consistent and complementary insight into the observed PADs.
This observation complements a similar conclusion reached in the application of the s-p
variant of the mixed-character model [37,39]. It warrants mentioning, however, that for
all three distorted d-like orbitals discussed here (the HOMO and HOMO-1 of HO2™ and
the HOMO of NO™), the Dyson orbitals are noticeably more polarized than their HF
counterparts, as borne out by the y,; values, indicated in parts (c) and (d) of Figures 4, 5,
and 7, and in Table 1. This observation does not have a significant effect on the ultimate

modelling of the PADs using the p-d model—the “HF” and “Dyson” curves in Figures
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3 and 8 fall very close to each other—but that is only because the differences between
the respective d characters plugged into Eq. (3) are offset by the corresponding
adjustments of the &, and {34 charge parameters.

In the case of HO2~, we have also compared the output of the p-d model to the
predictions of the ezDyson program developed by Gozem and Krylov [68]. The outputs
of the QChem EOM-IP-CCSD/d-aug-pVQZ calculations, including the Dyson orbitals
shown in Figures 4(b) and 5(b), were imported into ezDyson and the energy-dependent
photoelectron anisotropy values were calculated for each of the transitions by expanding
the continuum state of the electron in partial waves up to /r=5 (changing this limit to Iy
= 7 did not have an appreciable effect on the results). The resulting f(¢) curves are
included in Figures 3(a) and (b), shown as dashed blue lines labelled “ezDyson”.

Overall, the ezDyson calculations reproduce the observed experimental trends
quite well. The apparently better agreement of the “HF” and “Dyson” p-d model curves
with the experimental data does not indicate a better performance of the model com-
pared to ezDyson. In fact, such quality comparison should not be made at all. The p-d
model curves agree with the data so well, because Eq. (3) was fit to the experimental
results. The ezDyson curves, on the other hand, are purely ab initio predictions, ob-
tained with no reliance on the experimental data shown. This highlights the fundamental
difference between the two approaches. ezDyson predicts PADs from first principles,
based on the calculated electronic structure of the parent anion. The mixed-character
model, on the other hand, works in the opposite direction: its goal is not to predict the
experimental results, but to provide a means for their interpretation. By reducing the
photodetachment orbitals to superpositions of just two basis functions and expressing
the PADs in terms of model parameters that are common in elementary electronic

structure (such as effective charges), the model helps interpret what the observed PADs

18



mean, i.e. what they imply about the dominant character of the parent anion orbitals and

hence the anions themselves.

5.2. Out-of-plane HOMO vs. in-plane HOMO-1 of HO>

For reasons discussed in Section 4.2, in the following discussion, we focus on the long-
range £2p and ¢34 values obtained by fitting the p-d model formula (3) to the experimen-
tal data, along with the y,; values determined from the MO cube fits. These quantities
are bolded in Table 1. The HOMO and HOMO-1 of HO2™ (Figures 4 and 5) both look
like lopsided d-like orbitals. While neither is truly a d or a p-d orbital, both possess clear
p-d character and are best described as distorted, but predominantly d-like functions.
The p term in Eq. (1) captures the first-order effect of the distortion. Since the &2, values
for both orbitals are smaller than the corresponding {34 charges (Table 1), the polariza-
tion terms are significantly more diffuse than the dominant d components.

The qualitative similarity of the two orbitals is especially revealing in the
context of their different symmetry species: A” for the HOMO vs. A’ for the HOMO-1.
If one were to reduce the MOs just to their symmetry representations, qualitatively
different PADs would be predicted for the two of them. For example, the qualitative
symmetry-only-based s&p model [48,69] (not to be confused with s-p mixing [38]),
predicts negative S values for detachment from the HOMO, in agreement with the
results in Figure 3(a), and #> 0 for the HOMO-1, contrary to Figure 3(b). Thus, the
different symmetry characters of the two orbitals are not reflected in the PADs and the
present analysis explains why: despite their different representations, the HOMO and
HOMO-1 of HOz™ are qualitatively similar. The HOMO/HOMO-1 degeneracy is lifted
due to the off-O-O-axis presence of the H atom, which also accounts for the different

symmetry species and slightly different shapes of the two MOs. Yet, there is little or no
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MO density of the hydrogen in both orbitals: in the LCAO-MO picture, they consist
predominantly of oxygens’ 2p orbitals. Thus, the symmetry species should not be part
of a qualitative analysis of photodetachment from these otherwise similar orbitals,
because the difference in symmetry is due to an atom which hardly contributes to (is
decoupled from) the orbitals themselves.

Despite the qualitative similarity, the quantitative differences between the
HOMO and HOMO-1 are nonetheless observable. Based on the y,; values (Table 1),
the distortion/polarization p term in the HF/Dyson HOMO is about 2%/5% by
population or 14%/23% by amplitude, while that in the HF/Dyson HOMO-1 is
13%/21% by population or 36%/46% by amplitude. From the bonding perspective, the
addition of the O—H bond to Oz~ lifts the degeneracy of superoxide’s d-like HOMO,
splitting it into the distinct HOMO and HOMO-1 of HOz>™. With the hydrogen atom
located in the plane of the HOMO-1, its polarizing effect on the otherwise d-like MO is
more significant, compared to the HOMO, as clearly borne out by the above p terms
amplitudes. The a' HOMO-1 also possesses partial o bonding character with respect to
the O—H bond, which is absent (by symmetry) in the " HOMO. This partial bonding
character of the HOMO-1 versus the throughout  antibonding character of the HOMO,

explains the energetic ordering of the two MOs.

5.3. The Oy vs. NO~ vs. HO; series

Since the introduction of Hanstorp’s 4; parameters [32], it was understood that their
magnitude is related to the “size” of the anion. With the “size” defined by the spatial
extent of the outermost orbital, this relationship is clearly borne out in Eq. (6). For d-

like orbitals, the inverse-square dependence of 42 on {34 dictates that the larger—the

more diffuse—the anion, the smaller the {34 values, and the larger the 42 magnitude.

20



The anion’s “size” is also related to its binding energy. Tighter-bound anions have more
compact orbitals, while weakly bound systems are more diffuse. Dipole- or correlation-
bound anions are the ultimate examples of the latter, while a completely delocalized
free electron in the presence of a neutral molecule serves is an asymptotic limit
corresponding to an infinitely large “anion” with zero binding energy.

Generalizing these observations, the “size” of the anion is, in general, positively
correlated with the appropriate A; coefficients and negatively correlated with the effec-
tive charges du and the eBE. These correlations are not linear and also dependent on
other factors (such as, for example, the molecular geometry). However, they do give
correct intuitive insight both into the chemistry of electron binding and the physics of
the photodetachment process. This conceptual level of insight is the motivation behind
the present work and the original development of the mixing model [41].

In the O27, NO~, and HOz™ series, the electron binding energies increase from
NO-, for which the adiabatic EA of NO is 0.04 eV [65], to Oz~ (EA of O21s 0.45 eV
[70]), to HO2™ (EA of HO2 is 1.089 eV, from Refs. [19,22] and this work). The HOMOs
of all three anions are predominantly d-like functions with various degrees of symme-
try-dependent distortions. Therefore, the {34 effective charges (Table 1) can be used as a
measure of these anions’ “size”. Comparing O2~ to HO2~, we notice that the electron
binding energy increases in direct correlation with {34, as expected based on the above
arguments. We do also notice that ¢34 values for the (HF or Dyson) HOMO-1 in HO2~
are similar or smaller than for the HOMO, which is counterintuitive, because the bind-
ing energy of HOMO-1 is greater than that of the HOMO. However, the @ HOMO-1
lies in the HOO molecular plane and includes a partial (small) bonding character with
respect to the O—H bond. The a” HOMO, on the other hand, is an out-of-plane orbital

localized strictly on the diatomic O—O moiety. These differences, accounting for the in-
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plane HOMO-1 being geometrically larger, compared to the HOMO, are responsible
for the {34 values breaking the binding-energy trend.

Comparing NO™ to Oz reveals another insightful discrepancy. Despite the
electron binding energy to NO being smaller than to Oz, the corresponding {34 values
are similar. In fact, both HF and Dyson NO™ values are slightly larger, seemingly
suggesting that the NO~ HOMO is less diffuse than that of O2™. Recall, however, that in
contrast to O2~ the NO~ HOMO is a lopsided orbital, as accounted for by a very diffuse
(&2p =0.70/0.77 vs. ¢3a=1.78/1.80) p contribution. The difference between &, and (34
implies that the polarizing effect is more significant in the diffuse regions of the orbital.
Although the weight of the p component is small (1.5%/3.5% by population, 12%/19%
by amplitude), the PADs have been shown to be most sensitive to the diffuse parts of
the parent wavefunction [41,64], boosting the contribution of the p term to the data.
Thus, the appropriate comparison is not 3z = 1.63 for Oz~ vs. {32 = 1.78/1.80 for NO~,
but ¢3¢ = 1.63 for Oz~ vs. some moment of {2 = 0.70/0.77 and 34 = 1.78/1.80 for NO™,

where the weight of {2 is more significant than suggested by y,.

6. Summary

We presented a comprehensive imaging study of the photoelectron angular distributions
in HO2™ photodetachment. The results were analysed using the p-d variant of the general
mixed-character model [41] and compared to NO~ and Oz~ photodetachment. The
comparison sheds light on the effects of molecular symmetry and chemical bonding
structures on the photodetachment process and the PADs.

In the context of the p-d model, the initial bound state of the electron (i.e., the
parent MO) or the corresponding Dyson orbital is described as a superposition of atomic

p and d basis functions placed at a chosen centre in the molecular frame. As the PADs
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are sensitive to the long-range scaling of the diffuse tails of the MOs, the asymptotic
behaviour of the model function is of key importance to the analysis. This behaviour
was parameterized in terms of the effective charges 2, and {34, which do not corre-
spond to any physical charges within the anion, but describe the long-range scaling of
the model function and the MO. Using the formalism developed elsewhere [41], the
observed PADs and their variation with eKE are defined by three parameters: the above
effective charges and the fractional d character parameterizing the symmetry-adapted
structure of the parent orbital.

The model results and the predicted trend within the O2~, NO~, and HO2™ anion
series are consistent with physical intuition and the known trends in other physical

observables, such as the electron binding or anion detachment energies.
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Table 1. Model parameters for the HOMO and HOMO-1 of HO2™ and the respective

doubly degenerate HOMOs of O2™ and NO™.

MO cube fits Percent PAD data fits
Anion/Orbital polari-
&yt | Ga | ya® | zation® & © G3d ¢

HO2~

HOMO

Hartree-Fock 1.59 4.71 0.979 14% 1.01(4) 2.53(8)

Dyson 1.88 4.64 0.945 23% 1.18(4) 2.63(9)

HOMO-1

Hartree-Fock 2.09 4.54 0.871 36% 1.0(2) 2.2(4)

Dyson 2.16 4.53 0.788 46% 1.1(2) 2.4(6)
02 HOMO

Hartree-Fock - 5.20 1 0% - 1.63(2)

Dyson - 4.99 1 0% - 1.63(2)
NO- HOMO

Hartree-Fock 1.67 5.10 0.985 12% 0.70(4) 1.78(9)

Dyson 1.25 4.85 0.965 19% 0.77(4) 1.80(7)

& Parameter values determined by fitting the p-d model function (1) to the ab initio

(HF or Dyson) orbitals.

b Percent polarization describes the amplitude of the p polarization term in the p-d

model function (1), defined as /1 — y; X 100%.

¢ These {2 and {34 values were determined by fitting the model equation (3) to the

experimental data, with y; constrained to the values from the corresponding MO fits.
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Figure 1

|¢pd)

p) |d)

Figure 1. Illustration of the p-d variant of the mixing model. Shown in the top left are
the molecular-frame Cartesian coordinate axes. |¢pd) is a model mixed p-d orbital
defined in Eq. (1). |p) and |d) are the corresponding components of the mixed p-d state,
in this example represented specifically by the 2px and 3d.x atomic-orbital functions

located at the same centre.
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Figure 2
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Figure 2. Top: Raw (left) and inverse Abel transformed (right) photoelectron images of
HOz" collected at (a) 306 nm, (b) 355 nm, (c) 406 nm, (d) 622 nm, (e) 612 nm, (f) 607
nm, (g) 797 nm, and (h) 812 nm. Bottom: (i) Photoelectron spectra corresponding to the
images (a)-(h). The single asterisk marks the origin peak of the X?A" <~ X 'A’

transition, while the double asterisk marks the origin of the first excited state, 4 2A’.
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Figure 3
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Figure 3. Anisotropy parameter f as a function of electron kinetic energy for photode-
tachment from the (a) HOMO and (b) HOMO-1 of HO>", corresponding to the X?A"
and 4 2A’ electronic states of the resulting HO: radical. The v0, v1, etc. labels corre-
spond to the v’ =0, 1, etc. vibrational states of the neutral HO2. Solid curves represent
the fits to the experimental data using p-d model equation (3) with the y, values
constrained as follows. In (a), y4 = 0.979 for the Hartree-Fock MO (dash-dotted black
curve) and y,; = 0.945 for the Dyson orbital (solid red curve). In (b), y; = 0.871 for the
Hartree-Fock MO (dash-dotted black curve) and y; = 0.788 for the Dyson orbital (solid
red curve). The resulting 2, and {34 values are given in the PAD data fits part of Table
1. The dashed blue curves in (a) and (b) are the corresponding ab initio predictions

obtained using the ezDyson program.
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Figure 4
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Figure 4. (a) Canonical HF and (b) Dyson orbitals, corresponding to photodetachment
from the " HOMO of HOz". (c)-(d) Cross-sections of the model functions defined by

equation (1), representing the above orbitals.

32



Figure 5

Hatree-Fock Dyson

(b)

Figure 5. (a) Canonical HF and (b) Dyson orbitals, corresponding to photodetachment
from the a" HOMO-1 of HOz". (c¢)-(d) Cross-sections of the model functions defined by

equation (1), representing the above orbitals.
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Figure 6
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Figure 6. (a) Canonical HF and (b) Dyson orbitals, corresponding to photodetachment

from the T; HOMO of Oz2". (¢)-(d) Cross-sections of the model functions defined by
equation (1), representing the above orbitals. In this case, for both HF and Dyson

orbitals, y, is strictly equal to 1, by symmetry.
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Figure 7

Hatree-Fock Dyson

Figure 7. (a) Canonical HF and (b) Dyson orbitals, corresponding to photodetachment
from the HOMO of NO™. (c)-(d) Cross-sections of the model functions defined by

equation (1), representing the above orbitals.
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Figure 8
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Figure 8. Symbols show measured anisotropy parameter S, plotted as a function of
electron kinetic energy, for the (a) O2(X>Zy, v'=2) < O2 (X1, v" = 0) and (b)
NO(X I, v' = 2) « NO~(X 3T, v" = 0) vertical photodetachment transitions. Data
sources are cited in the text. Solid curves represent fits to the experimental data using p-
d model equation (3). In (a), the y, value was constrained to strictly 1 (by symmetry);
hence both the HF and Dyson orbitals yield indistinguishable model curves. In (b), the
¥4 value was constrained to y,; = 0.985 for the Hartree-Fock HOMO (dash-dotted black
curve) and to y4 = 0.965 for the Dyson orbital (solid red curve). The resulting £2» and

$3q values are given in the PAD data fits part of Table 1.
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