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Open-shell donor−π−acceptor conjugated metal-free dyes for dye-
sensitized solar cells†

Md Abdus Sabuj and Neeraj Rai∗

Dye-sensitized solar cells (DSCs) have drawn a significant interest due to their low production cost,
design flexibility, and the tunability of the sensitizer. However, the power conversion efficiency (PCE)
of the metal-free organic dyes is limited due to the inability of the dye to absorb light in the near-
infrared (NIR) region, leaving a large amount of energy unused. Herein, we have designed new
DSC dyes with open-shell character, which significantly red-shifts the absorption spectra from their
counterpart closed-shell structure. A small diradical character (y < 0.10) is found to be beneficial
in red-shifting the absorption maxima into the NIR region and broadening up to 2500 nm. Also, the
open-shell dyes significantly reduce the singlet–triplet energy gaps (∆E ST ), increase the total amount
of charge-transfer to the semiconductor surface, reduce the exciton binding energy, and significantly
increase the excited-state lifetimes compared to the closed-shell systems. However, the closed-shell
dyes have higher injection efficiency with increased intramolecular charge transfer (ICT) character.
Our study reveals the design rule for open-shell DSC dyes to be able to absorb photons in the NIR
region, which can increase the efficiency of the solar cell device.

Design, System, Application We utilize the open-shell charac-
ter quantified using diradical index to tune the optical properties
of a group of small organic molecules that are candidate chro-
mophores for the dye-sensitized solar cells. We find that a small
diradical index can be beneficial to push the absorption maximum
into the near infrared region (NIR). This can significantly enhance
the power conversion efficiency (PCE) of the dye-sensitized solar
cells. Our work establishes a new approach to design solar cell
materials for higher PCE as they utilize photons in the NIR re-
gion. This work provides synthesis targets for dye sensitizers to
be used in organic dye based solar cells. As molecules show a rel-
atively small diradical index (less than 0.2 at the B3LYP level of
theory), these can also be synthetic targets for non-linear optical
materials.

1 Introduction
The ever-increasing need for energy compels the scientific com-
munity to search for renewable energy sources. Dye-sensitized
solar cells (DSCs)1 are an attractive alternative energy source due
to their excellent durability, low processing and fabrication cost,
cleaner environmental footprint, exceptional performance under
low-intensity light, and the ability to tune the photosensitizer to
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absorb light in a particular region of the solar spectrum2,3. The
power conversion efficiency (PCE) of the DSC largely depends on
the dye and its ability to absorb low energy photons in the near-
infrared (NIR) region4–6. Designing a dye which absorbs light
around 940 nm can increase the current of DSC device by 40 %.5

Despite significant past effort in designing dye sensitizers,7 the
large energy gap between the frontier molecular orbitals (FMOs)
of most available dyes prohibits the absorption of low-energy pho-
tons; thus, the majority of the photons are wasted as heat. There-
fore, to-date, the PCE of the metal-free organic dyes has reached
only 14% of the incident light,8–12 leaving much room for im-
provement in the sensitizer design. Almost half of the total energy
transferred through the sunlight is in the NIR region13; therefore,
tailoring the dye molecular structure to absorb enough photons in
the NIR region is of particular interest to increase the PCE of the
DSCs.11

The metal-free organic dyes have high molar absorptivity,
design flexibility compared to the ruthenium-based (Ru) dyes;
whereas, the latter suffer from metal toxicity, reduced stabil-
ity, and depleted ruthenium resources.6,14,15 There are differ-
ent approaches to design metal-free NIR dyes. The red-shift in
the absorption wavelength is achieved by extension of the π-
systems16–23. However, larger dyes are found to have a lower
PCE due to the lower dye loading and unfavorable binding with
the semiconductor surface; consequently, increasing the aggrega-
tion and recombination with the redox-shuttle16,24,25. Therefore,
designing small dyes that can intensely absorb light in the NIR
region is imperative to increase the solar cell PCE4. Another
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efficient strategy for dye design is connecting an electron-rich
donor (D) unit with electron-deficient acceptor (A) unit together
by π-conjugation. This type of D−A arrangement can impart
strong push-pull interactions in the π-conjugated system; there-
fore, the energy gap between the highest occupied molecular or-
bital (HOMO) and the lowest unoccupied MO (LUMO) is reduced
either by the resonance structure D−A and D+ = A−, or by hy-
bridization of the donor HOMO with acceptor LUMO13. However,
the current dyes for DSC have a closed-shell electronic configura-
tions with a highly aromatic backbone, a strong antiferromagnetic
(AFM) coupling between the electrons in the FMOs, and large op-
tical gap, inhibiting absorption in the NIR region.

Open-shell diradicals have potential applications in organic
photovoltaic, nonlinear optics, charge storage devices, and in
organic solar cells.26–28 Diradicals with two unpaired electrons
in the degenerate or nearly-degenerate non-bonding molecular
orbitals have a reduced AFM coupling between the unpaired
electrons; therefore, they have a unique electronic, optical, and
magnetic properties.26,29 A reduced AFM coupling compared to
the closed-shell molecules facilitates delocalization of the un-
paired electrons along the backbone.28,30 This delocalized elec-
tronic topology of diradicals increases the π-conjugation along
the molecular backbone and ensures higher thermodynamic sta-
bility.28,30 The inherent low FMOs energy gap of open-shell di-
radicals compared to the closed-shell counterpart can potentially
red-shift absorption spectra into the NIR region,13,28,30–33 which
is beneficial increasing the PCE of the DSC device.4 Although, a
significant amount of works have been performed on molecular
based diradicals;13,29,32,33 however, there is no evidence of open-
shell diradical dyes particularly designed for DSC device.

Here, we have report open-shell diradical dyes for DSC de-
vice and correlate geometric, optical, and charge-transfer prop-
erties with the diradical character. In this regard, we have de-
signed D−π−A open-shell diradical dyes (Fig. 1) by modifying
the structure of the conventional dye, D35 with donor tripheny-
lamine (TPA) and acceptor cyanoacetic acid (CAA) moieties,34

and compared the geometric, optical, and charge-transport prop-
erties with the closed-shell counterpart. In particular, we re-
place the π-spacer with different substituents to tune elec-
tronic properties.6,15,35–39 The ubiquitous D−π−A design frame-
work induces efficient charge separation along the molecular
backbone and reduces recombination process by ensuring large
spatial separation between the donor group and semiconduc-
tor surface.4,8 The thiophene π-spacer in the D35 dye is re-
placed with benzo[1,2-c;4,5-c′]bis[1,2,5]thiadiazole (BBT) and
benzo[1,2-d:4,5-d′]bis([1,2,3]thiadiazole) (iso-BBT)40 to tune
quinoidal/open-shell and closed-shell character, respectively. BBT
has a high electron affinity due to its non-classical structure with
a hypervalent sulfur atom.40,41 Therefore, BBT-based molecules
have a high HOMO and lower LUMO energy levels than iso-
BBT40, which can reduce the HOMO–LUMO energy gap, facilitat-
ing admixing of the FMOs in the ground-state.33 Also, the thia-
diazole units of the BBT recovers aromatic stabilization energy in
the open-shell ground-state, developing a diradical character.41

Although BBT has been used as a π-spacer in DSC dyes, the di-
radical character (y) of these dyes has not been explored.37,42,43

To further tune the electronic properties of the designed dyes,
thiophene is used at both the ends of BBT and iso-BBT40.
This increases the effective π-conjugation and the planarity
of the backbone, and broadens the absorption spectra of the
dyes.18,44–46 Also, our study on macromolecular systems show
that the quinoidal thiophene recovers aromaticity in the open-
shell ground-state, developing a polyradical character.47 More-
over, N substitution on the dye increases the backbone planarity
by reducing the H–H repulsions and fine tunes the HOMO en-
ergy level of the dyes with the redox-potential of the redox-
shuttle, providing enough potentials for dye regeneration. Fur-
thermore, to asses the effect of π-systems elongation, thieno[3,2-
b]thiophene (thienothiophene) is used replacing the thiophene
π-spacer, which increases the diradical character but reduce the
dye regeneration energy. Our study indicates the open-shell dyes
with diradical character y < 0.10 significantly red-shifted the ab-
sorption spectra in the NIR region. Therefore, designing dyes
with small diradical character is a potential approach to consider
to further increase the PCE of DSC device.

2 Methods

2.1 Theoretical background

The power conversion efficiency (η)37 of a DSC device is calcu-
lated as follows:

η =
FF×Voc× Jsc

Pin
(1)

where, FF is the fill factor, which indicates the resistance during
electron transfer,4 Voc is the open-circuit voltage, Jsc is the short-
circuit current, and Pin is the incident solar power. The Jsc of the
DSC is determined as37,39:

Jsc =
∫

λ

LHE(λ )×φin ject ×φcollectdλ (2)

where, LHE is the light harvesting efficiency, φin ject is the electron
injection efficiency, and φcollect is the charge collection efficiency.
φcollect is constant for a particular DSC device, where the only
variable is the different types of sensitizer used in the solar cell.
Therefore, increasing the LHE and φin ject efficiency increases Jsc.
Also, Jsc is a function of the solar spectrum; therefore, designing
dyes to absorb light in the NIR significantly increase the integra-
tion range, increasing Jsc.6. The LHE of a sensitizer is defined
as15,37:

LHE = 1−10− f (3)

where, f is the oscillator strength corresponding to the maximum
absorbtion (λmax). A larger f value of a particular dye increase
the LHE.

The electron injection efficiency (φin ject) depends on the driving
potential during electron injection (∆Gin ject) to the semiconductor
conduction band, which is calculated as:37

∆Gin ject = E0 +E∗−ECB (4)

where, E0 is the oxidation potential on the ground-state of the
dye, E∗ is the excitation energy corresponding the the maximum
absorbtion spectra (λmax), and ECB is the conduction band energy
of the semiconductor used. For the TiO2 semiconductor, ECB =
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Fig. 1 Molecular structures of the parent (D35) and designed dyes (MS1–MS14).

4.0 eV. In calculating ∆Gin ject , the ground-state oxidation poten-
tial (E0) is approximated as negative of the HOMO energy of the
dyes, according to Koopman’s theorem.37

The open-circuit voltage (Voc) of the dye is related with the
energy level of the lowest unoccupied molecular orbital (ELUMO)
and ECB as48:

Voc = ELUMO−ECB (5)

Therefore, an increased Voc is realized by a higher energy level of
LUMO of a particular dye. Also, the dye regeneration efficiency
(∆Greg) calculated as37:

∆Greg = E(I3
−1/I−1)−E0 (6)

where, E(I3
−1/I−1) is the oxidation potential for the redox-

shuttle (-4.70 eV).37 Therefore, a larger E0 increases ∆Greg of
the sensitizer.

The percentage (%) of orbital contribution in excited-state
transition of the open-shell dyes (MS3–MS8) is computed using
the following equation49:

y(%) =
x2

i

∑
n
i=1 x2

i
×100 (7)

2.2 Computational details

All the calculations are performed with Gaussian 16 program
package.50 The geometry optimizations are carried out with the
hybrid density functional, B3LYP51,52 and 6-31G(d, p) basis set.53

The residual force and density matrix converged with tight con-
vergence criteria and ultrafine grid is used for the numerical inte-
gration. Frequency calculations are performed on each geome-
tries to confirm local minima. Molecular geometries are fully
relaxed without any symmetry constraints. Unless otherwise
specified, analysis is performed with (U)B3LYP functional and 6-
31G(d, p) basis set.

The open-shell character of the dyes characterized with the
broken-symmetry (BS)54 solution of the wave function. The di-
radical character (y) is calculated as an occupation number of the
lowest unoccupied natural orbital (LUNO). The computed diradi-
cal character depends on the choice of density functional method

(see Table S1).55 Therefore, we have calculated diradical index
with UBHandLYP and UCAM-B3LYP functionals, which incorpo-
rate different percentage of Hartree-Fock (HF) exchange. The
diradical index calculated with UBHandLYP and UCAM-B3LYP on
the UB3LYP geometry indicates a significant spin contamination
in the ground-state for these small molecules (Table S2), lead-
ing to higher diradical index. However, the UB3LYP functional
has low spin contamination than the two functionals considered.
Also, B3LYP functional reproduced the bond lengths in small
molecular systems.32 Furthermore, studies on larger polymer in-
dicate (U)B3LYP functional with 6-31G(d, p) basis set accurately
predicts experimentally observed bandgap, albeit due to fortu-
itous cancellation of errors.30 As we have correlated the diradical
index with the HOMO energy level, which is directly related to
the regeneration potential of the dye, UB3LYP functional is a rea-
sonable choice in this case.

Aromaticity of the different functional moieties has been deter-
mined using nucleus independent chemical shift (NICSiso(1))56

calculated with gauge-independent atomic orbital (GIAO)
method57,58 at 1 Å above the rings plane to account only for
the π-electrons contribution on the aromaticity of the individ-
ual rings. A high negative (NICSiso(1)) value indicates the cor-
responding ring as aromatic.

Time-dependent density functional theory (TDDFT)59 calcula-
tions are performed on the ground-state geometries to obtain the
excited-state properties. Benchmark calculations on the parent
dye with different functionals are carried out as an increasing or-
der of the percent (%) of Hartree-Fock (HF) exchange added to
the functional, and compared the absorption maxima with the
experimental data. The benchmark TDDFT calculations are per-
formed with low HF exchange functionals, B3LYP (HF exchange
= 20.0 %), APFD (HF exchange = 22.945 %)60, and PBE1PBE
(HF exchange = 25.0 %)61; functionals with intermediate HF
exchange, BHandLYP (HF exchange = 50.0 %)51, and M06-2X
(HF exchange = 54.0 %)62; and long-range corrected function-
als, CAM-B3LYP (HF exchange = 19.0 % short-range and 65%
long-range)63, and ωB97XD (HF exchange = 22.0 % short-range
and 100% long-range)64. A single-point energy calculations per-
formed to account only for the lowest 50 singlet excited-states.
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Table 1 The computed singlet–triplet energy gap (∆EST ), energy of the FMOs, energy difference between the FMOs (Eg), and diradical index (y) of
the parent (D35) and designed dyes (MS1–MS14), at (U)B3LYP/6-31G(d, p) level of theory and basis set. Energy values are provided in eV, and y
is a dimensionless quantity.

Dye ∆EST HOMO LUMO Eg y
D35 1.56 -4.87 -2.45 2.42 0.000
MS1 0.56 -4.96 -3.51 1.45 0.000
MS2 1.43 -5.02 -3.12 1.90 0.000
MS3 0.29 -4.76 -3.63 1.13 0.096
MS4 0.30 -4.85 -3.72 1.13 0.086
MS5 0.31 -4.90 -3.77 1.13 0.065
MS6 0.26 -4.74 -3.65 1.09 0.130
MS7 0.27 -4.81 -3.69 1.12 0.123
MS8 0.27 -4.84 -3.73 1.11 0.115
MS9 1.13 -4.84 -3.25 1.59 0.000
MS10 1.17 -4.91 -3.31 1.60 0.000
MS11 1.17 -4.94 -3.40 1.54 0.000
MS12 1.10 -4.82 -3.26 1.56 0.000
MS13 1.14 -4.90 -3.28 1.62 0.000
MS14 1.12 -4.91 -3.36 1.55 0.000

The TDDFT calculations are conducted in the presence of ethanol
as an implicit solvent using the polarizable continuum model
(PCM).65,66

3 Results and discussion

3.1 Ground-state geometric parameters of the parent and
designed dyes

Bond lengths and dihedral angles are analysed to assess the de-
gree of π-conjugation and planarity in the ground-state geome-
tries (Fig. S1–S2). The D35 dye is twisted (θ2 = 160◦) at the
single bond connecting the TPA donor and thiophene π-spacer,
reducing the π-conjugation along the molecular backbone. The
reduced π-conjugation in D35 is indicated by the large connect-
ing bond between the TPA donor and thiophene π-spacer (a =
1.457 Å). The MS1 dye is more twisted than D35 (θ2 = 150.60);
however, the bond a in MS1 is smaller (1.455 Å) than D35, which
is due to the efficient interlocking between the H of the TPA ben-
zenoid ring and N of the BBT-spacer (H· · ·N) and a reduced steric
repulsion due to the absence of H in the BBT-spacer. A large twist
angle (θ2 = 142◦) is observed in case of the MS2 dye, which
is the largest among all the dyes studied; therefore, reducing
the π-conjugation along the MS2 dye backbone. The reduced π-
conjugation is observed from a large connecting bond (a = 1.467
Å) of MS2 dye (Fig. S1), making it the least π-conjugated dye
among all the dyes studied in this work.

The addition of thiophene and thienothiophene units to the dye
backbone (see Fig. 1) significantly increases the planarity of the
open-shell dyes when compared to the parent dye (D35).18 The
dihedral angle (θ2) between the thiophene/thienothiophene and
BBT π-spacer of the open-shell dyes (MS3–MS8) is close to 180◦

(Fig. S2), indicating a completely planar structure of the open-
shell dye molecules. As a result, the bond a of the MS3–MS8
is reduced significantly (1.429–1.431 Å), indicating a more π-
conjugated system in the open-shell dyes. The highly planar struc-
ture and increased π-conjugation of the open-shell dyes improves
intramolecular charge transfer (ICT) along the dye backbone and
red-shift the absorption spectra in the NIR region.37,67 Also, N
substitution in the thiophene and thienothiophene π-spacer fur-
ther increases the dye planarity due to a reduced steric repulsion

between the two H atoms of TPA donor and the adjacent thio-
phene and thienothiophene π-spacer. This type of planar geome-
tries increase dye loading on the semiconductor surface as well.67

However, the closed-shell dyes are less planar than the open-shell
dyes.

The aromatic/quinoidal nature of a molecule is best identified
by the bond length alternation (BLA), an increased BLA indicates
a highly quinoidal backbone and a reduced BLA suggests an aro-
matic structure, respectively. Analyzing the bond lengths of the
parent dye, D35 and designed dyes (MS1–MS14), it clear that
bonds a, b, and c are smaller than a typical single bond (1.47
Å) but larger than a double bond (1.33–1.34 Å) (Fig. S1–S2).
This indicates that, all the dyes have certain double bond char-
acter in the ground-state geometry, indicating the presence of π-
conjugation in the dye backbone. The BLA of D35 is very small,
indicating a complete aromatic structure of the dye. A reduced
BLA is also observed for MS9–MS14 dyes as well (Fig. S1). This
reduced BLA indicates that all these dyes have a closed-shell con-
figuration in the singlet ground-state. The closed-shell structure
of these dyes (D35, MS1–MS2, MS9–MS14) can be seen from the
high negative NICSiso(1) values along the backbone as well (Fig.
S4). Even though, the bonds a and c in dye MS1 are comparable
with the other closely related dyes (D35 and MS2), the length of
bond b is close to a single bond, which significantly increases the
BLA in the MS1 dye. This increased BLA indicates that the core
of BBT unit in the MS1 dye has less aromatic character (reduced
NICSiso(1) of the BBT core, Fig. S4); therefore, MS1 is identified
as a highly quinoidal closed-shell structure. The length of bond a
in the MS3–MS8 dyes is reduced significantly due to the more pla-
nar structures of these dyes (Fig. S2), increasing the double bond
character and BLA along the dye backbone. This further increase
in the BLA increases the quinoidal character, which eventually de-
velops diradical character in the ground-state for MS3–MS8 dyes.

3.2 Diradical character (y)

The contribution of the open-shell character to the ground-state
can be quantitatively defined by the diradical index (y). The
quantitative values of y define the degree of the open-shell char-
acter in the ground-state, such as, y = 0 indicates a closed-shell,
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Fig. 2 The change in the electronic, optical, and charge-transport properties as a function of diradical character of the open-shell dyes, calculated
at UB3LYP/6-31G(d, p) level of theory and basis set. (A) The predicted change in the singlet–triplet (∆EST ) energy gap, (B) energy level of the
HOMO (EHOMO), (C) chemical hardness (h), (D) the total reorganization energies (λ tot), (E) wavelength (λmax) of the maximum absorption peak,
(F) excited-state lifetimes (τ), (G) potential for the charge injection (∆Gin ject) into the conduction band of TiO2, (H) regeneration potential (∆Greg)
of the dyes, and (I) exciton binding energy (Eb) with diradical index, y.

0 < y < 1 intermediate open-shell, and y = 1 is a pure open-
shell configuration.29,30 The calculated y values of the parent
and designed dyes are provided in Table 1. Dye D35, MS1–MS2,
and MS9–MS14 have a closed-shell structure (y = 0). However,
dye MS3–MS8 develops diradical character, the maximum value
is observed for dye MS6 (y = 0.130). The thiadiazole rings of
the BBT π-spacer recovers aromaticity in the open-shell ground-
state, as can be observed from the increased negative NICSiso(1)
values compared to the closed-shell dyes (Fig. S4–S5). This in-
crease in aromatic stabilization energy in the thiadiazole units of
the BBT π-spacer facilitates C–C double bond breaking; therefore,
developing diradical character in MS3–MS8 dyes. The calculated
singlet–triplet (∆EST ) energy gaps of the closed-shell dyes are sig-
nificantly higher than the open-shell dyes (Table 1) due to a high
Coulomb repulsion in the closed-shell dyes. As the y values are
increased, ∆EST is observed to decrease (Fig. 2A, S3) in the open-
shell dyes.

MS3 dye has a very small y value and the diradical character
decreased due to substitution of N in MS4 and MS5 dyes. In-
creasing the π-conjugation increases the y from MS3 (y = 0.096)
to MS6 (y = 0.130). This increase in the y value is observed due
to an increase in the quinoidal character in dye MS6 than MS3.

An increased quinoidal character of MS6 dye can be observed
from a less negative NICSiso(1) value of the BBT core in MS6
than MS3 dye (Fig. S5). A large y value increases the HOMO en-
ergy level of the dyes (Fig. 2B); therefore, reducing the energetic
gap between the dye HOMO energy and oxidation potential of
the redox-shuttle, which reduce the regeneration potential in the
DSC device. The correlation between the calculated y value and
HOMO energy level of the designed dyes (Fig. 2B) indicates that
a small diradical index meet the design criteria of the sensitizer.
Therefore, a small diradical index (y < 0.10) is helpful in design-
ing organic dyes. At this range, a significant red-shift occurs in the
absorption spectra, still providing enough regeneration potential
to regenerate the dye. Given the sensitivity of the diradical index
to the underlying density functional used in the calculation, our
recommended range is applicable to methodology utilized in the
current work. Furthermore, the open-shell dyes with small dirad-
ical character are a good candidate for non-liner optical (NLO),
two-photon absorbtion (TPA), and ambipolar charge-transporting
applications as well.26,31,46,68,69
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Fig. 3 The absorption spectra observed at PCM/TDDFT/(U)M06-2X/6-
31(d, p) level of theory and basis set. Absorption spectra of the dyes
plotted with their closed-shell and the corresponding open-shell struc-
tures.

3.3 Optical properties of the parent and designed dyes
The optical properties of the parent and designed dyes are cal-
culated with time-dependent density functional theory (TDDFT).
The benchmark calculations on the parent dye, D35 to select the
appropriate functional is shown in Fig. S6. The absorption max-
ima predicted by the M06-2X functional (470 nm) is very close to
the experimental value (463 nm) in ethanol.70 Therefore, all the
excited-state properties are calculated with M06-2X functional in
ethanol solvent.

The absorption spectra of the parent and designed dyes are pro-
vided in Fig. 3. All the designed dyes (MS1–MS14) show signif-
icantly red-shifted absorption maxima than the parent dye, D35.
However, the open-shell dyes have a more red-shifted absorption
maxima than the closed-shell dyes. We would like to note that
due to rotatable bonds through which these molecules can adopt
different configurations (in solution), the λmax does not exactly
correspond to the vertical excitation energy of the lowest-energy
geometry. The maximum absorption of MS1 and MS2 occurs at
839 nm and 527 nm, respectively, whereas, D35 absorbs only at
470 nm. This large change in the absorption wavelength indicates
that the calculated spectra of MS1 and MS2 are red-shifted by 369

nm and 57 nm from the parent dye, respectively. It in interesting
to note that the BBT π-spacer (MS1) significantly red-shifted the
absorption maxima than the iso-BBT (MS2). This large shift in
the absorption spectra of MS1 is due to the large quinoidal char-
acter, efficient π-conjugation, and more planar geometry of the
MS1 dye than MS2 dye (Fig. S1, S4).26,71

Comparing the absorption maxima of open-shell dye MS3 and
its closely related closed-shell dye MS9, the open-shell dye (MS3)
red-shifts the maxima by 570 nm, whereas, the closed-shell dye
(MS9) only red-shifts the maxima by 99 nm from the D35 dye.
N substitution on the π-spacer increases the HOMO–LUMO en-
ergy gaps (Table 1); therefore, reducing the wavelength of the
absorption maxima in open-shell dyes. Interestingly, the effect of
N substitution on the absorption maxima is found to be greater in
the open-shell dyes than the closed-shell dyes. A larger reduction
in the absorption maxima is observed in case of the open-shell
dyes than the closed-shell dyes. Elongation of the π-conjugation
length in MS6 (open-shell dye) and MS12 (closed-shell dye) from
MS3 (open-shell dye) and MS9 (closed-shell dye) red-shifts the
absorption maxima by 16 nm and 5 nm, respectively. This indi-
cates that increasing the dye conjugation length is more beneficial
in case of the open-shell dye than the closed-shell dyes. Now, the
absorption is red-shifted from the parent dye by 586 nm in MS6
and only 104 nm in MS12, respectively. Moreover, N substitution
on the elongated dyes have similar effect as the small dyes, the
absorption maxima shifts to lower wavelengths in the open-shell
dyes than the closed-shell dyes.

The detailed spectral information of the closed-shell dyes are
included in Table 2 and Table 3 contains excitation data for the
open-shell dyes. In case of the closed-shell dyes, the most intense
absorption occurs due to the excitation from the ground to the
first excited-state (S0 → S1), whereas, the maximum absorption
occurs due to transitions from the ground to the second excited-
states (S0→ S2) in the open-shell dyes. The maximum absorption
peak involved transferring electron from HOMO→ LUMO, which
indicates significant ICT character for all the designed dyes. Also,
MO diagrams indicates that the HOMO is mainly localized on the
TPA donor of the closed-shell dyes, with a small contribution on
the thiophene π-spacer and CAA acceptor as well (Fig. S7). On
the other hand, the LUMO has a major contribution on the CAA
acceptor and most part of the thiophene π-spacer as well. As
the size of the closed-shell dyes are increased (MS9–MS14), the
HOMO–LUMO spatial separation is more visible; the HOMO is
more localized in the TPA donor and LUMO is localized in the
CAA acceptor and π-spacers. Further separation of the FMOs in-
creases push-pull character in the dye molecular backbone, induc-
ing more prominent ICT character. This localization of the LUMO
in the CAA acceptor increases the overlap with the Ti 3d orbital;
therefore, facilitating charge-transfer to the semiconductor sur-
face.72 In case of the open-shell dyes, the singly occupied MOs
(SOMOs) have π-character and are delocalized over the whole
backbone of the molecules (Fig. S8), which ensures the thermo-
dynamic stability of these dyes.28 The LUMOs of the open-shell
dyes have major contributions in the π-spacers and CAA accep-
tor. This indicates a considerable admixing of the SOMOs and
LUMOs of the open-shell dyes; therefore, reducing the ICT char-
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Table 2 The optical properties for the closed-shell dyes at PCM/TDDFT/M06-2X/6-31(d, p) level of theory and basis set. The calculated excitations
from the ground-state, energy associated with each states (E∗), the wavelength of the excitations (λ), oscillator strengths of the excitation (f ), MOs
involved in the transitions with percent contribution of the individual transitions. The reported transitions have oscillator strength, f > 0.50

Dye States E∗ λ f Orbital contributions

D35 S0→ S1 2.64 470.17 1.57 H→L (75.2%) H-3→L (15.6%)
S0→ S3 4.04 306.88 1.16 H→L+2 (81.3%) H-1→L (4.7%)

MS1
S0→ S1 1.48 838.90 1.07 H→L (87.2%) H-1→L (11.3%)
S0→ S5 3.37 367.48 0.54 H→L+1 (62.4%) H-1→L+1 (28.5%)
S0→ S11 4.12 300.97 1.03 H→L+3 (75.2%) H-1→L+3 (6.3%)

MS2

S0→ S1 2.35 526.94 1.05 H→L (80.7%) H-2→L (11.5%)
S0→ S8 4.10 302.64 0.54 H→L+2 (48.5%) H→L+3 (8.5%)
S0→ S9 4.11 301.75 0.90 H→L+3 (72.8%) H→L+2 (5.4%)
S0→ S50 5.97 207.67 0.51 H-5→L+3 (11.8%) H→L+11 (11.7%)

MS9
S0→ S1 2.18 568.60 1.78 H→L (62.0%) H-1→L (27.9%)
S0→ S4 3.52 352.39 0.70 H→L+2 (45.4%) H-1→L+2 (10.3%)
S0→ S10 4.02 308.45 1.11 H→L+5 (82.3%) H-1→L+5 (4.7%)

MS10
S0→ S1 2.24 552.90 1.88 H→L (60.0%) H-1→L (25.9%)
S0→ S4 3.46 358.73 0.98 H→L+2 (56.4%) H-1→L+2 (8.8%)
S0→ S10 4.07 304.93 0.85 H→L+5 (57.1%) H-12→L (3.6%)

MS11
S0→ S1 2.22 559.22 1.77 H→L (61.7%) H-2→L (22.9%)
S0→ S4 3.45 359.73 0.96 H→L+2 (50.6%) H-2→L+2 (9.6%)
S0→ S11 4.07 304.61 0.94 H→L+5 (75.2%) H-1→L+9 (3.1%)

MS12
S0→ S1 2.16 574.17 2.34 H→L (51.0%) H-1→L (37.3%)
S0→ S4 3.41 363.16 0.87 H→L+2 (42.4%) H-1→L+2 (11.2%)
S0→ S13 4.01 308.93 1.11 H→L+5 (79.4%) H-1→L+5 (7.9%)

MS13
S0→ S1 2.21 561.91 2.47 H→L (47.9%) H-1→L (39.7%)
S0→ S4 3.33 372.63 0.99 H→L+2 (55.8%) H→L (14.3%)
S0→ S14 4.07 304.88 1.13 H→L+5 (79.9%) H-1→L+5 (6.3%)

MS14
S0→ S1 2.19 566.03 2.38 H→L (46.4%) H-1→L (35.7%)
S0→ S4 3.30 376.07 1.14 H→L+2 (51.6%) H→L (10.4%)
S0→ S14 4.07 304.90 1.14 H→L+5 (80.3%) H-1→L+5 (6.0%)

H = HOMO; L = LUMO

Table 3 Optical properties of the open-shell dyes at PCM/TDDFT/(U)M06-2X/6-31(d, p) level of theory and basis set. The calculated excitations
from the ground-state, energy associated with each states (E∗), the wavelength of the excitations (λ), oscillator strengths of the excitation (f ), MOs
involved in the transitions with percent contribution of the individual transitions. The reported absorption transitions have oscillator strength, f >
0.50. The percentage contribution of the orbitals to the excited-state is calculated with equation 7.

Dye States E∗ λ f Orbital contributions

MS3
S0→ S2 1.19 1040.10 1.31 H(α)→L(α) (63.2%) H(β)→L(β) (19.8%)
S0→ S7 2.73 453.61 0.80 H(α)→L(α)+1 (26.7%) H(β)→L(β)+1 (18.3%)
S0→ S34 4.03 307.80 1.00 H(α)→L(α)+4 (28.9%) H(β)→L(β)+4 (36.2%)

MS4

S0→ S2 1.27 976.09 1.31 H(α)→L(α) (56.0%) H(β)→L(β) (22.0%)
S0→ S8 2.78 445.17 0.75 H(α)→L(α)+1 (21.7%) H(β)-4→L(β) (16.2%)
S0→ S21 3.58 346.70 0.51 H(α)-13→L(α) (44.4%) H(β)-13→L(β) (39.8%)
S0→ S35 4.06 305.13 1.03 H(α)→L(α)+4 (31.4%) H(β)→L(β)+4 (37.7%)

MS5

S0→ S2 1.27 974.41 1.33 H(α)→L(α) (55.1%) H(β)→L(β) (22.7%)
S0→ S8 2.73 453.65 0.65 H(α)→L(α)+1 (24.1%) H(β)→L(β)+1 (21.2%)
S0→ S20 3.57 347.51 0.55 H(α)-12→L(α) (49.5%) H(β)-12→L(β) (38.9%)
S0→ S37 4.07 304.71 0.88 H(α)→L(α)+4 (28.7%) H(β)→L(β)+4 (34.9%)

MS6
S0→ S2 1.17 1055.68 1.49 H(α)→L(α) (19.5%) H(β)→L(β) (59.5%)
S0→ S7 2.57 482.68 0.84 H(α)-4→L(α) (23.6%) H(β)→L(β)+1 (20.0%)
S0→ S38 4.01 308.79 1.02 H(α)→L(α)+4 (27.9%) H(β)→L(β)+4 (23.4%)

MS7
S0→ S2 1.23 1012.43 1.48 H(α)→L(α) (22.5%) H(β)→L(β) (56.0%)
S0→ S6 2.57 481.52 0.89 H(α)→L(α)+2 (24.1%) H(β)→L(β)+1 (10.8%)
S0→ S39 4.06 305.48 0.67 H(α)→L(α)+4 (22.6%) H(β)-12→L(β) (13.6%)

MS8
S0→ S2 1.22 1014.67 1.53 H(α)→L(α) (56.9%) H(β)→L(β) (21.7%)
S0→ S6 2.53 489.46 0.93 H(α)→L(α)+1 (23.4%) H(β)→L(β)+1 (25.6%)
S0→ S42 4.07 304.45 0.90 H(α)→L(α)+5 (22.7%) H(β)→L(β)+5 (28.0%)

H = HOMO; L = LUMO; α = spin-up; β = spin-down

acter. The spin density distribution (Fig. S8) also indicates the
unpaired electrons are delocalized over the whole π-framework,
increasing the stability of the open-shell dyes.30

The prominent ICT character of these dyes are clearly visible

from the density difference plots, as shown in Fig. 4. The in-
tramolecular charge-transfer is observed from the TPA donor to
the CAA acceptor and part of the π-spacer adjacent to the accep-
tor. Also, the residual charges are localized in the CAA acceptor.
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Fig. 4 The spin density difference (∆ρ) between the first singlet excited
and ground electronic state (∆ρ = S1− S0) at PCM/TDDFT/(U)M06-
2X/6-31(d, p) level of theory and basis set

. The green and red surfaces represents the positive (electron
enriched) and negative (electron depleted) regions shown at an

isovalue = 0.00001 au, respectively.

Therefore, the designed dyes have enough available electrons to
be injected into the semiconductor conduction band, facilitating
charge-transfer to the semiconductor surface.72.

The closed-shell dyes show absorption between 200–575 nm,
whereas, the open-shell dyes absorb light in between 300–1056
nm range (Table 2, 3). Moreover, a small broadening of the ab-
sorption spectra is observed in the closed-shell dyes. However, in
case of the open-shell dyes, the absorption spectra broadens to
2500 nm (Fig. 3), which increases the photocurrent of the DSC
device.44 Therefore, the closed-shell dyes absorption is limited
to the half of the visible region of the solar spectrum, whereas,
the open-shell dyes absorb light from the visible region to the
whole NIR region. A broad spectra in the open-shell dyes (MS3–
MS8) are obtained due to the delocalization of the MOs along the
molecular backbone of the dyes (Fig. S8).45

3.4 Frontier molecular orbitals (FMOs) energy levels

The energy levels of the FMOs are provided in Fig. 5 with the
energy gaps. All the designed dyes have HOMO energy levels
well below the redox potential of the redox-shuttle, I−1

3 /I−1 (-4.70
eV)37, which provides sufficient potential for regeneration.15 Due
to a large diradical character of the MS3 (y ≈ 0.10) and MS6 (y
> 0.10 ) dyes (Table 1), the HOMO energy levels are close to the
redox potential, reducing the regeneration potential for these two
dyes. The N substitution on the dye backbone lowers the HOMO
energy levels, increasing the regeneration potentials. Also, most
of the designed dyes have deeper HOMO energy levels than D35,
which indicates regeneration efficiency of the designed is higher
than the parent dye, D35. On the other hand, the LUMOs are ob-
served at a sufficiently higher energy levels (> 0.20 eV)42 than
the TiO2 conduction band, which indicates the capability of all
the designed dyes to inject electron to the semiconductor sur-
face. Also, the LUMO energy levels are significantly lowered in
the BBT-based dyes than the iso-BBT-based dyes. A down-shift
in the LUMO energy level reduce the HOMO–LUMO energy gaps
(Eg), admixing the FMOs in the ground-state; therefore, develop-

ing diradical character in the MS3–MS8 dyes.30,33

All the designed dyes have significantly lower Eg values than
the parent dye, D35 (2.45 eV), maximum reduction is associated
in the open-shell dyes. It is also noteworthy that the quinoidal
dye, MS1 also significantly reduce the Eg (1.45 eV) than the
closed-shell dyes. Therefore, the observed Eg can be arranged
in terms of electronic configuration as closed-shell > quinoidal
> open-shell. In case of the parent and designed dyes, the or-
der can be arranged as D35 > MS2 > MS13 > MS10 > MS9
> MS12 > MS14 > MS11 (closed-shell) > MS1 (quinoidal) >
MS3 = MS4 = MS5 > MS7 > MS8 > MS6 (open-shell). This
trend indicates that the open-shell dyes have most red-shifted ab-
sorption maxima, followed by the quinoidal and closed-shell dyes
with reference to the parent dye (Fig. 3).

3.5 Ionization potential (IP) and electron affinity (EA)

The adiabatic IP and EA of the parent and designed dyes are pro-
vided in Table 4. The calculated IP of the open-shell dyes are
smaller than the closed-shell dyes. The largest IP is obtained for
the closed-shell dye MS2 (6.21 eV) and smallest IP is obtained for
the open-shell dye MS6 (5.72 eV). A smaller IP indicates the open-
shell dyes are more susceptible to loose electrons upon photoex-
citation than the closed-shell dyes.15,43,73 On the other hand, the
EA of the open-shell dyes are higher than the closed-shell dyes,
largest EA is obtained for the MS8 dye. This increased EA indi-
cates the open-shell dyes can accept electron more easily than the
closed-shell dyes with fast electron-transfer rate28,43; therefore,
achieving increased PCE in the DCS.74 Due to a reduced electron-
electron coupling in the open-shell dyes, the electrons are loosely
coupled with each other; thereby, decreasing the IP while increas-
ing the EA in the open-shell dyes than the closed-shell dyes.28

Furthermore, as the diradical character is increased, calculated IP
and EA are observed to decrease in the open-shell dyes (Table 1
and 4).

The chemical hardness (h) is defined as a potential barrier to
ICT in a dye, a smaller h is beneficial to charge-transfer. There-
fore, the PCE of DSC is found to increase as h is decreased.74 A
reduced chemical hardness (h) is observed in the open-shell dyes
than the closed-shell dyes (Table 4), which indicates the open-
shell dyes should provide higher short-circuit current density, and
a reduced charge injection efficiency; therefore, increasing the
PCE of the DSC device.15,74 Also, as the diradical index (y) of the
open-shell dyes (MS3–MS5, and MS6–MS8) is increased, the h is
observed to decrease (Fig. 2C), which indicates dyes with larger y
should increase charge-transfer character. The chemical hardness
(h) is obtained from the calculated values of IP and EA using the
following equation:15

h =
IP−EA

2
(8)

3.6 Reorganization energies (λ)

The charge-transfer rate is controlled by the reorganization en-
ergy of a dye (Marcus theory).75 A smaller reorganization en-
ergy increases the charge-transfer (hole and electron) process.76

As the inner (intramolecular) reorganization energy origins due
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Fig. 5 Frontier molecular orbital (FMO) energies and energy gaps calculated at (U)B3LYP/6-31G(d, p) level of theory and basis set of the parent
and designed dyes, compared with TiO2 conduction band and I3−1/I−1 oxidation potential.

Table 4 The computed ionization potential (IP), electron affinity (EA), chemical hardness (h), hole (λh), electron (λe), and total (λ tot) reorganization
energies of the parent and designed dyes. IP, EA, and h values are obtained with (U)B3LYP/6-31+G(d, p) level of theory and basis set on the
ground-state geometries. Energy values are reported in eV.

Dye IP EA h λh λe λ tot

D35 6.09 1.54 2.27 0.239 0.519 0.758
MS1 6.09 2.69 1.70 0.206 0.400 0.607
MS2 6.21 2.25 1.98 0.337 0.501 0.838
MS3 5.80 2.96 1.42 0.156 0.259 0.415
MS4 5.89 3.04 1.43 0.146 0.261 0.407
MS5 5.94 3.09 1.43 0.146 0.264 0.409
MS6 5.72 3.03 1.35 0.164 0.226 0.390
MS7 5.79 3.07 1.36 0.152 0.227 0.380
MS8 5.82 3.10 1.36 0.147 0.232 0.379
MS9 5.96 2.50 1.73 0.193 0.338 0.531
MS10 6.04 2.57 1.73 0.230 0.345 0.575
MS11 6.07 2.66 1.70 0.241 0.336 0.577
MS12 5.90 2.58 1.66 0.173 0.298 0.470
MS13 5.98 2.60 1.69 0.186 0.306 0.492
MS14 6.00 2.68 1.66 0.192 0.311 0.503

to the change in the molecular geometry during the electron-
transfer, it has more impact on the charge-transport than the
outer (intermolecular) reorganization energy, whereas, the lat-
ter accounts for the effect of the surrounding medium.76 The in-
tramolecular reorganization energies are calculated according the
the following equations15:

λh = (E+
0 −E+)+(E0

+−E0) (9)

λe = (E−0 −E−)+(E0
−−E0) (10)

λ
tot = λh +λe (11)

where, λh, λe, and λ tot are the hole, electron, and total reorga-
nization energies, respectively, E0 is the neutral ground-state en-
ergy, E+

0 and E−0 are the positively and negatively charged state
energies calculated on the neutral ground-state geometry, E+ and
E− are the energies of the optimized cationic and anionic states,
E0
+ and E0

− are energies of the neutral state calculated on the pos-
itively and negatively charged geometries, respectively.

The calculated reorganization energies are provided in Table
4. The open-shell dyes have low λh energies, much smaller than
the closed-shell and the parent dye. The largest λh is observed
for MS2 dye (0.337 eV), which is due to the large bending along
the MS2 dye (Fig. S1). Also, the λe is smaller in the open-shell
dyes as well, largest value is obtained for the parent dye (0.519
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Fig. 6 Excited state lifetimes (τ) of the parent and designed dyes in their (A) closed-shell and (B) open-shell configurations, calculated at (U)B3LYP/6-
31G(d, p) level of theory and basis set.

eV). A more planar geometry, delocalized orbital topology, and
an increased π-conjugation reduces the reorganization energies
of the open-shell dyes. The λh of all the dyes are smaller than the
λe, which indicates the designed dye have a higher hole-transport
ability.15,77 Also, the calculated total reorganization energy (λ tot)
is smaller in the open-shell dyes than the closed-shell dyes, which
indicates the open-shell dyes have increased ambipolar charge-
transport character than the closed-shell dyes.26,46 The smallest
λ tot (0.379 eV) is obtained for MS8 dye, which indicates this dye
have increased charge-transfer ability than the other designed
dyes. As the diradical character is increased in the open-shell
dyes, the λ tot is observed to decrease (Fig. 2D), larger dyes (MS6–
MS8) with improved planarity reduce the total reorganization en-
ergy than the smaller dye (MS3–MS5).

3.7 Excited-state lifetime (τ)

Dyes with higher singlet excited-state lifetimes (τ) reduce the
charge recombination process and increase the PCE of DSC.78

The excited-state lifetimes of the designed dyes are calculated
with the following equation15,37 and compared with the parent
dye, D35.

τ =
1.499
E2× f

(12)

where, E is the energy (cm−1), and f is the oscillator strength of
the different transitions. The calculated τ values corresponding
to the highest absorption peaks are provided in Fig. 6. Although,
the calculated τ values for D35 dye is comparable with the other
closed-shell dyes (2.00–4.00 ns), the open-shell dyes have sig-
nificantly higher τ values (10.00–12.40 ns) than the closed-shell
dyes, largest value is obtained for MS3 dye. This increase in the
τ values indicates the charge-transfer efficiency is higher in the
open-shell dyes than the closed-shell dyes.15,37 Also, based on
the calculated τ values, the open-shell dyes have more stability
in the catatonic state than the closed-shell dyes.37 Interestingly,
due to the large quinoidal character, a significant increase in the
τ value is observed for MS1 dye. Moreover, as the size of the de-
signed dyes are increased, a reduction in the τ value is observed

for both open-shell and closed-shell dyes.
The observed diradical character nicely correlates with the

excited-state lifetimes of the open-shell dyes (Fig. 2F). In case
of the open-shell dyes in a same series (MS3–MS5 and MS6–
MS8), the dye with small diradical character found to have re-
duced excited-state lifetimes. The diradical character of MS3 dye
(y = 0.096) is larger than the MS4 (y = 0.086) and MS5 (y =
0.065) dyes (see Table 1), therefore, the τ values found to de-
crease from MS3 to MS4 to MS5. Similar trend is observed in
MS6–MS8 dyes as well, where dyes with smaller diradical char-
acter observed to have smaller excited-state lifetimes. This corre-
lation between the diradical character and excited-state lifetimes
indicates a small diradical character (y < 0.10) is beneficial in
achieving higher excited-state lifetimes in the DSC dyes.

3.8 Intramolecular charge transfer (ICT) characteristics

A strong push-pull interactions in the D−π−A configurations in-
duce efficient charge separations, facilitating intense ICT charac-
ter. The charge-transfer properties of the parent and designed
dyes are provided in Table 5. The spatial extent between the den-
sity depleted and incremented region is defined with the qualita-
tive index, DCT .79 The observed DCT is higher in the closed-shell
dyes, which indicates the closed-shell dyes have prominent ICT
character than the open-shell dyes. The order of the DCT is ob-
served as closed-shell > quinoidal > open-shell dyes. The highly
aromatic thiadiazole units (Fig. S4–S5) of the BBT π-spacer prob-
ably acting as the charge trapping site, reducing the DCT of the
quinoidal and open-shell dyes.71 As the size of the designed dyes
are increased in the same series, the open-shell dyes have in-
creased DCT , whereas, the closed-shell dyes observed to have a
reduced DCT than the smaller dyes. It is interesting to note that a
large overlap between the density depletion and increment cen-
troids is oberved in the open-shell dyes (H ≥ DCT ),79 which is
probably due to the delocalized spin distributions in the whole
backbone of the dyes.

The total amount of the charge transferred due to the excitation
is quantified with ∆q. Due to a complete delocalized MOs (Fig.
S8) and highly planar geometry (Fig. S2), the open-shell dyes
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Table 5 The electronic properties of the parent and designed dyes calculated at (U)B3LYP/6-31G(d, p) level of theory and basis set. Charge-transfer
distance (DCT ), total amount of charge transferred due to excitation (∆q), average of the two centroid along the charge transfer direction (H),
excitation energy corresponding to the maximum absorbtion (E∗), exciton binding energy (Eb), open circuit voltage (Voc), charge injection efficiency
(∆Gin ject), and dye regeneration efficiency (∆Greg). All energy values are provided in eV, dipole moments in Debye, and distances are in Å.

Dye DCT ∆q H LHE ∆µ E∗ Eb Voc ∆Gin ject ∆Greg
D35 5.19 0.771 4.40 0.973 19.24 2.64 0.22 1.55 -1.77 0.17
MS1 4.17 0.642 3.85 0.916 12.87 1.48 0.03 0.49 -0.52 0.26
MS2 5.39 0.943 4.23 0.911 24.39 2.35 0.45 0.88 -1.33 0.32
MS3 2.75 1.120 3.76 0.951 14.79 1.19 0.06 0.37 -0.43 0.06
MS4 2.21 1.078 3.37 0.951 11.42 1.27 0.14 0.28 -0.42 0.15
MS5 2.21 1.204 3.24 0.954 12.81 1.27 0.14 0.23 -0.37 0.20
MS6 2.94 0.924 4.02 0.968 13.05 1.17 0.08 0.35 -0.43 0.04
MS7 2.46 0.901 3.82 0.967 10.64 1.22 0.10 0.31 -0.41 0.11
MS8 2.72 0.931 3.89 0.970 12.17 1.22 0.11 0.27 -0.31 0.21
MS9 6.06 0.781 5.72 0.983 22.71 2.18 0.59 0.75 -1.34 0.14
MS10 6.04 0.775 5.86 0.987 22.49 2.24 0.64 0.69 -1.33 0.21
MS11 6.64 0.817 5.94 0.983 26.06 2.22 0.68 0.60 -1.28 0.24
MS12 5.75 0.727 6.40 0.995 20.07 2.16 0.60 0.74 -1.34 0.12
MS13 5.34 0.689 6.50 0.997 17.66 2.21 0.59 0.72 -1.31 0.20
MS14 6.00 0.724 6.68 0.996 20.85 2.19 0.64 0.64 -1.28 0.21

have increased ∆q than the closed-shell dyes. As the size of the
dyes are increased (MS6–MS8, and MS12–MS14), a reduction in
the total amount of charge-transfer is observed. Moreover, the
quinoidal dye, MS1 is observed to have lowest ∆q than the other
open-shell and closed-shell dyes.

An enhanced ICT process increases the dipole moment of the
sensitizer in the excitation process.80 The changes in the calcu-
lated dipole moments are provided in Table 5. The observed ∆µ

is increased in the closed-shell dyes, largest value is obtained for
MS11 dye. A large change in the dipole moment can induce non-
linear optical (NLO) properties in the designed dyes.45 Also, the
LHE is higher in the closed-shell dyes than the open-shell dyes.

In an excited-state, the photon absorbed by the sensitizer gen-
erates excitons, a charge neutral electron-hole pair bounded with
exciton binding energy (Eb). The generated excitons needs to
be separated effectively, which is a critical step in the DSC de-
vice operation.76 The calculated Eb is provided in Table 5 and the
dyes can be arranged as closed-shell > open-shell > quinoidal.
The quinoidal and open-shell dyes (MS1, MS3–MS8) display
significantly reduced Eb than the closed-shell dyes, which indi-
cates faster charge separation is observed in the open-shell and
quinoidal dyes than the closed-shell dyes.15 Also, increasing the
diradical character reduces Eb (Fig. 2I), which is due to a reduced
electron-electron coupling between the unpaired electrons.

3.9 Charge injection (∆Gin ject) and regeneration efficiency
(∆Greg) of the parent and designed dyes

The charge injection (∆Gin ject) and dye regeneration efficiency
(∆Greg) of the designed dyes are critical parameters affecting the
PCE of the DSC device. Here, ∆Gin ject is calculated using equation
4 and ∆Greg is computed according to equation 6. The computed
∆Gin ject and ∆Greg values are provided in Table 5.

The calculated ∆Gin ject are negative, which indicates all the
dyes have sufficient potential for electron injection into TiO2 con-
duction band.37,81 Also, the calculated values are greater than
0.20 eV, which indicates the designed dyes can inject electron ef-
ficiently.15,82

All the designed dyes (MS1–MS14) have a reduced Voc and

∆Gin ject efficiency than the parent dye, D35 (Table 5). It is evident
from Fig. 5 that the calculated HOMO energy levels of the parent
and designed dyes are very similar. However, due to a reduction
in the FMOs energy gaps, the excitation energy is significantly
reduced in the open-shell dyes than the closed-shell dyes. There-
fore, the closed-shell dyes have a higher ∆Gin ject than the open-
shell dyes. Also, the LUMO energy levels of the open-shell dyes
are closer to the TiO2 conduction band (Fig. 5); therefore, reduc-
ing the Voc and ∆Gin ject in the open-shell dyes. It is interesting to
note that, the quinoidal dye (MS1) also show a reduced ∆Gin ject

efficiency than the closed-shell dye, slightly larger than the open-
shell dyes. Therefore, the dyes are arranged in terms of ∆Gin ject

as closed-shell > quinoidal > open-shell dyes. Also, increasing
the diradical character in the same series of dyes (MS3–MS5, and
MS6–MS8) reduces the ∆Gin ject of the open-shell dyes (Fig. 2G),
which is due to a more deeper HOMO energy level of the dyes
with lower diradical character (MS4–MS5, and MS7–MS8). How-
ever, N substitution on the closed-shell dyes have negligible effect
on the calculated ∆Gin ject than the open-shell dyes.

The dye regeneration efficiency ∆Greg depends on the HOMO
energy level of the dye, provided same redox-shuttle is used for
the regeneration purpose. There is no clear distinction in calcu-
lated ∆Greg values between the closed-shell and open-shell dyes.
However, it is evident from Table 5 that the MS6 dye with largest
diradical character (y = 0.130) has smallest ∆Greg (0.04 eV)
among the designed dyes. Also, dye MS3 (y = 0.096) has very
small ∆Greg value, due to an increased HOMO energy level com-
pared to the other dyes. Decreasing the diradical character in-
creases the ∆Greg (Fig. 2H), which is achieved by N substitution
on the dye backbone. Therefore, atomistic substitution technique
facilitates tuning of the dye electronic properties, which in turn
can modulate the PCE of the DSC device.

4 Conclusions

We report several open-shell DSC dyes that can absorb pho-
tons in the near IR region and display unique electronic, op-
tical, and charge-transport properties. The electronic structure
of the open-shell and the closed-shell dyes are carefully exam-
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ine to correlate their optical properties. While the open-shell
dyes have larger backbone planarity and a high degree of π-
conjugation, the closed-shell dyes have a reduced planarity and
weak π-conjugation along the molecular backbone. Due to a
very strong AFM coupling between the paired electrons in the
closed-shell dyes, a larger singlet–triplet energy gaps is observed
in the closed-shell dyes than the open-shell dyes. A small HOMO–
LUMO energy gap inherent to the open-shell dyes significantly
red-shifted the absorption wavelength is in the NIR region com-
pared to the closed-shell dyes. A delocalized spin distribution of
the open-shell dyes indicate thermodynamic stability; therefore,
making these dyes as a synthetic target for DSC device fabrica-
tion. Calculation of the diradical character (y) of the open-shell
dyes indicate a large y value (y > 0.10) reduce the dye regen-
eration and electron injection efficiencies, limiting the diradical
character to be y < 0.10 in order to meet dye design criteria.
The excited-state lifetimes of the open-shell dyes is significantly
enhanced than the closed-shell dyes, which can reduce the re-
combination reaction and increase the PCE of the DSC device.
The open-shell dyes have lower ionization potential and increased
electron affinity, which indicates the open-shell dyes can easily
loose and accept electrons during photoexcitation and regener-
ation process, respectively. Also, open-shell dyes are more sus-
ceptible for ambipolar charge-transfer than the closed-shell dyes.
However, the closed-shell dyes have improved ICT character and
higher injection efficiencies than the open-shell dyes. Therefore,
co-sensitization of the designed closed-shell and open-shell dyes
could be a promising technique for improving the PCE of a DCS
device.7,10,12,23,36,38 Also, designing redox-shuttles that aligns
with the energy levels of the open-shell dyes to provide suffi-
cient energetics can also maximize the DSC performance.4,70,83

Our recommended approach for generating synthesis targets is to
first screen dyes based on the diradical index and then narrow
down the selection using open circuit voltage and regeneration
efficiency for a specific DSC application. On a smaller set of dyes
that meet previous criteria, one can evaluate exciton binding en-
ergies and the life times to narrow the choice to most suitable
subset of dyes for synthesis.
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