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Abstract: Monitoring avian migration within subarctic regions of the globe poses logistical 16 
challenges. Populations in these regions often encounter the most rapid effects of changing 17 
climates, and these seasonally productive areas are especially important in supporting bird 18 
populations — emphasizing the need for monitoring tools and strategies. To this end, we 19 
leverage the untapped potential of weather surveillance radar data to quantify active 20 
migration through the airspaces of Alaska.  We use over 400,000 NEXRAD radar scans from 21 
seven stations across the state between 1995 and 2018 (86% of samples derived from 2013 22 
to 2018) to measure spring and fall migration intensity, phenology, and directionality. A 23 
large bow-shaped terrestrial migratory system spanning the southern two-thirds of the state 24 
was identified, with birds generally moving along a northwest-southeast diagonal axis east 25 
of the 150th meridian, and along a northeast-southwest axis west of this meridian. Spring 26 
peak migration ranged from May 3rd to May 30th and between August 18th and September 27 
12th during the fall, with timing across stations predicted by longitude, rather than latitude. 28 
Across all stations, the intensity of migration was greatest during the fall as compared to 29 
spring, highlighting the opportunity to measure seasonal indices of net breeding 30 
productivity for this important system as additional years of radar measurements are 31 
amassed.  32 

1) Introduction 33 
A detailed understanding of avian migratory behavior, especially regarding 34 

distribution and timing, is critical for the success of strategic conservation measures [1]. 35 
Historically, most research on avian migration has depended heavily on labor-intensive field 36 
techniques, including observational surveys as well as the capture of birds for banding, GPS 37 
tagging, or stable isotope analysis, focusing on studying migratory behavior of populations 38 
of individual species [2–5]. Indeed, many significant breakthroughs in migration ecology 39 
over the past decades have involved identifying migratory behavior of individual species or 40 
populations. This includes the discovery of the long-distance nonstop migration of Bar-tailed 41 
Godwits [6] using satellite telemetry and the discovery of “leap-frog migration” in Wilson’s 42 
Warblers using stable isotope analysis [7].  While such techniques have substantially 43 
bolstered our understanding of migration dynamics, thus far, traditional species-by-species 44 
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tracking approaches have not lent themselves to holistic macro-level ecological insights [8]. 45 
Monitoring at this scale is challenged by magnitude, diversity, and scale, with avian 46 
migration patterns involving millions of individuals across flyways composed of hundreds 47 
of species and movements spanning thousands of kilometers [9,10]. This challenge is 48 
compounded especially in remote, inaccessible, or under-surveyed areas where field 49 
techniques have been insufficient in documenting macro-scale migratory trends and is thus 50 
especially pronounced in subarctic regions like Alaska. 51 
 Arctic and subarctic regions are seeing drastic ecological changes [11], including 52 
rapid shifts in flora, fauna, and climate [12–14], increasing the need for monitoring in these 53 
remote areas. Alaska and its surrounding waters are home to incredibly productive 54 
ecosystems, with the northern Bering and Chukchi seas being some of the most productive 55 
marine ecosystems on Earth [15]. Driven by long polar spring and summer days, terrestrial 56 
ecosystems in Alaska are similarly productive during the summer months, with remotely-57 
sensed indices of greenness (e.g., normalized difference vegetation index) being higher in 58 
parts of Alaska during the summer than in most other regions of the planet [16]. This 59 
productivity, in combination with a relative low density of predators [17], makes Alaska a 60 
globally important destination for breeding birds [18]. However, the seasonal nature of 61 
Alaska’s productivity means that the vast majority of breeding bird species in the state are 62 
migratory. This, combined with Alaska’s unique geographic position as an ecological bridge 63 
between North America and Asia, with at least 1.5 million birds moving from Asia into Alaska 64 
every year [19], and as the northern border to the Pacific Ocean, makes Alaska a critical 65 
region to monitor avian migration.  66 

In recent years, there has been a surge of interest in the use of radar remote-sensing  67 
to quantify region scale avian migration (e.g., Dokter et al., 2018; Horton et al., 2020; Horton, 68 
Van Doren, Stepanian, Farnsworth, & Kelly, 2016; Newcombe et al., 2019; Nilsson et al., 69 
2019). In North America, however, these investigations have largely been confined to the 70 
contiguous United States (e.g., Van Doren & Horton, 2018). The reason for this constraint is 71 
largely due to infrastructure, with large-scale weather surveillance radars being more 72 
abundant in the contiguous U.S. and data spanning a longer period than anywhere else in 73 
North America or the world. In total, 143 radars reside in the contiguous U.S., with data 74 
spanning more than 25 years. Both Canada and Mexico operate similar radars, yet data 75 
access is more restricted and radar density is much lower. For example, Canada operates 76 
approximately 33 weather surveillance radars, with the majority of stations residing along 77 
the U.S.-Canada border — thus leaving most subarctic regions unmonitored by these tools. 78 
While small-scale radars have been deployed to analyze migratory movements in Alaska, 79 
efforts have been episodic [26], restricting their utility for long-term monitoring, and at 80 
times lending important but site-specific inferences (e.g., [27]).  81 

To date, there have been no radar-based studies analyzing migration at a macro-scale 82 
in Alaska to determine how, when, and where birds move through the airspace. Yet while 83 
studies remain absent, weather surveillance radar data from seven NEXRAD weather 84 
surveillance stations distributed across Alaska have collected data for as many as 13 years. 85 
In this study, we resolve this gap by assembling all available NEXRAD data to quantify the 86 
intensity, timing, and directionality of avian migration across the region during spring and 87 
fall migratory seasons.  88 
 89 
2) Methods 90 
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 91 
(a) Weather surveillance radar 92 

To quantify the timing, intensity, and directionality of migratory birds throughout 93 
portions of Alaska, we downloaded NEXRAD level-II data from seven radar stations (see 94 
Figure S1). We processed all nocturnal radar scans from April 1st to October 15th from 1995 95 
to 2018. Data were downloaded from the Amazon Web Services repository 96 
(https://s3.amazonaws.com/noaa-nexrad-level2/index.html). While some samples were 97 
available in 1995 to 2003, 86% of our samples were derived from 2013 to 2018 — Alaskan 98 
radar data are not present in the NOAA archive from 2004 to 2012. See Figure S1 for 99 
individual radar data density metrics. For seasonal summaries, we defined spring from April 100 
1st to July 1st and fall from July 15th to October 15th.  101 

Radar scans are collected every 5 to 10 minutes depending on whether the radar is 102 
sampling precipitation (every 5 minutes) or sampling clear air (every 10 minutes). For each 103 
radar scan, we first identified and removed precipitation contamination across the five 104 
lowest radar tilt elevation scans (~0.5, 1.5, 2.5, 3.5, and 4.5) using the MISTNET algorithm 105 
in the WSRLIB package of MATLAB [28,29]. Pixels characterized as containing precipitation 106 
contamination were set to zero. For each year, we applied a clutter mask to mitigate the 107 
impact of stationary contamination such as mountains, building, or persistent sea clutter. We 108 
built our annual clutter masks by summing a minimum of 100 low-elevation scans (0.5°), 109 
starting on 1 January (16:00 UTC to 18:00 UTC) and continuing to 15 January. We used these 110 
dates and times because they are not coincident with migration and would thus be free of 111 
biological signals. We classified any pixel above the 85th percentile of the summed 112 
reflectivity as clutter and masked these pixels from our analyses. For some early years, 113 
insufficient data were present to generate robust clutter masks, necessitating the use of more 114 
recent years of January data (e.g., PACG 1997 data used a mask from 2015). Otherwise, year 115 
specific clutter masks were used. 116 

Next, from our precipitation free scans, we generated profiles of migratory activity, 117 
with migratory intensity quantified from reflectivity and migratory track and ground speed 118 
quantified from radial velocity. For these measures, data between 5 km and 100 km from the 119 
radar station were used, and profiles were output in 100 m intervals from 0-3km above 120 
ground level (generated from the five lowest radar tilt elevations, see previous paragraph). 121 
We used reflectivity (η) as a measure of migrant intensity, which was calculated by 122 
converting reflectivity factor (Z) as follows: dBη = dBZ + β, where β = 123 
10log10(103π5|Km|2/λ4) [30]. For our applications, we converted dBη to linear units 124 

following 𝜂 =  10
𝑑𝐵𝜂

10⁄ . We used an average WSR‐88D wavelength (λ) of 10.7 cm and |Km|2 125 
for liquid water of 0.93, the dielectric constant. We de-aliased radial velocity data following 126 
Sheldon et al. (2013) and subsequently fit velocity azimuth displays (VAD) to quantify 127 
migrant track and groundspeed.  128 

For summary statistics, we summed vertical profiles of reflectivity (η) to generate 129 
single values of migration intensity per radar scan. We used the average of scans between 130 
sunset and sunrise to characterize nightly activity (see exception on timing below). We fit a 131 
generalized additive model with the quasi-Poisson family to reflectivity (response) and 132 
ordinal date (predictor). We used the R mgcv package to generate GAM models for phenology 133 
measures [32]. We used the model prediction of reflectivity to generate average phenology 134 
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curves for each radar station. We calculated the date of peak migration as the date of the 135 
highest predicted activity during the respective spring and fall periods. We also calculated 136 
the date at which 10% and 90% of migratory activity passed each NEXRAD station. To 137 
summarize profiles of track (migration flight direction), we weighted directions by 138 
reflectivity (η). We then summarized these measures with rose diagrams, which display the 139 
distribution of measurements from individual scans, rather than nightly averages. Rather 140 
than simply plotting the distribution of track directions (i.e., equal weights for all directions 141 
of radar scans), we weighted track measures by the sum of profile reflectivity to prioritize 142 
scans with greater migratory activity. To summarize the concentration of track directions, 143 
we used the R CircStats package to calculate rho, or the mean resultant vector length, for 144 
each radar station. Plainly, rho measures the track concentration, with 0 reflecting no 145 
concentration (omni-directional movements) and 1 equating to complete concentration 146 
(completely directional movements).  147 

One of the challenges with characterizing nocturnal migration at such high latitudes 148 
was that a true nocturnal period was exceedingly short or could not be identified during all 149 
periods from April 1st to October 15th, specifically during the periods when the sun does not 150 
set (late spring to early fall). For all sites, a minimum 8-hour sampling period starting at local 151 
sunset was used to characterize aerial movements. For areas and dates where the sun did 152 
not set, namely radar stations PAEC, PABC, PAHG, and PAPD, we characterized the “nocturnal 153 
period” as an 8-hour period starting at the last true sunset. For example, at PABC, civil 154 
twilight (sun 6° below horizon) could not be defined from June 13th to June 29th.  For this 155 
period, we sampled 8 hours after the last true sunset (June 12th). If the true nocturnal period 156 
was shorter than 8-hours, we sampled a minimum of 8-hours after evening civil twilight 157 
(Figure S2).  158 

For all samples, we removed vertical profile bins (100 m intervals) with RMSE from 159 
VADs >10 m/s, and airspeeds <5 m/s and >35 m/s to mitigate insect contamination [33] and 160 
reduce the influence of measures with airspeeds outside the expectation for nocturnally 161 
migrating birds. The VAD model estimates a velocity vector for each height bin and assumes 162 
all scatterers within the bin move with the same velocity, which results in a predicted radial 163 
velocity at each azimuth. Here, RMSE at a height bin is the roost-mean squared error of the 164 
actual radial velocity values compared to the predicted ones. We calculated airspeed using 165 
vector subtraction and derived wind speeds from the North American Regional Reanalysis 166 
[34]. NARR data are assembled at 3-hour temporal intervals, 32 km spatial resolution, and 167 
are modeled at 25 hPa vertical intervals. We calculated airspeed using vector subtraction 168 
from ground speed and track direction (derived from velocity azimuth displays). Following 169 
these filtering protocols, we only used profiles of activity if five of more height bins remained. 170 
These protocols are geared towards the capture of passage migrations, likely to be composed 171 
of small-bodied passerines, although waterfowl, shorebirds, and a small percentage of bats 172 
are expected to also reside within the signals. Low flying activities (below 100 m), whether 173 
of migratory birds or birds making foraging bouts, are not likely to be captured by these 174 
radar sensors.   175 

All analyses and figures were generated using R version 4.0.2 [35].   176 
 177 
3) Results 178 

 179 
(a) Intensity  180 
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In total, we utilized 401,272 radar scans across 1,840 sampling dates for our 181 
quantification of migration through Alaska. The highest migratory intensity in spring 182 
occurred at PACG (Sitka; Figure 2) and PAPD (Fairbanks), while the highest migratory 183 
intensity during fall was recorded at PAPD (Fairbanks) and PAHG (Anchorage). Compared 184 
to every other station, migratory intensity at PAEC (Nome) remained very low throughout 185 
the year (94.6% of observations < 50 η, as compared to 45.9% < 50 η for all other stations; 186 
Figure 2). All stations recorded higher peak migratory intensity in fall than in spring, and 187 
statewide, a significant difference in intensity between spring and fall was found (paired t-188 
test, t6 = 2.959, p = 0.025).  189 
 190 
(b) Phenology 191 

During spring, dates of peak migration ranged between May 2nd and May 29th and 192 
during fall, between August 17th and September 11th (Figure 2, Table 1). There was a negative 193 
relationship between longitude and date of peak migration in spring (slope=-0.861, 194 
R2=0.785, p=0.008; Figure 3A) and a positive relationship in fall (slope=0.862, R2=0.84, 195 
p=0.004; Figure 3B), indicating very strong westward migration in spring and very strong 196 
eastward migration in fall. We did not find a significant association between latitude and 197 
date of peak migration in spring (R2=0.35, p=0.163; Figure S3A) or in fall (R2=0.24, p=0.267, 198 
Figure S3B). 199 

The time between spring and fall date of peak migration was greatest at PACG (Sitka, 200 
131 days, Table 1), which was the southernmost and easternmost station; while the time 201 
between peaks was shortest at PAEC (Nome, 81 days, Table 1), which was the westernmost 202 
station. The average across the state was 100.6±19.1(±SD) days. PAPD (Fairbanks), the 203 
northernmost station, experienced 100 days between spring and fall date of peak migration, 204 
essentially equal to the statewide average. Interval length was predicted by longitude 205 
(slope=1.725, R2=0.84, p=0.004), but not latitude (R2=0.31, p=0.201). 206 

In addition to examining the seasonal date at which migration intensity peaked, we 207 
also defined the start (date at which the 10th quantile of summed activity occurred) and end 208 
(date at which the 90th quantile of summed activity occurred) of each migratory season. 209 
During spring, the start was earliest at PAIH (Middleton Island, April 10th) and PACG (Sitka, 210 
April 12th) and latest at PAKC (King Salmon, May 1st) and PAPD (Fairbanks, May 2nd). 211 
Conversely, spring end dates were earliest at PACG (Sitka, May 27th) and PAPD (Fairbanks, 212 
May 30th), and latest at PAEC (Nome, June 17th). Interestingly, while the start dates during 213 
spring tended toward earlier dates at the easternmost locations, no statistically significant 214 
relationship between spring start dates and either longitude or latitude was detected 215 
(longitude, R2=0.30, p=0.205; latitude R2=0.24, p=0.266). However, the end of spring 216 
migration did show a strong relationship with longitude (slope=-0.611, R2=0.81, p=0.006), 217 
but not latitude (R2=0.19, p=0.327). 218 

Analysis of fall start and end dates largely followed the opposite trends. Fall migration 219 
started earliest at PAEC (Nome, July 31st) and PABC (Bethel, August 2nd), and started latest 220 
at PAPD (Fairbanks, August 13th) and PACG (Sitka, August 14th). Conversely, fall migration 221 
ended earliest at PAKC (King Salmon, September 4th) and PAPD (Fairbanks, September 11th), 222 
and ended latest at PACG (Sitka, October 2nd) and PAIH (Middleton Island, October 2nd). 223 
Unlike in the spring, the beginning of fall migration had a strong relationship with longitude 224 
(slope=0.531, R2=0.89, p=0.001), but not latitude (R2=0.08, p=0.538). The end of fall 225 
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migration did not show a spatial relationship with longitude (R2=0.17, p=0.347) or latitude 226 
(R2=0.06, p=0.592). 227 

Overall, migration in Alaska was characterized as possessing substantial and 228 
significant east-west directionality, but no significant north-south directionality.  229 
 230 
(c) Directionality 231 

For each station, we summarized the seasonal distribution of migrant track directions 232 
(Figure 3), mean migration track, and rho, a measure of the track concentration (0 = no 233 
concentration, 1 = complete concentration; Table 1). Of the stations, PACG, near Sitka, was 234 
the only one that exhibited typical north-south migratory directionality — namely, 235 
predominantly northwesterly migration during the spring (316.57 degrees, rho = 0.89) and 236 
predominantly southeasterly migration during the fall (152.16°, rho = 0.66).  237 

The remainder of stations showed patterns that were largely unique to Alaska’s 238 
geography. For example, PABC, PAKC, PAHG, three southwestern Alaskan stations, showed 239 
northeasterly migration in the spring and southwesterly migration in the fall. PAPD, near 240 
Fairbanks, exhibited west-northwesterly migration in spring (mean 290.48°, rho = 0.92) and 241 
easterly migration in fall (92.49°, rho = 0.95). PAIH, on Middleton Island (Figure 1), exhibited 242 
both west-northwesterly and east-northeasterly migration in spring (20.82°, rho = 0.21; 243 
Figure 3A), with this bimodal distribution of migratory directionality making the track 244 
direction misleading; but primarily northeasterly migration in the fall (80.02°, rho = 0.74; 245 
Figure 3B).  PAEC, near Nome, appeared to exhibit westerly migratory directionality in 246 
spring (265.27°) and northwesterly directionality in fall (317.36°). However, the low rho 247 
values of 0.27 and 0.13 in spring and fall, respectively, as well as the extremely low migratory 248 
volume detected by PAEC annually, mean that these observed trends should not be taken as 249 
a meaningful representation of migratory directionality.  250 
 251 
4) Discussion 252 

Alaska is home to hundreds of avian species, with the majority of those species being 253 
migratory [26,36,37]. As a breeding destination for many species, species departing Alaska 254 
travel to as many as six different continents to reach their wintering destinations [6,38,39]  255 
— a phenomenon that connects distant parts of our global ecosystem. Using NEXRAD 256 
weather surveillance data, we quantified spring and fall avian migration throughout Alaska, 257 
documenting patterns of phenology, abundance, and behavior. With increased pressure due 258 
to anthropogenic development and climate change, it is important that we have tools ready 259 
for understanding how migration systems adapt to local or distant environmental changes.  260 

In both spring and fall, average migratory intensity was highest at the easternmost 261 
stations (near Sitka and Fairbanks), with average intensity progressively decreasing for 262 
stations further to the west. This trend can be explained by the majority of terrestrial 263 
migrants in Alaska entering the region in spring and leaving the region in fall from the east. 264 
Importantly, as predicted, migratory intensity at every station was higher in fall than in 265 
spring (mean of 144% increase), a difference which can be largely attributed to breeding 266 
activity, as fall migration includes not only the after-hatch-year birds which arrived in spring, 267 
but also hatch-year juveniles. Previous research from the contiguous United States [20] has 268 
shown the value of using seasonal differences in migratory biomass to evaluate rates of 269 
survival. In the same vein, the size of the difference in intensity between spring and fall 270 
migration within the Alaskan system may be used as a relative indicator of breeding 271 
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productivity in the region — the greater the number of juvenile birds produced, the greater 272 
the intensity of fall migration will be compared to spring migration. Moving forward, 273 
variation in these metrics will be important in understanding the impacts of natural and 274 
anthropogenic change of bird populations, including drought, forest fires, severe weather, or 275 
changes in phenology [40].  276 

While many aerial migratory systems are often contextualized as north-south 277 
progressing movements (e.g., [21,24,41]), we found that date of peak migratory intensity 278 
was strongly and significantly associated with longitude, with the association being negative 279 
in spring and positive in fall. We did not find a significant relationship of date of peak 280 
migratory intensity with latitude during the spring or fall. These findings point to an overall 281 
westward migration in spring and eastward migration in fall, which dominates any smaller-282 
scale signal of north-south phenology — an expected result given the region’s east-west 283 
peninsular geography. Predictably, the time between spring and fall date of peak migration 284 
was greater at stations further east and predicted by longitude, rather than latitude. 285 
However, PAPD (Fairbanks), one of the easternmost stations, had a much shorter interval 286 
between spring and fall date of peak migration than other stations in eastern Alaska. This 287 
deviation is likely explained by a northwest-southeast axis of migration within the eastern 288 
portion of the state, which means that more northern, inland locations receive migrants later 289 
in spring and earlier in fall than other sites at their same longitude despite the absence of an 290 
overall regional relationship between dates of peak migration and latitude.  291 

Analysis of migratory tracks revealed a “bow-shaped” pattern of migratory 292 
directionality (Figure 4). In spring, migration east of the 150th meridian was primarily 293 
northwesterly, while west of the meridian, it was primarily southwesterly. The exception to 294 
this trend was Middleton Island, which recorded two primary directions of migration in 295 
spring — northwest and northeast. The northeastern movement, which differs from the 296 
trend in the rest of eastern Alaska, may be attributed to seabirds moving from the open 297 
ocean into the Gulf of Alaska. In fall, only the easternmost station (PACG, Sitka), recorded 298 
primarily southeastern migratory directionality. Fairbanks, on the other hand, recorded 299 
primarily easterly migration, and every other station recorded northeasterly migration. 300 
Thus, the point at which the overall mass of migrating birds switches from migrating along 301 
one diagonal axis to migrating along the other is located further east during the fall than 302 
during the spring. This finding suggests that fall migration in Alaska is geographically 303 
distinct, rather than simply being a reversal of spring migration. More specifically, fall 304 
migration appears to occur, on aggregate, further inland than spring migration. In the 305 
western contiguous USA, migrants maximize survival and breeding success by using lower 306 
elevation, more ecologically productive coastal areas during the spring, while minimizing 307 
distance traveled during the fall by using higher elevation inland areas [44]. Our results 308 
suggest that migrants generally use this strategy in Alaska as well.  309 

Curiously, while our results showed a strong relationship between longitude and 310 
both the end of spring migration and the beginning of fall migration, we did not find a 311 
significant relationship between either latitude or longitude with the beginning of spring 312 
migration and the end of fall migration. One hypothesis may be that the dates of spring 313 
thaw and first frost in autumn are determined as much by topography as by latitude or 314 
longitude. Thus, as a consequence of Alaska’s complex montane geography, areas likely 315 
transition in and out of suitability for breeding birds in an order that is not closely related 316 
to either latitude or longitude. Further site-specific investigation will be necessary in order 317 



  8 

to evaluate the relative contributions of latitude, longitude, and topography on the 318 
beginning of spring migration and the end of fall migration. 319 

Our overall finding of a bow-shaped migration in both spring and fall, with the vertex 320 
of the bow located further to the east in fall than in spring, complements the findings of 321 
previous studies of migration in Alaska, both radar-based and focused on individual species. 322 
One radar study [26] characterized a polar migration system involving more than 2 million 323 
seabirds and shorebirds moving along and near the Arctic coastline, frequently between 324 
North America and Asia, from July to August. The most salient feature of the Alaskan section 325 
of this system was heavy southeasterly movement into the northwest coast of Alaska 326 
(between the Seward Peninsula and Utqiagvik). Our analysis found that southwestern Alaska 327 
experiences primarily northeasterly migration in the fall; the contrast between migratory 328 
directionality in northwestern and southwestern Alaska suggests that the polar coastal 329 
system of migration in the northern third of the state is largely distinct from the bow-shaped 330 
migratory system that dominates the state south of the Arctic Circle. Another radar analysis 331 
[27], while focusing on the altitude of migrating birds in the upper Tanana valley in east-332 
Central Alaska, also reported that the vast majority of observed bird movement was westerly 333 
and northwesterly in spring and easterly or northeasterly in fall. Our results for the PAPD 334 
station near Fairbanks (which lies within the Tanana valley) corroborate these findings. A 335 
recent large-scale analysis of American Robin (Turdus migratorius) spring migration in 336 
northwestern North America using GPS tagging [45] found that American Robins enter 337 
Alaska from the east in a northwesterly fashion, but the majority of tagged birds that 338 
continued migrating beyond the state’s eastern borderlands quickly switched to westerly or 339 
southwesterly migration in order to reach breeding habitat in southern and south-central 340 
Alaska. These findings support that individual passerine species exhibit the same bow-341 
shaped migration that characterizes the aggregate terrestrial migratory activity in the state.  342 

In addition to quantifying broadscale migration patterns, our approach also reveals 343 
site-specific migration dynamics, complementing prior localized studies of migration in 344 
Alaska.  Middleton Island in the Gulf of Alaska recorded substantial migration in both spring 345 
and fall (Figure 1), consistent with trends on the mainland. The island’s long record as a 346 
migratory stopover site [37] points to a large-scale landbird migration system over the Gulf 347 
of Alaska and the North Pacific in both spring and fall. Massive landbird migration systems 348 
over the Gulf of Mexico and Mediterranean Sea have been extensively documented [46,47], 349 
but a potentially analogous system in the North Pacific has yet to be fully characterized. A 350 
field-based analysis of forest passerine migration in the Fairbanks area recorded a period of 351 
105 days between spring and fall peak migration [48]. This finding is closely matched by our 352 
results, which indicate a period of 100 days between spring and fall peak migration for 353 
Fairbanks. The similarity of these two values, despite the fact that the earlier study solely 354 
recorded data for 18 passerine species, suggests either that non-passerines in the region 355 
migrate in rough temporal synchrony with passerines, possibly due to a narrow window of 356 
food availability, or that they account for a relatively small proportion of the local migratory 357 
biomass. Additionally, our intervals between spring and fall, while predictably shorter than 358 
those of the contiguous US (mean 146.8±12.6, days±SD [21]), follow a macroscale pattern of 359 
decreasing intervals with increasing latitude. Examining the contiguous US, we see that the 360 
interval between spring and fall decreases 1.5 days/latitude. By way of extrapolation, we 361 
predicted intervals between spring and fall in Alaska would range between 118.5 days (site 362 
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PACG, 56.5N, true interval measured at 131 days) and 106.5 days (site PAPD, 65.0N, true 363 
interval measured at 100 days) — patterns that are broadly reflected in our data.  364 

Lastly, our analysis highlights a wealth of opportunities for future research 365 
concerning macro-scale migration in Alaska. One key priority for migration research, 366 
especially in subarctic regions such as Alaska, is understanding the impact of climate change 367 
on migratory behavior, particularly with regard to migration phenology [21,45,49]. For 368 
example, previous theoretical work [42] explains that the east-west migratory axis of Asian 369 
species breeding in Alaska means that even slight increases in the duration of summer 370 
productivity due to climate change would allow those species to penetrate further into 371 
Alaska’s interior by giving them slightly more temporal leeway to migrate further along the 372 
axis. While Asian “crossover” species probably only account for a very small proportion of 373 
migratory birds in Alaska today [43], our finding of overwhelming east-west directionality 374 
in the Alaskan migratory system confirms that Beringia may become the stage for rapid 375 
intercontinental range expansion of both Asian and North American species.  Moreover, as 376 
more years of data accrue within the NEXRAD archive, beyond the recent 5-7 years of data 377 
that represent the core of our findings, statistical inferences will be able to be drawn from 378 
these time series. Station PAPD will serve as an important benchmark for these future 379 
studies, currently with 13 years of data spanning 24 years; each passing season will 380 
contribute an annual replicate of freely accessible radar data. These next steps will be 381 
enhanced by the integration of community science observations, such as eBird [50], to refine 382 
estimates of phenology, intensity, and directionality [10,51]. Our current analysis does not 383 
incorporate species composition, which varies substantially across the region. For example, 384 
the proportion of shorebirds and waterfowl within the system is likely far higher at coastal 385 
stations than at inland ones. Understanding the different composition of migrating birds in 386 
different parts of the state is important for prioritizing habitat conservation projects and 387 
understanding critical indices of change.  388 
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Figures and Tables:  

 
Figure 1: Radar measures of reflectivity (used to measure migration intensity) and radial 
velocity (used to measure migrant track) from NEXRAD station PAIH (Middleton Island, 
Alaska USA) from August 26th, 2016. A and B show measures taken at civil twilight (05:50 
UTC) and C and D show measures taken 30 minutes after civil twilight, during which 
migration takeoff can be seen along coastal islands. In each of the images, precipitation 
contamination can be seen in the north and east. In our analysis, precipitation was removed 
using the MISTNET algorithm. Leftmost inset shows the locations of all seven NEXRAD 
stations, with the location of PAIH highlighted.  
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Figure 2: Bird migration intensity (η) characterized at seven NEXRAD stations in Alaska, 
USA from 1995 to 2018. The fitted lines and 95% confidence bands are from generalized 
additive models (GAM) fit to each station. The dashed lines are the predicted seasonal peak 
migration date (highest modeled intensity) for each NEXRAD station. Right inset shows the 
locations of all seven NEXRAD stations. GAM prediction lines, dashed peak prediction lines, 
and station locations are shaded according to the station longitude. Both calendar dates 
(non-leap year) and ordinal dates shown on the x-axis and labeled on the dotted lines.    
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Figure 3: (A) Spring and (B) fall peak migration dates versus NEXRAD station longitude. 
Fitted line and 95% confidence interval are from a least squares linear model (spring, slope=-
0.861, R2=0.79, p=0.008; fall, slope=0.862, R2=0.84, p=0.004). Point colors corresponds to 
NEXRAD station longitude. Both calendar dates (non-leap year) and ordinal dates shown on 
the y-axis.   
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Figure 4: (A) Spring and (B) fall rose diagrams displaying migrant track direction at each 
NEXRAD station. Track directions from individual radar scans are represented in rose 
diagrams, and directions are weighted by reflectivity. All distributions are plotted to show 
the same maximum size; however, data density varies across each of the stations (see Figure 
S1). Rose diagrams display 5 summary segments. Intensity measures at PEAC were 
consistently low, and thus directional observations may be subject to error. 
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Table 1: Seasonal migration dates (q10, peak, and q90), mean track direction, and rho (a measure of track concentration, 0 = 
no directional concentration, 1= complete directional concentration) at seven Alaskan NEXRAD stations. Calendar dates are 
shown (non-leap year) followed by ordinal dates in parentheses.  

Radar 
ID 

Location Season 
Beginning of 

migration (q10) 
Peak date of 

migration 
End of migration 

(q90) 

Days between 
spring and fall 

date of peak 
migration 

 

Mean track 
direction () 

rho  

PABC Bethel 
Spring April 29th (119) May 20th (140) June 7th (158)  

89 
 219.76 0.45 

 
Fall August 2nd (214) August 18th (230) September 15th (258)  48.19 0.56 

PACG Sitka 
Spring April 12th (102) May 2nd (122) May 27th (147) 

131 
 316.57 0.89 

 
Fall August 14th (226)  September 11th (254) October 2nd (275)  152.16 0.66 

PAEC Nome 
Spring April 22nd (112) May 29th (149) June 17th (168) 

81 
 265.27 0.27 

 
Fall July 31st (212) August 19th (231) September 25th (268)  317.36 0.13 

PAHG Anchorage 
Spring April 25th (115) May 21st (141) June 8th (159) 

97 
 257.18 0.83 

 
Fall August 10th (222) August 27th (239) September 14th (257)   62.44 0.84 

PAIH 
Middleton 
Island 

Spring April 10th (100) May 5th (125) June 2nd (153) 
122 

 20.82 0.21 
 

Fall August 12th (224) September 5th (248) October 2nd (275)  80.02 0.74 

PAKC King Salmon 
Spring May 1st (121) May 24th (144) June 7th (158) 

84 
 197.52 0.65 

 
Fall August 4th (216)  August 17th (229) September 4th (247)   20.50 0.80 

PAPD Fairbanks 
Spring May 2nd (122) May 17th (137) May 30th (150) 

100 
 290.48 0.92 

 
Fall August 13th (225)  August 26th (238) September 11th (254)   92.49 0.95 
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Figure S1: Data density for each NEXRAD station. Points within the plot are scaled to the 
number of annual radar scans from April 1st to October 15th, with points shaded by their 
respective longitude. Data were not archived from 2004 to 2012, so they were not available 
for our analyses. Percentages show the proportion of total scans pre-2004 and post-2012.  
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Figure S2: Calculated night length at each of the seven NEXRAD stations. For our analysis, 
we sampled 8-hours of radar scans following the local evening civil twilight (sun 6° below 
horizon) for any ordinal date with a nocturnal period less than 8-hours. Points shaded by 
their respective station longitude. 
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Figure S3: (A) Spring and (B) fall peak migration date versus NEXRAD station latitude. Fitted 
line and 95% confidence interval are from a least squares linear model, however both 
models show non-significant fits (spring, R2=0.35, p=0.163; fall, R2=0.24, p=0.267). Points 
correspond to NEXRAD station longitude. Both calendar dates (non-leap year) and ordinal 
dates shown on the y-axis.   
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