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A confidence sequence is a sequence of confidence intervals that is uni-
formly valid over an unbounded time horizon. Our work develops confidence
sequences whose widths go to zero, with nonasymptotic coverage guarantees
under nonparametric conditions. We draw connections between the Cramér—
Chernoff method for exponential concentration, the law of the iterated log-
arithm (LIL) and the sequential probability ratio test—our confidence se-
quences are time-uniform extensions of the first; provide tight, nonasymptotic
characterizations of the second; and generalize the third to nonparametric
settings, including sub-Gaussian and Bernstein conditions, self-normalized
processes and matrix martingales. We illustrate the generality of our proof
techniques by deriving an empirical-Bernstein bound growing at a LIL rate,
as well as a novel upper LIL for the maximum eigenvalue of a sum of random
matrices. Finally, we apply our methods to covariance matrix estimation and
to estimation of sample average treatment effect under the Neyman—Rubin
potential outcomes model.

1. Introduction. It has become standard practice for organizations with online presence
to run large-scale randomized experiments, or “A/B tests,” to improve product performance
and user experience. Such experiments are inherently sequential: visitors arrive in a stream
and outcomes are typically observed quickly relative to the duration of the test. Results are of-
ten monitored continuously using inferential methods that assume a fixed sample, despite the
known problem that such monitoring inflates Type I error substantially [1, 8]. Furthermore,
most A/B tests are run with little formal planning and fluid decision-making, compared to
clinical trials or industrial quality control, the traditional applications of sequential analysis.

This paper presents methods for deriving confidence sequences as a flexible tool for infer-
ence in sequential experiments [12, 32, 43]. For « € (0, 1), a (1 — «)-confidence sequence is
a sequence of confidence sets (CI;):2,, typically intervals CI; = (L, U;) C R, satisfying a
uniform coverage guarantee: after observing the fth unit, we calculate an updated confidence
set CI; for the unknown quantity of interest 6;, with the uniform coverage property

(1.1 PVt >1:0,eCl;))>1—q.
With only a uniform lower bound (L;), that is, if U; = oo, we have a lower confidence se-
quence. Likewise, if L; = —oo we have an upper confidence sequence given by (U;). Theo-

rems 1 to 3 and Lemma 2 are our key tools for constructing confidence sequences. All build
upon the general framework for uniform exponential concentration introduced in Howard et
al. [25], which means our techniques apply in diverse settings: scalar, matrix and Banach-
space-valued observations, with possibly unbounded support; self-normalized bounds appli-
cable to observations satisfying weak moment or symmetry conditions; and continuous-time
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FI1G. 1. Left panel shows 95% pointwise confidence intervals and uniform confidence sequences for the mean
of a Rademacher random variable, using one simulation of 100,000 i.i.d. draws. Right panel shows cumulative
chance of miscoverage based on 10,000 replications; flat grey line shows the nominal target level 0.05. The
CLT intervals are asymptotically pointwise valid (these are similar to the exact binomial confidence intervals,
which are nonasymptotically pointwise valid). The pointwise Hoeffding intervals are nonasymptotically pointwise
valid. The confidence sequence based on a linear boundary, as in Lemma 1, is valid uniformly over time and
nonasymptotically, but does not shrink to zero width. Finally, the confidence sequence based on a curved boundary
is valid uniformly and nonasymptotically, while also shrinking towards zero width; here we use the two-sided
normal mixture boundary, (3.7), qualitatively similar to the stitched bound (1.2).

scalar martingales. Our methods allow for flexible control of the “shape” of the confidence
sequence, that is, how the sequence of intervals shrinks in width over time. As a simple
example, given a sequence of i.i.d. observations (X;){°, from a 1-sub-Gaussian distribution
whose mean u we would like to estimate, Theorem 1 yields the following (1 — «)-confidence
sequence for p, a special case of the more general bound (3.3):

X \/loglog(Zt) +0.72l0g(5.2/0)

1.2 i=1
(1.2) ; ;

The O(,/t~1loglog ) asymptotic rate of this bound matches the lower bound implied by the
law of the iterated logarithm (LIL), and nonasymptotic bounds of this form are called finite
LIL bounds [29]. We develop confidence sequences that possess the following properties:

(P1) Nonasymptotic and nonparametric: our confidence sequences offer coverage at all
sample sizes without exact distributional assumptions or asymptotic approximations.

(P2) Unbounded sample size: we do not require a final sample size to be chosen ahead of
time. They may be tuned for a planned sample size but always permit additional sampling.

(P3) Arbitrary stopping rules: we make no assumptions on the stopping rule used by an
experimenter to decide when to end the experiment, or when to act on certain inferences.

(P4) Asymptotically zero width: the interval widths of our confidence sequences shrink
toward zero at a 1/4/¢ rate, ignoring log factors, just as with pointwise confidence intervals.

These properties give us strong guarantees and broad applicability. An experimenter may
always choose to gather more samples, and may stop at any time according to any rule—the
resulting inferential guarantees hold under the stated assumptions without any approxima-
tions. Of course, this flexibility comes with a cost: our intervals are wider than those that rely
on asymptotics or make stronger assumptions, for example, a known stopping rule. Typical,
fixed-sample confidence intervals derived from the central limit theorem do not satisfy any
of (P1)-(P3), and accommodating any one property necessitates wider intervals; we illustrate
this in Figure 1. It is perhaps surprising that these four properties come at a numerical cost of
less than doubling the fixed-sample, asymptotic interval width—the discrete mixture bound
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illustrated in Figure S2 in the Supplementary Material [26] stays within a factor of two of the
fixed-sample CLT bounds over five orders of magnitude in time.

1.1. Related work. The idea of a confidence sequence goes back at least to Darling and
Robbins [12]. They are called repeated confidence intervals by Jennison and Turnbull [31, 32]
(with a focus on finite time horizons) and always-valid confidence intervals by Johari, Pekelis
and Walsh [35]. They are sometimes labeled anytime confidence intervals in the machine
learning literature [28].

Prior work on sequential inference is often phrased in terms of a sequential hypothesis test,
defined as a stopping rule and an accept/reject decision variable, or in terms of an always-
valid p-value [35]. In Section 6, we discuss the duality between confidence sequences, se-
quential hypothesis tests, and always-valid p-values. We show in Lemma 3 that definition
(1.1) is equivalent to requiring P(6; € CI;) > 1 — « for all stopping times t, or even for all
random times 7, not necessarily stopping times. Hence the choice of definition (1.1) over
related definitions in the literature is one of convenience.

Recent interest in confidence sequences has come from the literature on best-arm identi-
fication with fixed confidence for multi-armed bandit problems. Garivier [20], Jamieson et
al. [29], Kaufmann, Cappé and Garivier [37] and Zhao et al. [77] present methods satisfy-
ing properties (P1)—(P4) for independent, sub-Gaussian observations. Our results are sharper
and more general, and our Bernstein confidence sequence scales with the true variance in
nonparametric settings. Confidence sequences are a key ingredient in best-arm selection al-
gorithms [30] and related methods for sequential testing with multiple comparisons [28, 49,
76]. Our results improve and generalize such methods.

Maurer and Pontil [50] and Audibert, Munos and Szepesvari [3] prove empirical-Bernstein
bounds for fixed times or finite time horizons. Our empirical-Bernstein bound holds uni-
formly over infinite time. Balsubramani [5] takes a different approach to deriving confidence
sequences satisfying properties (P1)—(P4) by lower bounding a mixture martingale. This work
was extended in Balsubramani and Ramdas [6] to an empirical-Bernstein bound, the only
infinite-horizon, empirical-Bernstein confidence sequence we are aware of in prior work. Our
result removes a multiplicative prefactor and yields sharper bounds. We emphasize that our
proof technique is quite different from all three of these existing empirical Bernstein bounds;
see Appendix A.8.

The simplest confidence sequence satisfying properties (P1)—(P3) follows by inverting a
suitably formulated sequential probability ratio test (SPRT, [73]), such as in Section 3.6 of
Howard et al. [25]. Wald worked in a parametric setting, though it is known that the nor-
mal SPRT depends only on sub-Gaussianity (e.g., Robbins [55]). The resulting confidence
sequence does not shrink toward zero width as t — oo (property P4), a problem which stems
from the choice of a single point alternative A. Numerous extensions have been developed to
remedy this defect, and our work is most closely tied to two approaches. First, in the method
of mixtures, one replaces the likelihood ratio with a mixture [ [];[ /o (X;)/fo(X))]1dF(X),
which is still a martingale [5, 7, 14, 16, 38, 41, 55, 57, 58, 72, 73]. Second, epoch-based
analyses choose a sequence of point alternatives A1, A», ... approaching the null value, with
corresponding error probabilities o, o2, ... approaching zero so that a union bound yields
the desired error control [13, 37, 56].

The literature on self-normalized bounds makes extensive use of the method of mixtures,
sometimes called pseudo-maximization [15-18, 20]; these works introduced the idea of us-
ing a mixture to bound a quantity with a random intrinsic time V;. These results are mostly
given for fixed samples or finite time horizon, though de la Pefia, Klass and Lai [15], equa-
tion (4.20), includes an infinite-horizon curve-crossing bound. Lai [41] treats confidence se-
quences for the parameter of an exponential family using mixture techniques similar to those
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of Section 3.2. Like most work on the method of mixtures, Lai’s work focused on the para-
metric setting (which we discuss in Section 4.4), while we focus on the application of mixture
bounds to nonparametric settings.

Johari et al. [34] adopt the mixture approach for a commercial A/B testing platform,
where properties (P2) and (P3) are critical to provide an “off-the-shelf” solution for a va-
riety of clients. Their application relies on asymptotics which lack rigorous justification. In
Section 4.2, we give nonasymptotic justification for a similar confidence sequence under
a finite-sample randomization inference model, and in Section 5 we demonstrate how our
methods control Type I error in situations where asymptotics fail.

1.2. Outline. We organize our results using the sub-Gaussian, sub-gamma, sub-
Bernoulli, sub-Poisson and subexponential settings defined in Section 2.

1. The stitching method gives new closed-form sub-Gaussian or sub-gamma boundaries
(Theorem 1). Our sub-gamma treatment extends prior sub-Gaussian work to cover any mar-
tingale whose increments have finite moment-generating function in a neighborhood of zero;
see Proposition 1. Our proof is transparent and flexible, accommodating a variety of boundary
shapes, including those growing at the rate O(4/tloglogt) with a focus on tight constants,
though we do not recommend this bound in practice unless closed-form simplicity is vital.

2. Conjugate mixtures give one- and two-sided boundaries for the sub-Bernoulli, sub-
Gaussian, sub-Poisson and subexponential cases (Section 3.2) which avoid approximations
made for analytical convenience. The sub-Gaussian boundaries are unimprovable without fur-
ther assumptions (Section 3.6). These boundaries include a common tuning parameter which
is critical in practice and we discuss why their O(4/f logt) growth rate may be preferable to
the slower O(4/tloglogt) rate (Section 3.5).

3. Discrete mixtures facilitate numerical computation of boundaries with a great deal of
flexibility, at the cost of slightly more involved computations (Theorem 2). Like conjugate
mixture boundaries, these boundaries avoid unnecessary approximations and are unimprov-
able in the sub-Gaussian case.

4. Finally, for sub-Gaussian processes, the inverted stitching method (Theorem 3) gives
numerical upper bounds on the crossing probability of any increasing, strictly concave bound-
ary over a limited time range. We show that any such boundary yields a uniform upper tail
inequality over a finite horizon, and compute its crossing probability.

Building on this foundation, we present a a state-of-the-art empirical-Bernstein bound
(Theorem 4) for any sequence of bounded observations using a new self-normalization proof
technique. We illustrate our methods with two novel applications: the nonasymptotic, sequen-
tial estimation of average treatment effect in the Neyman—Rubin potential outcomes model
(Section 4.2), and the derivation of uniform matrix bounds and covariance matrix confidence
sequences (Corollary 3 and Section 4.3). We give simulation results in Section 5. Section 6
discusses the relationship of our work to existing concepts of sequential testing. Proofs of
main results are in Appendix A, with others deferred to Appendix C.

2. Preliminaries: Linear boundaries. Given a sequence of real-valued observations
(X;)72,, suppose we wish to estimate the average conditional expectation u, := 1 x
Z§:1 E;_1X; at each time ¢ using the sample mean X, =1 221 X;; here we assume
an underlying filtration (7)72, to which (X;) is adapted, and [E; denotes expectation con-
ditional on F;. Let S; := Z?: 1(Xi — E;_1X;), the zero-mean deviation of our sample sum
from its estimand at time ¢. Given « € (0, 1), suppose we can construct a uniform upper tail

bound uy : R>¢ — Rx( satisfying
(2.1) P(I>1:8>ue(Vy)) <«
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for some adapted, real-valued intrinsic time process (V;);°,, an appropriate time scale to
measure the (squared) deviations of (S;). This uniform upper bound on the centered sum (S;)
yields a lower confidence sequence for (11;) with radius = ug (V;):

PV >1: X, — 1 ug (V) <) > 1 —a

Note that an assumption on the upper tail of (S;) yields a lower confidence sequence
for (u); a corresponding assumption on the lower tail of (S;) yields an upper confidence
sequence for (u;). In this paper, we formally focus on upper tail bounds, from which lower
tail bounds can be derived by examining (—.S;) in place of (S;). In general, the left and right
tails of (S;) may behave differently and require different sets of assumptions, so that our
upper and lower confidence sequences may have different forms. Regardless, we can always
combine upper and lower confidence sequences using a union bound to obtain a two-sided
confidence sequence (1.1).

When the (X;) are independent with common mean wu, the resulting confidence sequence
estimates w, but the setup requires neither independence nor a common mean. In general,
the estimand p; may be changing at each time ¢; Section 4.2 gives an application to causal
inference in which this changing estimand is useful. In principle, ©«; may also be random,
although none of our applications involve random ;.

To construct uniform boundaries u,, satisfying inequality (2.1), we build upon the follow-
ing general condition [25], Definition 1.

DEFINITION 1 (Sub-v condition). Let (5;)72,, (V;)72, be real-valued processes adapted
to an underlying filtration (F;)7°, with So=Vp=0 and V; >0 for all . For a function
¥ i [0, Amax) — R and a scalar [y € [1, 00), we say (S;) is lp-sub-yr with variance process
(V1) if, for each A € [0, Amax), there exists a supermartingale (L, (1)), w.r.t. (F;) such that
ELo()) <lpand

(2.2) exp{AS; — ¥y (M) V;} < L;(A) as. forallr.
For given ¥ and [, let Si; be the class of pairs of lp-sub-yr processes (S;, V;):
(2.3) Sf/(,’ :={(S:, Vi) : (S;) is lp-sub-y with variance process (V;)}.

When stating that a process is sub-ir, we typically omit /o from our terminology for sim-
plicity. In scalar cases, we always have /o = 1, while in matrix cases [y = d, the dimension of
the (square) matrices.

Where does Definition 1 come from? The jumping-off point is the martingale method
for concentration inequalities ([4, 24, 51]; [54], Section 2.2), itself based on the classical
Cramér—Chernoff method ([10, 11]; [9], Section 2.2). The martingale method starts off with
an assumption of the form E;_ 1er i B X0 < e‘/’(k)"t2 for all + > 1, A € R. Then, denoting
S =Yt (X; —E;_1X;) and V, := Y!_, 07, the process exp{AS, — ¥ (1) V;} is a super-
martingale for each A € R. Unlike the martingale method assumption, Definition 1 allows
the exponential process to be upper bounded by a supermartingale, and it permits (V;) to be
adapted rather than predictable. We also restrict our attention to A > 0 for one-sided bounds.

Intuitively, the process exp{1LS; — ¥ (1) V;} measures how quickly S; has grown relative to
intrinsic time V;, and the free parameter A determines the relative emphasis placed on the tails
of the distribution of S, that is, on the higher moments. Larger values of A exaggerate larger
movements in S;, and ¥ captures how much we must correspondingly exaggerate V;. ¥ is
related to the heavy-tailedness of S; and the reader may think of it as a cumulant-generating
function (CGEF, the logarithm of the moment-generating function). For example, suppose (X;)
is a sequence of i.i.d., zero-mean random variables with CGF (1) := log Ee**! which is
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finite for all A € [0, Amax)- Then, setting V; := ¢, we see that L;(X) := exp{AS; — ¥ (A) V;} is
itself a martingale, for all A € [0, Anax). Indeed, in all scalar cases, we consider L; (1) is just
equal to exp{AS; — ¥ (1) V;}. See Appendix Tables S3 and S4, drawn from Howard et al. [25],
for a catalog of sufficient conditions for a process to be sub-i using the five y» functions
defined below. We use many of these conditions in what follows.

We organize our uniform boundaries according to the ¥ function used in Definition 1.
First recall the Cramér—Chernoff bound: if (X;) are independent zero-mean with bounded
CGF logEe*Xr < yr(3) for all # > 1 and A € R, then writing S, = >"!_, X;, we have P(S; >
x) < e "V'&/D for any x > 0, where ¥* denotes the Legendre—Fenchel transform of .
Equivalently, writing z,(¢) := l‘l//*_l(l‘_l log a1, we have P(S; > z4(1)) < « for any fixed
t and @ € (0, 1). In other words, the function z, gives a high-probability upper bound at any
fixed time ¢ for any sum of independent random variables with CGF bounded by 1. When we
extend this concept to boundaries holding uniformly over time, there is no longer a unique,
minimized boundary, and the following definition captures the class of valid boundaries.

DEFINITION 2. Given ¥ : [0, Amax) — R and [y > 1, a function u# : R — R is called an
lo-sub-r uniform boundary with crossing probability « if

2.4) sup P(Fr>1:S>u(Vy))<a.
(81.Vp)esy

Although u does depend on the constant [ in Definition 1, for simplicity we typically omit
this dependence from our notation, writing simply that u is a sub-yr uniform boundary.
Five particular i functions play important roles in our development; below, we take 1/0 =

oo in the upper bounds on A:

L 1 gehl_’_hefgk .

o Yp ()= 2h log(gT) on 0 < A < oo, the scaled CGF of a centered random vari-
able (r.v.) supported on two points, —g and 4, for some g, h > 0, for example, a centered
Bernoulli r.v. when g + h = 1.

e Un(A):=21%/20n0 <X < oo, the CGF of a standard Gaussian r.v.

o Yp(A) = c2(e* —ch — 1) on 0 < A < oo for some scale parameter ¢ € R, which is
the CGF of a centered unit-rate Poisson r.v. when ¢ = 1. By taking the limit, we define
Ypo=YN.

o VE (X)) := c2(— log(1 —cA) —cA) on 0 <X < 1/(c Vv 0) for some scale ¢ € R, which is
the CGF of a centered unit-rate exponential r.v. when ¢ = 1. By taking the limit, we define
VEO=YN.

o g (A= AZ/(2(1 —c)))on0 <Xt <1/(cVO0) (taking 1/0 = oo) for some scale param-
eter ¢ € R, which we refer to as the sub-gamma case following Boucheron, Lugosi and
Massart [9]. This is not the CGF of a gamma r.v. but is a convenient upper bound which
also includes the sub-Gaussian case at ¢ = 0 and permits analytically tractable results.

One may freely scale ¥ by any positive constant and divide V; by the same constant so
that Definition 1 remains satisfied; by convention, we scale all ¥ functions above so that
¥”(04+) = 1. When we speak of a sub-gamma process (or uniform boundary) with scale
parameter ¢, we mean a sub-y/¢_. process (or uniform boundary), and likewise for other cases.
We often write ¥ g, ¥ p, etc., dropping the range and scale parameters from our notation. As
we summarize in Figure 2 and detail in Proposition S7, certain general implications hold
among sub-y boundaries. In particular, any sub-Gaussian boundary can also serve as a sub-
Bernoulli boundary; any sub-Poisson boundary serves as a sub-Gaussian or sub-Bernoulli
boundary; and, importantly, any sub-gamma or subexponential boundary can serve as a sub-
Y boundary in any of the other four cases. Indeed, a sub-gamma or subexponential boundary
applies to many cases of practical interest, as detailed below.
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[ Sub-Bernoulli T _L Sub-Poisson T _L Sub-gamma J

ﬂ c<O0 c<0 ﬂ ﬂ

E Sub-Gaussian E Subexponential }

c<0

FI1G. 2. Relations among sub-y boundaries: each arrow indicates that a sub-yr boundary at the source node
can also serve as a sub-\r boundary at the destination node, with appropriate modifications to their parameters.
Details are in Proposition S7.

PROPOSITION 1. Suppose ¥ is twice-differentiable and ¥ (0) = ¥'(04) = 0. Suppose,
for each ¢ > 0, u.(v) is a sub-gamma or subexponential uniform boundary with crossing
probability o for scale c. Then v +— uy, (kav) is a sub-yr uniform boundary for some constants
k1, ko > 0 depending only on .

Proposition 1 restates Howard et al. [25], Proposition 1, which shows that any process
(S;) which is sub-v is also sub-gamma and subexponential, if i satisfies the conditions of
Proposition 1. Note that these conditions are satisfied for any mean-zero random variable if
the CGF exists in a neighborhood of zero, so the conditions are quite weak [36], Theorem 2.3.

EXAMPLE 1 (Confidence sequence for the variance of a Gaussian distribution with un-

known mean). Suppose Xi, X»,... are i.i.d. draws from a N(,u,az) distribution and
we wish to sequentially estimate o2 when W is also unknown. Let §; := o2 Z;ii(X,- —
Xt+1)2 —tforr=1,2,..., where X, := ¢! ZE:] X; is the sample mean. This S; is a cen-

tered and scaled sample variance, and as in Darling and Robbins [12], we use the fact that S;
is a cumulative sum of independent, centered Chi-squared random variables each with one
degree of freedom (see Appendix H for details). Such a centered Chi-squared distribution has
variance two and CGF equal to 2y ».

Thus (S;) is 1-subexponential with variance process V; = 2¢ and scale parameter c = 2. We
may uniformly bound the upper deviations of S; using any subexponential uniform boundary,
for example, the gamma-exponential mixture boundary of Proposition S5. Or, we can use
Proposition S7 to deduce that (S;) is sub-gamma with scale ¢ = 2 (and the same variance
process) and use the closed-form stitched boundary of Theorem 1.

The above constructions yield lower confidence sequences for the variance. To obtain an
upper confidence sequence, we use the fact that (—S;) is 1-subexponential with scale pa-
rameter ¢ = —2. Now Proposition S7 implies that (—S§;) is sub-gamma with scale ¢ = —1,
so the stitched boundary again applies, while Proposition S7 implies that (—S;) is also sub-
Gaussian, so we may alternatively use the normal mixture boundary of Proposition S2. Since
¥G.—1 is uniformly smaller than v, the above analysis yields tighter bounds than the sub-
Gaussian approach of Darling and Robbins [12].

The simplest uniform boundaries are linear with positive intercept and slope. This is for-
malized in Howard et al. [25], partially restated below.

LEMMA 1 ([25], Theorem 1). For any A € [0, Amax) and a € (0, 1),

loglo/a) | Y (M)
=7 T

is a sub-\yr uniform boundary with crossing probability «.

(2.5) u(v) :
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While Lemma 1 provides a versatile building block, the O(V;) growth of u(V;) may be
undesirable. Indeed, from a concentration point of view, the typical deviations of S; tend to be
only O(4/V;), so the bound will rapidly become loose for large ¢. From a confidence sequence
point of view, recall that the confidence radius for the mean is given by u(V;)/¢. Typically,
V, = ©(t) as. as t — 00, so the confidence radius will be asymptotically zero width if and
only if u(v) = o(v). In other words, we cannot achieve arbitrary estimation precision with
arbitrarily large samples unless the uniform boundary is sublinear. We address this problem
in Section 3, building upon Lemma 1 to construct curved sub-i uniform boundaries.

3. Curved uniform boundaries. We present our four methods for computing curved
uniform boundaries in Sections 3.1 to 3.4. In Section 3.5, we discuss how to tune boundaries,
a necessity for good performance in practice, and we describe the unimprovability of sub-
Gaussian mixture bounds in Section 3.6.

3.1. Closed-form boundaries via stitching. Our analytical “stitched” bound is useful in
the sub-Gaussian case or, more generally, the sub-gamma case with scale c. We require three
user-chosen parameters:

e ascalar n > 1 determines the geometric spacing of intrinsic time,

e a scalar m > 0 which gives the intrinsic time at which the uniform boundary starts to be
nontrivial, and

e an increasing function & : R>o — R such that Y22, 1/h(k) < 1, which determines the
shape of the boundary’s growth after time m.

Recalling the scale parameter ¢ for the /¢ function above and the constant /g in Definition 1,
we define the stitching function S, as

Su(v) i= K20 (v) + k3202 (v) + kacl(v),

l

where ki o= (nV/4 4~ VM V2,
ky = (yn+1)/2,

and define the stitched boundary as u(v) = Sy (v vV m). Note Sq (v) < k1+/v€(v) 4 2ck2£(v)
when ¢ > 0, while S, (v) < k;+/v€(v) when ¢ <0, with equality in the sub-Gaussian case
(c = 0). These simpler expressions may sometimes be preferable. For notational simplicity,
we suppress the dependence of Sy on 4, 7, lp and ¢; we will discuss specific choices as
necessary. In our examples, £(v) grows as O(logv) or O(loglogv) as v 1 oo, so the first
term, k1+/V;£(V;), dominates for sufficiently large V;, specifically when V; /£(V;) > 2¢2 R

THEOREM 1 (Stitched boundary). For any ¢>0,x€(0,1),n>1,m>0 and h :
R0 — Rxq increasing such that Y 32 1/h(k) <1, the function v > Sy (v vV m) is a sub-
gamma uniform boundary with crossing probability «. Further, for any sub-1yg process (S;)
with variance process (V;) and any vo > m,

0
(3.2) P(At>1:V,>vgand S; > Sy(V;)) < > L

. - -Vt — t — Ca t = . h(k) .

=|log, (vo/m)]

The first sentence above says that the probability of S; crossing S, (V; VvV m) at least once is
at most «, while the second says that, even if it does happen to cross once or more, the proba-
bility of further crossings decays to zero beyond larger and larger intrinsic times vg. Note that
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Finattoundary

L= Linear uniform
Chernoff bounds

Boundary for S,

Vi

FI1G. 3. lllustration of Theorem 1, stitching together linear boundaries to construct a curved boundary. We
break time into geometrically-spaced epochs r)k <V < nk'H, construct a linear uniform bound using Lemma 1
optimized for each epoch, and take a union bound over all crossing events. The final boundary is a smooth
analytical upper bound to the piecewise linear bound.

(3.2) implies P(sup, V; = oo and S; > S, (V;) infinitely often) = 0. The proof of Theorem 1,
given with discussion in Appendix A.1, follows by taking a union bound over a carefully cho-
sen family of linear boundaries, one for each of a sequence of geometrically-spaced epochs;
see Figure 3. The high-level proof technique is standard, often referred to as “peeling” in the
bandit literature, and closely related to chaining elsewhere in probability theory. Our proof
generalizes beyond the sub-Gaussian case and involves careful parameter choices in order to
achieve tight constants. In brief, within each epoch, there are many possible linear bound-
aries, and we have found that optimizing the linear boundary for the geometric mean of the
epoch endpoints strikes a good balance between tight constants and analytical simplicity in
the final boundary. Appendix G gives a detailed comparison of constants arising from our
bound with similar bounds from the literature.

The boundary shape is determined by choosing the function 4 and setting the nominal
crossing probability in the kth epoch to equal e/ 4 (k). Then Theorem 1 gives a curved bound-
ary which grows at a rate (9(\/ Vilogh(log, V1)) as V; 1 oo. The more slowly h(k) grows as

k 1 0o, the more slowly the resulting boundary will grow as V; 1 oo. A simple choice is expo-
nential growth, h(k) = n“k/(l —n~%) for some s > 1, yielding S, (v) = O(/vlogv). A more
interesting example is 2 (k) = (k 4+ 1)*¢(s) for some s > 1, where ¢ (s) is the Riemann zeta
function. Then, when lop = 1, Theorem 1 yields the polynomial stitched boundary: for ¢ > 0,

Sy (v) = kl\/v (s log log(%) + log aif;g 77>

+ck2<sloglog<ﬂ>+1og f(S) >’
m alog®n

3.3)

where the second term is neglected in the sub-Gaussian case since ¢ = 0. This is a “finite LIL
bound,” so-called because Sy (v) ~ / sk%v loglog v, matching the form of the law of the iter-

ated logarithm [68]. We can bring sk% arbitrarily close to 2 by choosing 1 and s sufficiently
close to one, at the cost of inflating the additive term log(z (s)/(log® n)). Briefly, increasing
n increases the size of each epoch in the aforementioned peeling argument, which reduces
the looseness of the union bound over epochs. But the larger we make the epochs, the fur-
ther each linear boundary deviates from the ideal curved shape at the ends of the epochs,
which inflates our final boundary. The choice of s involves a similar tradeoff: increasing s
causes us to exhaust more of our total error probability budget on earlier epochs, decreasing
the constant term (which matters most for early times), at the cost of a union bound over
smaller error probabilities in later epochs, which shows up as an increase in the leading con-
stant. We discuss parameter tuning in more practical terms in Section 3.5. For example, take
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n=2,s=14,m=1; if §; is a sum of independent, zero-mean, 1-sub-Gaussian observa-
tions, we obtain

5.2
(3.4) IP’(EIt >1:8 > 1.7\/t (loglog(Zt) + 0.7210g<—)>> <a.
o

Figure S2 in Appendix G compares a sub-Gaussian stitched boundary to a numerically-
computed discrete mixture bound with a mixture distribution roughly corresponding to
h(k) < (k + 1)'*, as described in Appendix A.6. This discrete mixture boundary acts as
a lower bound (see Section 3.6) and shows that not too much is lost by the approximations
involved in the stitching construction. Figure S3 compare the same stitched boundary to re-
lated bounds from the literature; our bound shows slightly improved constants over the best
known bounds.

Although our stitching construction begins with a sub-gamma assumption, it applies to
other sub-v cases, including sub-Bernoulli, sub-Poisson and subexponential cases; see Fig-
ure 2 and Proposition 1. Further, our stitched bounds apply equally well in continuous-time
settings to Brownian motion, continuous martingales, martingales with bounded jumps and
martingales whose jumps satisfy a Bernstein condition; see Corollary S2.

While our focus is on nonasymptotic results, Theorem 1 makes it easy to obtain the fol-
lowing general upper asymptotic LIL, proved in Appendix A.2.

COROLLARY 1. Suppose (S;) is sub-y with variance process (V;) and (1) ~ 1% /2 as
A} 0. Then

St
3.5 limsuyp—— <1 sup V; = o0t.
) t—)oop V2V loglogV, — on{ ,p ! }

3.2. Conjugate mixture boundaries. For appropriate choice of mixing distribution F', the
integral [ exp{AS; — ¥ (A)V;}dF (1) will be analytically tractable. Since, under Definition 1,
this mixture process is upper bounded by a mixture supermartingale [ L,(A)dF (1), such
mixtures yield closed form or efficiently computable curved boundaries, which we call con-
jugate mixture boundaries. This approach is known as the method of mixtures, one of the
most widely-studied techniques for constructing uniform bounds [14, 38, 41, 55, 57, 58, 72,
73]. Unlike the stitched bound of Theorem 1, which involves a small amount of looseness
in the analytical approximations, mixture boundaries involve no such approximations and, in
the sub-Gaussian case, are unimprovable in the sense described in Section 3.6. We restate the
following standard idea behind the method of mixtures using our definitions, with a proof in
Appendix A.3. The proof details a technical condition on product measurability which we
require of L;.

LEMMA 2. For any probability distribution F on [0, Amax) and a € (0, 1),

I
(3.6) My () = sup{s eR: /exp{ks — Y A)v}dF () < EO}

=:m(s,v)

is a sub-\r uniform boundary with crossing probability o, so long as the supermartingale (L;)
of Definition 1 is product measurable when the underlying probability space is augmented
with the independent random variable ).

For each of our conjugate mixture bounds, we compute m (s, v) in closed form. The bound-
ary u(v) can then be computed by numerically solving the equation m(s, v) = lp/« in s, as
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we show in Appendix D. When an identical sub-y condition applies to (—S;) as well as
(S;), we may apply a uniform boundary to both tails and take a union bound, obtaining a
two-sided confidence sequence. However, mixing over A € R rather than A € R yields a
two-sided bound directly, so in some cases we present two-sided variants along with their
one-sided counterparts. We give details for the following conjugate mixture boundaries in
Appendix A.3:

one-, two-sided normal mixture boundaries (sub-Gaussian case);

one-, two-sided beta-binomial mixture boundaries (sub-Bernoulli case);
one-sided gamma-Poisson mixture boundary (sub-Poisson case); and
one-sided gamma-exponential mixture boundary (subexponential case).

The two-sided normal mixture boundary has a closed-form expression:

12
(3.7) u(v) = \/(v-i-/))log(o(:[#—;m).

The one-sided normal mixture boundary has a similar, closed-form upper bound, making
these especially convenient. It is clear from (3.7) that the normal mixture boundary grows as
O(J/vlogv) asymptotically, and this rate is shared by all of our conjugate mixture bound-
aries. Indeed, Proposition 2 below, proved in Appendix A.4, shows that such a rate holds for
any mixture boundary as given by (3.6) whenever the mixing distribution is continuous with
positive density at and around the origin, a property which holds for all mixture distributions
used in our conjugate mixture boundaries, subject to regularity conditions on ¥ which hold
for the CGF of any nontrivial, mean-zero r.v. and specifically for the five ¥ functions in
Section 2.

PROPOSITION 2.  Assume (i) ¥ is nondecreasing, ¥ (0) = ¢'(04) =0, ¥"(04) = ¢ > 0,
and ¥ has three continuous derivatives on a neighborhood including the origin; and (ii) F
has density f (w.r.t. Lebesgue) which is continuous and positive on a neighborhood including
the origin. Then

2
(3.8) Mg (v) = J v[clog(#%) + 0(1)} as v = 0.

Note that f need not place mass on all of [0, Ajax), only near the origin, for the asymptotic
rate to hold. Proposition 2 shows how the asymptotic behavior of any such mixture bound
depends only on the behavior of ¥ and f near the origin, a result reminiscent of the central
limit theorem. Analogous, related results for the sub-Gaussian special case using ¥ (1) =
22 /2 can be found in Robbins and Siegmund [58], Section 4, and Lai [42], Theorem 2, in
some cases under weaker assumptions on F.

In contrast to previous derivations of conjugate mixture boundaries in the literature, all of
our conjugate mixture boundaries include a common tuning parameter p > 0 which controls
the sample size for which the boundary is optimized. Such tuning is critical in practice, as we
explain in Section 3.5, but has been ignored in much prior work. Additionally, with the ex-
ception of the sub-Gaussian case, most prior work on the method of mixtures has focused on
parametric settings. We instead emphasize the applicability of these bounds to nonparametric
settings. For example, when the observations are bounded, one may construct a confidence
sequence making use of empirical-Bernstein estimates (Theorem 4) based on our gamma-
exponential mixture (Proposition S5). See Appendix J for other conditions in which mixture
bounds yield nonparametric uniform boundaries.
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3.3. Numerical bounds using discrete mixtures. In applications, one may not need an ex-
plicit closed-form expression so long as the bound can be easily computed numerically. Our
discrete mixture method is an efficient technique for numerical computation of curved bound-
aries for processes satisfying Definition 1. It permits arbitrary mixture densities, thus produc-
ing boundaries growing at the rate O(y/vloglogv). Recall that the shape of the stitched
bound was determined by the user-specified function /4. For the discrete mixture bound, one
instead specifies a probability density f over finite support (0, A] for some A € (0, Amax)-
We first discretize f using a series of support points Az, geometrically spaced according to
successive powers of some 7 > 1, and an associated set of weights wy:

NS X UL VWA YN

= Wy :
k172 kT

(3.9) M

fork=0,1,2,....

THEOREM 2 (Discrete mixture tlound). Fix ¥ : [0, Amax) = R, a € (0, 1), A € (0, Amax),
and a probability density f on (0, \] that is nonincreasing and positive. For supports Ay and
weights wy defined in (3.9),

o0
l
(3.10) DM, (v) :=supls € R: Y wyexp{ius — ¥ (v} < — |,
o
k=0

is a sub-yr uniform boundary with crossing probability «.

We suppress the dependence of DM, on f, [y, A and 1 for notational simplicity. Though
Theorem 2 is a straightforward consequence of the method of mixtures, our choice of dis-
cretization (3.9) makes it effective, broadly applicable and easy to implement. See Ap-
pendix A.5 for the proof of this result. Figure S2 includes an example bound, demonstrating
a slight advantage over stitching. Appendix A.6 describes a connection between the stitching
and discrete mixture methods, including a correspondence between the alpha-spending func-
tion £ and the mixture density f. Finally, we note that the method can be applied even when
f is not monotone; one must simply choose the discretization (3.9) more carefully, using
known properties of f.

3.4. Inverted stitching for arbitrary boundaries. In the method of mixtures, we choose a
mixing distribution F' and the machinery yields a boundary M, . Likewise, in the stitching
construction of Theorem 1, we choose an error decay function 4 and obtain a boundary &, .
Here, we invert the procedure: we choose a boundary function g(v) and numerically compute
an upper bound on its S;-upcrossing probability using a stitching-like construction.

THEOREM 3. For any nonnegative, strictly concave function g : R — R and vpax > 1,
the function

1 A% ) =< 9
(3.11) u(v) = {g( V). V= Vmax
00, otherwise
is a sub-Gaussian uniform boundary with crossing probability at most
[og, Vmax k+1 k k k+1
2 _ _
(3.12) hinf 3 exp{_ (em* ™) g(z ))(ng(;v ) =8 ™) }
>l = nt(n—1)

The proof is in Appendix A.7. For simplicity, we restrict to the sub-Gaussian case; exam-
ination of the proof will show that the method applies in other sub-i cases as well, since
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we simply apply Lemma 1 to appropriately chosen lines, but more involved numerical cal-
culations will be necessary, as the closed form (3.12) no longer applies. A similar idea was
considered by Darling and Robbins [14], using a mixture integral approximation instead of
an epoch-based construction to derive closed-form bounds. Theorem 3 requires numerical
summation but yields tighter bounds with fewer assumptions. As an example, Theorem 3
with n = 2.99 shows that

(3.13)  P@Er:1<V,<10%and S, > 1.7\/vt (loglog(eV;) + 3.46)) < 0.025.
This boundary is illustrated in Figure S2.

3.5. Tuning boundaries in practice. All uniform boundaries involve a tradeoff of tight-
ness at different intrinsic times: making a bound tighter for some range of times requires
making it looser at other times. Roughly speaking, the choice of a uniform boundary involves
choosing both what time the bound should be optimized for (e.g., should the bound be tightest
around 100 observations or around 100,000 observations?) as well as how quickly the bound
degrades as we move away from the optimized-for time (e.g., if we optimize for 100 samples,
will the bound be twice as wide when we reach 1000 samples, or will it stay within a factor
of two until we reach 1,000,000 samples?). A boundary which decays more slowly will nec-
essarily not be as tight around the optimized-for time. In brief, linear boundaries decay the
most quickly, conjugate mixture boundaries decay substantially more slowly, and polynomial
stitched boundaries decay even more slowly; we feel that mixture boundaries strike a good
balance in practice.

Here, we explain how to optimize uniform boundaries for a particular time and discuss the
above tradeoff in more detail. Let W_1(x) be the lower branch of the Lambert W function,
the most negative real-valued solution in z to ze* = x. Consider the unitless process S;/+/V;,
and the corresponding uniform boundary v — u(v)//v. Since all of our uniform boundaries
u(v) have positive intercept at v = 0, and all grow at least at the rate /v loglogv as v — oo,
the normalized boundary u(v)//v diverges as v — 0 and v — co. For the two-sided normal
mixture (3.7), there is a unique time m at which u(v)/4/v is minimized; m is proportional to
tuning parameter p as follows:

PROPOSITION 3. Let u(v) be the two-sided normal mixture boundary (3.7) with param-
eter p > 0.

(a) For fixed p > 0, the function v — u(v)//v is uniquely minimized at v = m with m
given by

m a?
(3.14) —=—W_1<——2)—1.
0 ely

(b) For fixed m > 0, the choice of p which minimizes the boundary value u(m) is also
determined by (3.14).

The above result is proved in Appendix C.1; it is a matter of elementary calculus, but
addresses a question that has received little attention in the literature. Figure 4 includes the
normalized versions of two normal mixture boundaries optimized for different times, m =
300 and m = 5000. Optimizing for the range of values of V; most relevant in a particular
application will yield the tightest confidence sequences. However, as the Figure shows, one
need not have a very precise range of times, so long as one uses a conservatively low value
for m, because u(v)/+/v grows slowly after time m. Indeed, for the normal mixture boundary
with @ = 0.05 and [y = 1, we have u(m)//m ~ 3.0 and u(100m)/~/100m ~ 3.6, so that the
penalty for being off by two orders of magnitude is modest.
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Polynomial stitching, ¢ = 1, m = 100
Polynomial stitching, ¢ = 0, m = 100

|_— Discrete mixture LIL, m = 50

u(v)/ﬁ

Gamma mixture, ¢ =1, m = 300
Normal mixture, m = 300
Gamma mixture, ¢ = 1, m = 5,000

Normal mixture, m = 5,000

10! 10? 10° 10?

)

FIG. 4. Comparison of normalized uniform boundaries u(v)/\/v optimized for different intrinsic times. Nor-
mal mixture uses Appendix Proposition S2, while gamma mixture uses Appendix Proposition S5. Polynomial
stitched boundary is given in (3.3), with n = 2 and s = 1.4. Discrete mixture applies Theorem 2 to the density
F() =0.4-19<5<038/[1log!*(0.38¢/1)] with n = 1.1, and Amax = 0.38; see Appendix A.6 for motivation. All
boundaries use o = 0.025.

The one-sided normal mixture boundary of Appendix Proposition S2 with crossing proba-
bility « is nearly identical to the two-sided normal mixture boundary with crossing probabil-
ity 2a, so one may choose p as in Proposition 3 with o doubled. For the gamma-exponential
mixture and other non-sub-Gaussian uniform boundaries, Proposition 3 provides a good
approximation in practice. Figure 4 includes gamma-exponential mixture boundaries with
the same p values as each corresponding normal mixture boundary. Though the normalized
gamma-exponential mixture boundary with m = 300 clearly reaches its minimum at v > m,
this choice of p seems reasonable. Discrete mixtures can be similarly tuned by adjusting the
precision of the mixing distribution, but require additional considerations (Appendix E).

Comparing the sub-Gaussian stitched boundary, discrete mixture boundary and normal
mixture boundary optimized for m = 300 in Figure 4 illustrates another important point for
practice: although the normal mixture bound grows more quickly than the others as v — oo,
it remains smaller over about three orders of magnitude. This makes it preferable for many
real-world applications, as the longest feasible duration of an experiment is rarely more than
two orders of magnitude larger than the earliest possible stopping time. For example, many
online experiments run for at least one week to account for weekly seasonality effects, and
very few such experiments last longer than 100 weeks. As both the normal mixture and the
discrete mixture are unimprovable in general (Section 3.6), the difference is attributable to
the choice of mixture, or alternatively, to the fact that the normal mixture trades tightness
around the optimized-for time in exchange for looseness at much later times. The lesson is
that the O(vloglogwv) rate, while asymptotically optimal in certain settings and useful for
theory and some applications, may not be preferable in all real-world scenarios.

3.6. Unimprovability of uniform boundaries. Definition 2 of a sub-y boundary u in-
volves only an upper bound on the u-crossing probability of any sub-y process (S;). One
may reasonably ask for corresponding lower bounds on the u-crossing probability to quan-
tify how tight this boundary is. In the ideal case, we might desire a boundary u such that the
true u-crossing probability of some process (5;) is equal to the upper bound. In nonparamet-
ric settings, we cannot achieve this goal for every sub-1 process. However, we might still ask
that there exists some sub-i process for which the true u-crossing probability is arbitrarily
close to the upper bound, so that the latter is unimprovable in general. That is, we might ask
that the inequality on the supremum in Definition 2 holds with equality.

The fact we wish to point out, known in various forms, is that in the scalar, sub-Gaussian
case, exact mixture bounds are unimprovable in the above sense. It is in this sense that the
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discrete mixture bound in Figure S2 provides a lower bound, showing that the sub-Gaussian
polynomial stitched bound cannot be improved by much. The following result shows that, for
any exact, sub-Gaussian mixture boundary My, as defined in Lemma 2 for = ¢y, there
exists a sub-Gaussian process whose true M, -crossing probability is arbitrarily close to «.
The result is similar to Theorem 2 of Robbins and Siegmund [58], which gives a more general
invariance principle, but requires conditions on the boundary that appear difficult to verify for
arbitrary mixture boundaries M, . Recall that S}/,N is the class of pairs of processes (S;, V;)
such that (S;) is 1-sub-Gaussian with variance process (V;).

PROPOSITION 4. For any exact, 1-sub-Gaussian mixture boundary M,

(3.15) sup  P(Er>1:8 > My(V)) =q.
(Sr.Voesy,,

We prove Proposition 4 in Appendix C.2. In general, for each « there is an infinite variety
of boundaries that are unimprovable in the above sense, differing in when they are loose and
tight. These different boundaries will yield confidence sequences which are loose or tight at
different sample sizes, or, equivalently, are efficient for detecting different effect sizes. Such
a boundary cannot be tightened everywhere without increasing the crossing probability.

4. Applications. After presenting an empirical-Bernstein confidence sequence for
bounded observations, we apply our techniques to causal effect estimation and matrix mar-
tingales. We also consider estimation for a general, one-parameter exponential family.

4.1. An empirical-Bernstein confidence sequence. The following novel result is proved
in Appendix A.8 using a self-normalization argument, which leads to its attractive simplicity.
Recall the estimand g, := ¢! i _E;_1X;, the average conditional expectation.

THEOREM 4. Suppose X; € |a, b] a.s. forall t. Let ()’(\,) be any [a, b]-valued predictable
sequence, and let u be any subexponential uniform boundary with crossing probability o for
scale c =b — a. Then

u(YX_ (X — Xn)?)
t

4.1) P(Vt21:|)_(,—u,|< )31—2a.

This is an empirical-Bernstein bound because it uses the sum of observed squared devia-
tions to estimate the true variance, much like a classical ¢-test. Hence the confidence radius
scales with the true standard deviation for sufficiently large samples, regardless of the support
diameter b — a, and with no prior knowledge of the true variance. Note also that this bound
does not require that observations share a common mean.

The confidence statement (4.1) holds for any sequence of predictions ()’(\ i), but predictions
closer to the conditional expectations, X i ~ [E;_1X;, will yield smaller confidence intervals
on average. A simple choice is the mean, X, =@—1"" Zj\;% X;, which will be effective
when the samples are i.i.d., for example. But the predictions (X;) can also make use of trends,
seasonality, stratification or regression (in the presence of covariates), machine learning al-
gorithms or any other information that may aid with prediction.

For an explicit example, assume X; € [0, 1] and define the empirical variance as ‘7} =

§:1(Xi — X2 Invoking Theorem 4 with the boundary (3.3) usingc=1,n=2,m =1,
and h(k) o< k'*, we have the following 95% confidence sequence for 1

1.7\/(\7, v 1)(loglog(2(V; Vv 1)) + 3.8) + 3.4loglog(2(V; v 1)) + 13

42) X+ .
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When a closed form is not required, the gamma-exponential mixture (supplement Proposi-
tion S5, see [26]) may yield tighter bounds than stitching; simulations in Section 5 demon-
strate the use of Theorem 4 with this mixture.

4.2. Estimating ATE in the Neyman—Rubin model. ~As one illustration of Theorem 4, we
consider the sequential estimation of average treatment effect under the Neyman—Rubin po-
tential outcomes model [27, 61, 67]. We imagine a sequence of experimental units, each with
real-valued potential outcomes under control and treatment denoted by {Y;(0), Y;(1)},en, re-
spectively. These potential outcomes are fixed, but we observe only one outcome for each
unit in the experiment. We assign a randomized treatment to each unit, denoted by the {0, 1}-
valued random variable Z; € F;, observing Yt"bs := Y;(Z;). Here, treatment is assigned by
flipping a coin for each subject, with a bias possibly depending on previous observations.
This treatment assignment is the only source of randomness. Specifically, let P; := E;_1Z;
and suppose 0 < P, < 1 a.s. for all ¢; then we permit P, to vary between individuals and to
depend on past outcomes. This accommodates Efron’s biased coin design [19] and related
covariate balancing methods.

At each step ¢, having treated and observed units 1, ..., ¢, we wish to draw inference about
the estimand ATE, := ¢! Zl’.: 11Y: (1) — Y;(0)]. In particular, we seek a confidence sequence
for (ATE;){2 . To construct our estimator, we may utilize any predictions ﬁ(O) and Y, (1) for
each unit’s potential outcomes; these random variables must be F;_-measurable, for each .
We then employ the inverse probability weighting estimator

v v Z — P obs v
(43) Xi =T = F0) + (s ) (0 = T2,
which is (conditionally) unbiased for the individual treatment effect Y;(1) — Y;(0). As with
Theorem 4, better predictions will lead to shorter confidence intervals, but the coverage guar-
antee holds for any choice of predictions, and a reasonable choice would be the average
of past observed outcomes. See Aronow and Middleton [2] for a similar strategy for fixed-
sample estimation.

We assume bounded potential outcomes; for simplicity, we assume Y; (k) € [0, 1] for all
t>1, k=0,1, and we assume predictions are likewise bounded. We further assume that
treatment probabilities are uniformly bounded away from zero and one. Then an empirical-
Bernstein confidence sequence for ATE; follows from Theorem 4, where we use X = 17, (1) —
Y;(0) so that

) ! = ) d Zi — P 2 obs T 2
(4.4) V= Z(Xi - Xi) ZZ(m) (Y™ = Yi(Z)".

i=1 i=1

COROLLARY 2. Suppose P; € [ pmin, | — Pmin] a.s., Y (k) € [0, 1] and }”;(k) e [0, 1] for
allt > 1, k=0,1. Let u be any subexponential uniform boundary with scale 2/ pmin and
crossing probability o.. Then

u(Vy)

4.5) P(Vtzl:|)_(t—ATEt| < )zl—Za.

For u, one may choose the gamma-exponential mixture boundary (supplement Proposi-
tion S5) or the stitched boundary (3.3) with ¢ = ﬁ Figure 5 illustrates our strategy on
simulated data. Over the range ¢t = 100 to ¢ = 100,000 displayed, our bound is about twice
as wide as the fixed-sample CLT bound, with the ratio growing at a slow O(y/log?) rate

thereafter. Of course, the fixed-sample CLT bound provides no uniform coverage guarantee.
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FI1G. 5. Upper half of 95% empirical-Bernstein confidence sequence for ATE; under Bernoulli randomization
based on one simulated sequence of i.i.d. observations, Py = 0.5, Y;(0) ~ Ber(0.5), Y; (1) = &; Vv Y;(0) where
& ~ Ber(0.2). Grey line shows estimand ATE;. Dotted line shows fixed-sample confidence bounds based on
difference-in-means estimator and normal approximation; these bounds fail to cover the true ATE; at many times.
Our bound uses Y, (k) = Zf;{ Yl.obs lz,=k/ Zf;i 17—k, @ = 0.05 and a gamma-exponential mixture bound with
p = 12.6, chosen to optimize for intrinsic time V; = 100.

4.3. Matrix iterated logarithm bounds. Our second application is the construction of iter-
ated logarithm bounds for random matrix sums and their use in sequential covariance matrix
estimation. The curved uniform bounds given in Section 3 may be applied to matrix mar-
tingales by taking (S;) to be the maximum eigenvalue process of the martingale and (V;)
the maximum eigenvalue of the corresponding matrix variance process. Howard et al. [25],
Section 2, give sufficient conditions for Definition 1 to hold in this matrix case. Then The-
orem 1 yields a novel matrix finite LIL; here, we give an example for bounded increments.
We denote the space of symmetric, real-valued, d x d matrices by S4; ¥Ymax (-) denotes the
maximum eigenvalue; ¢, ;(v) = sloglog(nv/m) + log adlggs),,; and k1 (n), k2(n) are defined
in (3.1).

COROLLARY 3. Suppose (Y; ,);’i] is a S¥-valued matrix martingale such that Ymax (Y —

Yi_1)<ba.s.forallt. Let V; .= ymax(Zle E, 1Y — Yt_l)z) and St := Ymax(Yz). Then for
anyn>1,s>1,m>0,a € (0,1), we have

bka(n)

(4.6) P(ar = 182 k) v m s (Vevm) + 258,V vm) ) <a

The result follows using the polynomial stitched boundary after invoking Fact 1(c) and
Lemma 2 of Howard et al. [25] (cf. [69]), which show that (S;) is sub-gamma with variance
process (V;), scale c = b/3, and [y = d. Beyond bounded increments, the same bound holds
for any sub-gamma process. As evidenced by Proposition 1, this is a very general condition.

Taking n and s arbitrarily close to one and using the final result of Theorem 1, we obtain
the following asymptotic matrix upper LIL, proved in Appendix A.9. Here, we denote the
martingale increments by AY; :=Y; — Y;_1.

COROLLARY 4. Let (Y;);2, be a S?-valued, square-integrable martingale, and define
Vi = Ymax(Ci_ Eim1AY2). Then

Y,
“4.7) lim sup M <1 a.s.on {sup Vi = oo}

t—oo «/2Viloglog V; t
whenever either (1) the increments (AY;) are i.i.d., or (2) the increments (AY;) satisfy a
Bernstein condition on higher moments: for some ¢ > 0, forallt and all k > 2,E;_1(A Y,)k <
(k!/2)ch 2R, _ | AY?.
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FIG. 6. The matrix confidence sequence of Corollary 5 based on one simulated sequence. Observations are
drawn i.i.d. taking values (/2 VT, +(1/4/2 — l/ﬁ)T each with probability 1/4, with covariance matrix

Y= %(g g), which is represented by the ellipse Ielx=1. Confidence ball with level a = 0.05 is represented

by shaded area between ellipses corresponding to elements of the confidence ball with minimal and maximal trace.
Confidence sequence from Corollary 5 uses b =4 and a discrete mixture boundary with v = Vg using ¢ =2b/3,
mixture density flLiL from (A.51) with s = 1.4 matching (3.4), n = 1.1 and X = 0.262 chosen as described in

Appendix E.

The Bernstein condition holds if the increments are uniformly bounded, ymax(AY:) <
¢ for some ¢ > 0. Also, in the ii.d. case, P(V; — oo) = 1 and then (4.7) states that
limsup,_, o, ymaX(Yt)/\/ZymaX(EAle)t loglogt <1, a.s.on {sup, V; = cc}. Whend = 1, this
recovers the classical upper LIL, showing that Corollary 4 cannot be improved uniformly, but
we are not aware of an appropriate lower bound for the general matrix case.

We now consider the nonasymptotic sequential estimation of a covariance matrix based
on bounded vector observations [22, 39, 62, 70, 71]. In particular, we observe a sequence
of independent, mean zero, R4-valued random vectors Xx; with common covariance matrix
Y= Ex,xtT . We wish to estimate X using an operator-norm confidence ball centered at
the empirical covariance matrix S =11 i x,-xiT. For fixed-sample estimation, when
lxill2 < Vb as. foralli € [t], the analysis of Tropp [70], Section 1.6.3, implies

~ 2b|| 2 |op log(2d 4blog(2d
(4.8) P(llzf—xllopz\/ | ”"ptog( /) Og;t /a))ia.

We use a sub-Poisson uniform boundary to obtain a uniform analogue.

COROLLARY 5. Let (x;);2, be a sequence of R?-valued, independent random vectors

with Ex, =0, ||x; |2 < v/b a.s. and Ex;x,T = X forall t. If u is a sub-Poisson uniform bound-
ary with crossing probability o and scale 2b, then

- 1
4.9) P(Qt > 112 — Zllop = ;u(btllEllop)) =oa.

For example, using the polynomial stitched bound with scale ¢ = 2b/3 and m =
b||XZ|lop, Corollary 5 gives a (1 — a)-confidence sequence for X with operator norm radius

O(,/t~'loglogt). This bound has the closed form

_ DIIZllopl(t)  Abkal(t
4.10) P(Erzlznz,—znopzkl,/ | ”t"p()+ ,;()>§a,

where £() = s loglog(nt) + log -4 “{7, and ky, ky are defined in (3.1).

alog’

In other words, with high probability, we have for all # > 1 that

R blog(dlogt blog(dlogt
@.11) 15— Sllop < Og(t ogh) | Og(t °gh)
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F1G. 7.  Summary of 1000 simulations, each with 100,000 i.i.d. observations from the indicated distribution. Top
panels show the proportion of replications in which the 95%-confidence sequence has excluded the true mean
by time t. Bottom panels show the mean confidence interval width. The “three point” distribution takes values
—1.408 and 1 with probability 0.495 each, and takes value 20 with probability 0.01. “Hoeffding” uses a nor-
mal mixture boundary (3.7), while “Beta-Binomial” uses the beta-binomial mixture (Proposition S3). “Pointwise
Bernoulli” uses a nonasymptotic bound based on the Bernoulli KL-divergence, which is valid pointwise but not
uniformly. “Empirical Bernstein” uses the strategy given in Theorem 4 with a gamma-exponential mixture bound-
ary, Proposition S5. “Naive SN” uses a normal mixture boundary with an empirical variance estimate, which
does not guarantee coverage. In all cases, p is chosen to optimize for a sample size of t = 500.

Compared to the fixed-sample result (4.8), we obtain uniform control by adding a factor
of loglogt. We are not aware of other results like these for sequential covariance matrix
estimation. Figure 6 illustrates the confidence sequence of Corollary 5 on simulated data
using a discrete mixture boundary with the mixture density £ defined in (A.51).

4.4. One-parameter exponential families. Suppose (X;) are i.i.d. from an exponential
family in mean parametrization, with sufficient statistic 7 (X) having mean in some set €2.
For each u € 2, we write the density as f,(x) =h(x)exp{0(n)T (x) — A6 ()} where
A'(O(p)) = . Let ¢, be the cumulant-generating function of 7' (X ) — u when ET (X ) = p,
that is, ¥, (A) := A(A +0(un)) — A(@ () — A, with ¥, () := oo if the RHS does not ex-
ist. Writing S; () := ?:1 T(X;) — tu, the process exp{AS; (i) — 1, (1)} is the likelihood
ratio testing Hyp : 6 = 0(u) against Hy : 6 = 0(u) + A, and if we use a method-of-mixtures
uniform boundary, the resulting confidence sequence will be dual to a family of mixture se-
quential probability ratio tests, as discussed in Section 6. To obtain a two-sided confidence
sequence, we use the “reversed” CGF &M (A) = ¥, (—2). We summarize these observations
as follows; see Lai [41], Theorem 1, for a related result.

COROLLARY 6. Suppose, for each . € 2, uy is a sub-vr,, uniform bound with crossing
probability ay, and i, is a sub-, uniform bound with crossing probability oy . Defining

(4.12) CL:={pneQ:—iut) <S(n) <u,@)},

we have PVt > 1. ET(X1) eCl) > 1 — o] — as.
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5. Simulations. In' Figure 7, we illustrate the error control of some of our confidence
sequences for estimating the mean of an i.i.d. sequence of observations (X;) with bounded
support [a, b]. We compare four strategies:

1. The Hoeffding strategy exploits the fact that bounded observations are sub-Gaussian
([24]; cf. [25], Lemma 3(c)). We use a two-sided normal mixture boundary (3.7) with variance
process V; = (b — a)’t /4.

2. The beta-binomial strategy uses the stronger condition that bounded observations are
sub-Bernoulli ([24]; cf. [25], Fact 1(b)), accounting for the true mean as well as the bounded-
ness, but possibly failing to take account of the true variance. For hypothesized true mean
W, this strategy uses the beta-binomial mixture boundary given in Proposition S3, with
parameters g(u) = u — a and h(n) = b — p, and variance process V;(u) = g(u)h(wn)t.
The confidence set for the mean is {u € [a,b] : — fou),ngo (Vi) < Z?:l Xi —tu <
Jhw,go (Vi (mu))}. This is more efficiently computed using the mixture supermartingale
m(S;. Vi) of (A.23), as {u € [a, b :m(X_y X; — 10, Vo(w)) < 1/a).

3. The pointwise Bernoulli strategy uses the same sub-Bernoulli condition as the beta-
binomial strategy, but relies on a fixed-sample Cramér—Chernoff bound which is valid point-
wise but not uniformly over time. Specifically, we reject mean p if Viy5(S;/V;) > loga™!,
where S; is the sum of centered observations as usual, V; = (u — a)(b — w)t, and we set
g=n—a,h=>b—pin yp, with ¥ % its Legendre—Fenchel transform.

4. The empirical-Bernstein strategy uses an empirical estimate of variance, thus achieving
a confidence width scaling with the true variance in all three cases. Here, we use Theorem 4
with a gamma-exponential mixture boundary (supplement Proposition S5). For predictions,
we use the mean of past observations: X e Zf _i

5. The naive self-normalized (“Naive SN”) strategy plugs the empirical variance estimate,
the sum of squared prediction errors from Theorem 4, into the two-sided normal mixture
(3.7). It ignores the facts that the observations are not sub-Gaussian with respect to their true
variance and that the variance is estimated. This strategy is similar to that of Johari et al. [34]
and does not guarantee coverage. Though it will sometimes control false positives, coverage
rates can easily be inflated for asymmetric, heavy-tailed distributions, as we illustrate.

We present three cases of bounded distributions. The first case is the easiest, with Ber(0.5)
observations. Here, the sub-Gaussian variance parameter based on the boundedness of the
observations is equal to the true variance, so the Hoeffding strategy performs well. The
empirical-Bernstein strategy is only a little wider, and all four successfully control false
positives. The story changes with the more difficult Ber(0.01) distribution, however. The
Hoeffding boundary is far too wide, since it fails to make use of information about the true
variance. The beta-binomial bound uses information about variance provided by the first mo-
ment to achieve the correct scaling. The naive self-normalized strategy, on the other hand,
yields confidence intervals that are too small and fail to control false positive rate. The em-
pirical Bernstein strategy, though only slightly wider than the naive bound for large sample
sizes, gives just enough extra width to control the false positive rate and is nearly as narrow as
the beta-binomial bound. The final, three-point distribution takes values —1.408 and 1 with
probability 0.495 each, and takes value 20 with probability 0.01. Here, the beta-binomial
strategy yields confidence intervals that are too wide. In this most difficult case, only the
empirical Bernstein strategy yields tight intervals while controlling false positive rates.

IThe repository https://github.com/gostevehoward/cspaper contains code to reproduce all simulations and plots
in this paper. Uniform boundaries themselves are implemented in R and Python packages at https://github.com/
gostevehoward/confseq.


https://github.com/gostevehoward/cspaper
https://github.com/gostevehoward/confseq
https://github.com/gostevehoward/confseq
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6. Implications for sequential hypothesis testing. We have organized our presentation
around confidence sequences and closely related uniform concentration bounds due to our
belief that they offer a useful “user interface” for sequential inference. However, our methods
also yield always-valid p-values [35] for sequential tests. Indeed, a slew of related definitions
from the literature are equivalent or “dual” to one another. Here, we briefly discuss these
connections. The following result, proved in Appendix C.4, gives equivalent formulations of
common definitions in sequential testing.

LEMMA 3. Let (A;){2, be an adapted sequence of events in some filtered probability
space and let Ao :=limsup,_, ., A;. The following are equivalent:

(@ P(UZ A) <a.
(b) P(Ar) <« for all random (not necessarily stopping) times T .
(c) P(A;) <« for all stopping times T, possibly infinite.

Our definition of confidence sequences (1.1), based on Darling and Robbins [12] and Lai
[43], differs from that Johari, Pekelis and Walsh [35], who require that P(8; € CI;) > 1 — «
for all stopping times t. They allow 7 = co by defining Cly, := liminf;_, o, Cl;. By taking
A; :=1{6; ¢ CI;} in Lemma 3, we see that the distinction is immaterial, and furthermore, that
we could equivalently define confidence sequences in terms of arbitrary random times, not
necessarily stopping times. This generalizes Proposition 1 of Zhao et al. [77].

Always-valid p-values and tests of power one. As an alternative to confidence sequences,
Johari, Pekelis and Walsh [35] define an always-valid p-value process for some null hy-
pothesis Hp as an adapted, [0, 1]-valued sequence (p;)72, satisfying Po(p; < ) < o for all
stopping times 7, where Py denotes probability under the null Hy. Taking A; := {p; <} in
Lemma 3 shows that we may replace this definition with an equivalent one over all random
times, not necessarily stopping times, or with the uniform condition Po(It e N: p; <) < .
By analogy to the usual dual construction between fixed-sample p-values and confidence in-
tervals, one can see that confidence sequences are dual to always-valid p-values, and both
are dual to sequential tests, as defined by a stopping time and a binary random variable in-
dicating rejection [35], Proposition 5. In particular, for the null Hy : 8 = 6*, if (CL;) is a
(1 — a)-confidence sequence for 6, it is clear that a test which stops and rejects the null as
soon as 0* ¢ CI; controls type I error: Py(reject Hy) = Po(3r € N: 6* ¢ CI;) < «. Typically,
then a confidence sequence based on any of the curved uniform bounds in this paper, with
radius u(v) = o(v), will yield a test of power one [13, 55]. In particular, for a confidence

sequence with limits X, + u( V}), it is sufficient that X, 2% 6 and lim SUp; _, o Vi/t <00 as.,
conditions that usually hold. These conditions imply that the radius of the confidence se-
quence, u(V;)/t, approaches zero, while the center X, is eventually bounded away from 6*
whenever 6 # 6*, so that the confidence sequence eventually excludes 6* with probability
one.

In the one-parameter exponential family case considered in Section 4.4, as noted above, the
exponential process exp{AS; (u) — 1, (¢)} is exactly the likelihood ratio for testing Hy : 0 =
6 () against Hy : 0 = 6 (u) + A. From the definitions (4.12) and (2), we see that, when using a
mixture uniform boundary, a sequential test which rejects as soon as the confidence sequence
of Corollary 6 excludes u* can be seen as equivalently rejecting as soon as either of the
mixture likelihood ratios [ exp{AS; — ¥« (X))t} dF (A) or [ exp{—AS; — ¥, «(—A)t}dF (L) ex-
ceeds 2/«. Thus a sequential hypothesis test built upon a mixture-based confidence sequence
is equivalent to a mixture sequential probability ratio test [55] in the parametric setting. As
discussed in Appendix A.6, stitching can be viewed as an approximation to certain mixture
bounds, so that hypothesis tests based on stitched bounds are also approximations to mixture
SPRTs. Importantly, our confidence sequences are natural nonparametric generalizations of
the mixture SPRT, recovering various mixture SPRTs in the parametric settings.
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Pros and cons of the running intersection. Our definition (1.1) of a confidence sequence
allows for the parameter 6, to vary with ¢. It is common in the literature on sequential testing
to assume a single, stationary parameter, 6; = 6, but this assumption has a troublesome con-
sequence in the context of confidence sequences. If the confidence sequence (Cl;) satisfies
P(Vt : 0 € Cl;) > 1 — «, then the running intersection (’ZVI, := (<, Cl; is also uniformly valid
for 6, is never larger and may be much smaller. This was observed by Darling and Robbins
[13], and is used in the implementation of Johari et al. [34], for example. (In the language of
sequential testing, if (p;)7°, is an alwgys—valid p-value process, then so is (ming<; ps);2;.)

However, the intersected intervals CI; may become empty at some point. This is particu-
larly likely if the underlying parameter is drifting over time, contrary to the assumption of
stationarity or identically distributed observations, and such a drift would be the likely inter-
pretation of this event in practice. In this nonstationary case, the nonintersected sequence is
the more sensible one to use. The solution of Johari et al. [34] is to “reset” the experiment,
discarding data accumulated up to that point, on the rationale that such an event indicates that
previous data are no longer relevant to estimation of the current parameter of interest. How-
ever, this means that our confidence sequence can go from a very high precision estimate at
some time ¢ to knowing almost nothing at time ¢ + 1, which is difficult for an experimenter to
interpret and could lead to misleading inference just before the reset. Jennison and Turnbull
[32] make a case for the nonintersected intervals on slightly different grounds, arguing that
estimation at time ¢ ought to be a function of the sufficient statistic at that time. Shifting to
the potential outcomes model in Section 4.2 neatly avoids this issue: because the estimand
is changing at each time, the nonintersected intervals are the only reasonable choice for esti-
mating ATE; and no conceptual difficulty remains.

7. Summary and future work. We have discussed four techniques for deriving curved
uniform boundaries, each improving upon past work, with careful attention paid to constants
and to practical issues. By building upon the general framework of Howard et al. [25], we
have emphasized the nonparametric applicability of our boundaries. A leading example of
the utility of this approach is the general empirical Bernstein bound, with an application to
sequential causal inference, and we have also shown how our framework immediately yields
novel results for matrix martingales.

7.1. Other related work. We introduced the method of mixtures and the epoch-based
analyses in Section 1.1. Two other methods of extending the SPRT deserve mention, though
they are distinct from our approaches. First, the approach of Robbins and Siegmund [59,
60] examines []; fii_l(Xi) /fo(X;) where )A\i_ 1 is a “nonanticipating” estimate based on
X1,...,X;—1. This is similar to a generalized likelihood ratio but modified to retain the
martingale property (cf. Wald [74], Section 10.5, [48]). Second, the sequential generalized
likelihood ratio approach examines sup, [[; f1(X;)/fo(X;), which is not a martingale under
the null [40, 44, 66].

The concept of fest (super)martingales expounded by Shafer et al. [63] is related to our
methods for conducting inference based on Ville’s inequality applied to nonnegative super-
martingales. Their main example is the Beta mixture for i.i.d. Bernoulli observations, an
example which originated with Ville [72] and discussed by Robbins [55] and Lai [41]. A re-
cent “safe testing” framework of Griinwald, de Heide and Koolen [23] is also tightly related.
In terms of these frameworks, our work can be viewed as constructing “safe confidence in-
tervals” (and thus safe tests) using nonparametric test supermartingales.

A very different approach is that of group sequential methods [33, 47, 52, 53]. These meth-
ods rely on either exact discrete distributions or asymptotics to assume exact normality of



NONPARAMETRIC CONFIDENCE SEQUENCES 1077

group increments, either of which permits computation of sequential boundaries via numeri-
cal integration. The resulting confidence sequences are tighter than ours, but lack nonasymp-
totic guarantees or closed-form results and do not support continuous monitoring.

A related problem is that of terminal confidence intervals, in which one assumes a rigid
stopping rule and wishes to construct a confidence interval upon termination. Siegmund [64]
gave an analytical treatment of the problem; numerical methods are also available for group
sequential tests [33], Section 8.5. However, the idea of a rigid stopping rule is often restrictive.

7.2. Future work. We discuss in Appendix I how our work may be extended to mar-
tingales in smooth Banach spaces and real-valued, continuous-time martingales. It may be
fruitful to explore applications in those areas.

Our consideration of optimality has been limited to the discussion in Section 3.6. It
would be valuable to further explore various optimality properties for nonasymptotic uniform
bounds. For example, it is standard in sequential testing to compute the expected sample size
to reject a null under parametric alternatives. Though we target less restrictive assumptions,
it may be instructive to compute bounds in special cases. Second, a natural counterpoint to
our uniform concentration bounds would be a set of uniform anticoncentration bounds. This
would yield a nonasymptotic extension of the “lim inf” half of the classical LIL. Balsub-
ramani [5], Theorem 3, gives one such interesting result. Last, in practice, one will rarely
require updated inference after every observation, and may be content to take observations
in groups. Further, one may be satisfied with a finite time horizon [21]. This is the domain
in which group-sequential methods shine, but SPRT-based methods can be made competitive
by estimating the “overshoot” of the stopped supermartingale [45, 46, 65, 75]. It would be
interesting to understand whether such improvements work out in nonparametric settings.
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SUPPLEMENTARY MATERIAL

Supplement to “Time-uniform, nonparametric, nonasymptotic confidence se-
quences” (DOI: 10.1214/20-A0S1991SUPP; .pdf). Proofs, additional figures, implemen-
tation details, and extension to smooth Banach spaces and continuous-time processes.
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