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SUMMARY

We propose a general framework based on selectively traversed accumulation rules for inter-
active multiple testing with generic structural constraints on the rejection set. It combines
accumulation tests from ordered multiple testing with data-carving ideas from post-selection
inference, allowing highly flexible adaptation to generic structural information. Our procedure
defines an interactive protocol for gradually pruning a candidate rejection set, beginning with
the set of all hypotheses and shrinking the set with each step. By restricting the information at
each step via a technique we call masking, our protocol enables interaction while controlling
the false discovery rate in finite samples for any data-adaptive update rule that the analyst may
choose. We suggest update rules for a variety of applications with complex structural constraints,
demonstrate that selectively traversed accumulation rules perform well in problems ranging from
convex region detection to false discovery rate control on directed acyclic graphs, and show how
to extend the framework to regression problems where knockoff statistics are available in lieu of
p-values.

Some key words: Accumulation test; Data carving; False discovery rate; Interactive multiple testing; Knockoff; Masking.

1. INTRODUCTION

From a classical statistical perspective, data analysis can be divided into two distinct types:
exploratory analysis is a flexible and iterative process of searching the data for interesting patterns
while pursuing only a loose error guarantee, or none at all, while confirmatory analysis involves
performing targeted inferences on questions that were preselected for focused study. Selective
inference blends exploratory and confirmatory analysis by allowing for inference on questions
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that may be selected in a data-adaptive way, but most selective inference methods still require the
analyst to pre-commit to selection rules before observing the data, falling short of the freewheeling
nature of true exploratory analysis. By contrast, interactive methods constitute a subset of selective
inference methods that allow the analyst to react to data, consult their own internal judgement,
and revise their models and research plans to adapt to patterns they may not have expected to
find, while still achieving valid inferences.

We consider the problem of multiple hypothesis testing with p-values p1, . . ., p,, where each
pi corresponds to a different null hypothesis H;. A multiple testing method examines the p-
values, possibly along with additional data, and decides which null hypotheses to reject. Let
Ho = {i : H; is true} denote the set of truly null hypotheses, and let R = {i : H; is rejected}
denote the rejection set. Then R = |R| is the number of rejections and V' = |RNH| is the number
of erroneous rejections. Benjamini & Hochberg (1995) defined the false discovery proportion as
V' / max{1, R} and famously proposed controlling its expectation, the false discovery rate, at some
prespecified level «.

This article proposes a new framework for interactive multiple testing in structured settings
with false discovery rate control, called selectively traversed accumulation rules. Our approach is
especially well suited to settings where one wishes to impose structural constraints on the set of
rejected hypotheses, for example to enforce a hierarchy principle for interactions in a regression
or analysis of variance problem, or to detect a convex spatial region where the signal exceeds a
certain level in a signal processing application. In certain cases, enforcing a structural constraint
is important for logical coherence or interpretability. For instance, in hierarchical testing (e.g.,
Yekutieli, 2008) where hypotheses are represented as nodes on a tree, the parent of a rejected
hypothesis must be rejected as well. In other settings, the structural constraint serves as a type
of side information which reflects the scientific domain knowledge. By using this information
judiciously, the statistical power can be boosted if the true signals satisfy the constraint, exactly
or at least approximately.

More formally, our procedure controls the false discovery rate in finite samples while guar-
anteeing that the rejection set R belongs to /C, a collection of subsets satisfying the constraint.
For instance, in the case of hierarchical testing, X includes all subsets that correspond to rooted
subtrees. The notion of structure is interpreted in a rather general way: IC could also depend on
auxiliary covariate information x; about the hypothesis H;. For example, in the spatial testing
case, x; gives the geographic location in R?, and K may include all subsets that can be expressed
as the intersection of a convex set on R? with ().

Selectively traversed accumulation rules generalize the notion of masking used by the adaptive
p-value thresholding method of Lei & Fithian (2018), which achieves its error control guarantee
by judiciously limiting the analyst’s knowledge of the data. As such, itis natural to view selectively
traversed accumulation rules as iterative interactions between two agents: the analyst, who drives
the search for discoveries based on partial observation of the data, and a hypothetical oracle,
who observes the full dataset and gradually reveals information to the analyst based on the
latter’s actions. Typically the oracle is a computer program, and the analyst is either a human or
an automated adaptive search algorithm based on predefined modelling assumptions. In § 3 we
discuss generic strategies for defining good automated rules.

A key difference between selectively traversed accumulation rules and most earlier methods
is that they give the analyst power to enforce structural constraints on the final rejection set.
Previous approaches such as the Benjamini—-Hochberg procedure (Benjamini & Hochberg, 1995),
independent hypothesis weighting (Ignatiadis et al., 2016), the structure-adaptive Benjamini—
Hochberg algorithm (Li & Barber, 2019) and adaptive p-value thresholding (Lei & Fithian,
2018) all produce potentially heterogeneous thresholds for p-values, and then reject all hypotheses
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whose p-values are below their corresponding thresholds. Because any given p-value could be
above the chosen threshold, none of these methods can enforce structural constraints. On the
other hand, various algorithms exist that are tailored to particular structural constraints, such as
the methods of Yekutieli (2008) and Lynch & Guo (2016) for hierarchical testing on trees, and
those of Lynch & Guo (2016) and Ramdas et al. (2019a) for testing on directed acyclic graphs.
However, these methods are nonadaptive and noninteractive in the sense that they can neither
learn the structural information from data nor incorporate extra side information, and they apply
to very specific types of constraints. To the best of our knowledge, the method proposed here is
the first data-adaptive and interactive multiple testing framework that can accommodate generic
structural constraints on the rejection set.

2. SELECTIVELY TRAVERSED ACCUMULATION RULES
2.1. The framework

We assume that for each hypothesis H; (i = 1, ...,n), the oracle observes a generic covariate
x; € X and a p-value p; € [0, 1]; in § 6 we discuss a generalization to the setting where knockoff
statistics instead of p-values are available. In addition, the analyst may impose a generic structural
constraint C C 2! which represents the allowable rejection sets, where C denotes a subset. We
require that ¥ € .

The selectively traversed accumulation rules proceed by adaptively generating a sequence of
candidate rejection sets [#] = Ry 2 R1 2 ---, where D denotes a strict superset. At step ¢, the
oracle estimates the false discovery proportion of the current rejection set as

op, D+ Yier, i)
a 1+|R|

)

where 4 : [0,1] — [0, 00) is nondecreasing and bounded, with fol h(p)dp = 1, for example
h(p) = 2 x 1{p > 0.5}. The function 4 is called an accumulation function, and the estimator
(1) is based on the accumulation test of Li & Barber (2016), itself a generalization of procedures
proposed by Barber & Candes (2015) and G’Sell et al. (2016). Informally, ZieR, h(p;) plays the
role of estimating V; = |R; N Ho].

To allow for the analyst to make data-dependent choices without inflating Type I error, we
generalize a technique due to Lei & Fithian (2018) called masking. Specifically, for any choice
of accumulation function % as described above, we show how to derive a masking function g,
constructed so that 4(p) is mean-independent of g(p) when p ~ Un[0, 1]:

Ey~uionthu) | gw)} = Ey~unjo,n{h(w)} =1 ()

almost surely. For example, if we choose h(p) = 2 x 1{p > 0.5}, then we may choose
g(p) = min{p, 1 — p} by observing that, for a null uniform p-value p, we have E{h(p) | g(p)} =
E{h(p)} = 1. In §2.3 we describe a general recipe for constructing such a function g. Even
though the masking function g is constructed using condition (2), we will show next that
when null p-values are not exactly uniform, the same (g,%) pairs satisfy a more general
property that will be crucial in the proof of false discovery rate control. The proof is presented
in the Supplementary Material.

120z eunr ¢z uo Jasn Aseiqi uny ydeq suonisinboy Aq ¥/26/85/£52/2/801/8101€/A8WO0Iq/Wwoo"dnoolwspede//:sdiy woly papeojumoq


https://academic.oup.com/biomet/article-lookup/doi/10.1093/biomet/asaa064#supplementary-data
https://academic.oup.com/biomet/article-lookup/doi/10.1093/biomet/asaa064#supplementary-data

256 L. LE1, A. RAMDAS AND W. FITHIAN

PROPOSITION 1. If the density of a null p-value p is nondecreasing and the functions h and g
are chosen such that condition (2) holds, then

Eth(p) |g(p)} =1

almost surely.

The selectively traversed accumulation rules protocol works by first revealing all masked p-
values g(p;) to the analyst. Then, as the analyst shrinks the rejection set, p-values that can no
longer be rejected get unmasked, meaning that the analyst observes all of the p-values p; for
i ¢ R;. Revealing g(p) to the analyst is an example of data carving (Fithian et al., 2017), where
part of a random variable, g(p;), is used for selection while the remainder, 4(p;), is used for
inference. Because these two views of the data are designed to be orthogonal to each other under
the null, the masked p-values and covariates, along with prior information, together provide
guidance to the analyst on how to adaptively shrink the rejection set. Unlike other approaches
(e.g., Dwork et al., 2015), masking does not introduce extra randomness. This is desirable in
scientific research as it prevents cheating by specifying a favourable random seed.

At each step ¢, the oracle reports FDP; to the analyst. If FDP, < «, then the entire procedure
halts and R; is rejected. Otherwise, the analyst is responsible for selecting a smaller rejec-
tion set R,+1 € R, using covariates, intuition and any desired statistical model or procedure,
along with the oracle’s revealed information, subject to the constraint that R, € K. After the
analyst chooses R 1, the oracle re-estimates the false discovery proportion and reveals p; for
i € R¢\ R+1. The analyst may then update their model, prior, constraints or intuition, and the
process repeats until FbP; < a.

The update rule from R; to R4 is a user-specified subroutine, and should exploit only the
information contained in the o -field representing all information the analyst is allowed to observe
by time ¢:

Fi=o | {xi,gdli=1, @digr,» Zh(pi) : 3)

iGR(

For instance, at step ¢ = 0, the analyst is free to use {x;,g(p;)};_, to train an arbitrary model to
estimate which hypotheses are most likely to be true, and choose R by eliminating the most
likely hypothesis subject to the constraint that R; € K. We will discuss specific rules tailored
to different problems in § 4 and § 5. For now, the update rule is any subroutine that produces
Ri+1 S Ry such that R;4; € K and with its outcome F;-measurable. Because R, shrinks
with each step, revealing more information to the analyst, the o-fields form a filtration with
Fo € F1 C ---. This can easily be proved by induction; see the Supplementary Material for
details. As a consequence, the information available to the analyst accrues over time. Algorithm 1
summarizes the procedure.

Algorithm 1. Selectively traversed accumulation rules.

Input: Predictors and p-values (x;, p;)}_,, constraint set /C, target false discovery rate level
Ro = [n]
While R; +0

FBP < gy (4D + Yier, hoi)}

IfrDP, < orR; =0
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Stop and return R, and reject {H; : i € Ry}
Select F;-measurable R;y1 C R; with R,y € K
Output: R; as the rejection set

Remark 1. In some applications, the analyst may want to choose the structural constraint C
after looking at the data. Indeed, selectively traversed accumulation rules allow X to be chosen
based on Fy and even to vary with ¢. Likewise, there is no requirement that R, € K for every ¢,
provided we impose R; € K as an additional condition for stopping the algorithm. We discuss
these details in the Supplementary Material.

The mechanism used by selectively traversed accumulation rules to enforce structural con-
straints is different from that for learning structural information. The former is based on the fact
that R;11 can be updated without relying on the size of the p-values, in contrast to Benjamini—
Hochberg-type algorithms, whereas the latter is enabled by masking functions, which provide a
partial view of the data without sacrificing validity.

Selectively traversed accumulation rules can be viewed as a generalization of the ordered
multiple testing framework of Li & Barber (2016), in which a full preordering of hypotheses based
on outside data or prior knowledge must be supplied as input to the analysis; with a low-quality
preordering the method may be powerless, as shown in Li & Barber (2016) and Lei & Fithian
(2016). By contrast, for our method, a preordering is just one potential source of side information
that may or may not be available in any given case; other possible kinds of side information include
spatial structure, covariate information, and a partial ordering from a directed acyclic graph. Our
method then determines a data-adaptive ordering based on interactive guidance from the scientist
or an algorithm acting on their behalf. This interactive ordering respects any constraints the analyst
has imposed, and uses both the side information and the masked p-values g(p;). A counterpart of
accumulation tests’ preordering, the interactive ordering is simply the order in which the scientist
or algorithm decides to peel off unpromising hypotheses from the candidate rejection set, based
on masked p-values and prior information. If the ordering is prespecified before seeing the data
and masked p-values are ignored entirely, and if there is no interaction, then our method reduces
to an accumulation test with H, peeled off first, then H,_{, and so on.

The flexibility of our method comes from carving the p-value into two parts, g(p) and A(p),
with the first part used to adaptively determine the ordering and the second part used to control the
false discovery rate. Our use of the masked p-values is a selective-inference free lunch: compared
with accumulation tests, we are using the same /(p;) values in the same way to estimate the false
discovery proportion; we have brought more information g(p;) to bear on guiding our method
without inflating the false discovery rate or requiring any further correction. In other words,
accumulation tests can be thought of as also calculating g(p;) values and then simply discarding
them. On the other hand, the masked p-values can be highly informative about which hypotheses
are nonnull. For example, observing that g(p;) = min{p;, 1 —p;} = 1078 is extremely suggestive
of the following: (i) H; is most likely false; (ii) 2(p;) = 2 x L(p; > 0.5) is most likely 0; and
(iii) possibly other hypotheses H; with spatial locations or covariate values close to those of
H; are more likely to be false as well and to have i(p;) ~ 0. More generally, by examining in
aggregate all of the masked p-values, as well as most of the unmasked ones in later stages of the
procedure, we can learn areas of the covariate space with many nonnull hypotheses, and focus
the power on those by placing them nearer the front of the list, that is, by peeling them off last.
When the true signals do not satisfy the constraint, the enforced constraint narrows down potential
rejection sets, and may affect power negatively compared with algorithms which do not enforce
the constraint; however, the data-adaptive exploration made possible by masking allows users to
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learn the structure that could compensate for the power loss at no cost of false discoveries. In
fact, the theory and algorithm would be exactly identical if the prespecified K is replaced by a
data-dependent constraint /C;, as long as K, is predictable, i.e., F;_-measurable.

In the Supplementary Material we conduct an asymptotic analysis under the slightly more
general framework of Li & Barber (2016) to quantify the benefit of using masking functions.
In a nutshell, in the absence of an informative preordering, the accumulation test is powerless
while the masking functions have some power in most practical cases. Moreover, even when an
informative preordering is available, one can still improve the power further by combining the
preordering with the masked p-values to obtain an even better ordering.

2.2. False discovery rate control

Intuitively, the quantity ) R, h(p;) is a conservative estimator of V; = |HoNR;|, the number
of false rejections we would incur if we rejected the set R;: each null hypothesis in R; contributes
at least 1 in expectation, and the nonnull hypotheses contribute a nonnegative amount. Hence
IR~} ZieR, h(p;) can be interpreted as an upwardly biased estimator of the false discovery
proportion of rejection set R;. With the correction term in (1), it can be proved that Algorithm 1
controls the false discovery rate in finite samples; however, the analyst may update the rejection
set R; under certain regularity conditions on the joint distribution of p-values.

THEOREM 1. Assume that the following hold:
(1) the null p-values (p;)icH, are mutually independent, and are independent of the nonnulls
(Pi)igH,, conditional on the covariates (x;)7_,;
(i1) each null p-value has a nondecreasing density, which may differ across p-values.

If the accumulation function h is nondecreasing and the masking function g satisfies condition
(2), then, conditional on {x;,g(p;)}i_,, the selectively traversed accumulation rules control the
false discovery rate at level a. Hence, unconditionally, the set R, chosen using Algorithm 1
satisfies E{FDP(R;)} < «.

The assumption (i) is common in the multiple testing literature; (ii) strengthens the usual
assumption that a null p-value is stochastically larger than uniform, but it is significantly weaker
than assuming exact uniformity. It also strengthens the mirror-conservatism proposed in Lei &
Fithian (2018). This theorem is proved using a martingale argument, which is elaborated in the
Supplementary Material.

Remark 2. Following Li & Barber (2016), we could allow 4 to be unbounded, replace 4(1) in
(1) with a constant C > 0, and halt when Fbp; is below a corrected level:

1+ Rl

1
< a/ {h(p) A C} dp.
0

However, one can show that replacing such an unbounded accumulation function by its bounded

counterpart #€ (p) = {h(p) A C}/ fol {h(p) A C} dp results in a strictly more powerful procedure.
Hence, we assume without loss of generality that / is bounded.

2.3. Masking functions

We now give a recipe for constructing a masking function g for a generic accumulation rule 4.
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THEOREM 2. Let h : [0,1] — [0,00) be any nonnegative nondecreasing function with
fol h(p)dp = 1, and let

D
H() =/0 {h(x) — 1} dx.

Then we have the following two conclusions.

(i) There exists a continuous and strictly decreasing function s(p) which is also differentiable,
except on a set of measure zero, i.e., a Lebesgue null set, such that

H{s(p)} =Hp), s0)=1, s(1)=0.
(i1) The masking function g(p) = min{p, s(p)} satisfies condition (2).

This theorem is proved in the Supplementary Material. The aforementioned function s(p) can
be obtained numerically by a quick binary search whenever H(-) can be computed efficiently.
All accumulation functions in this paper satisfy the conditions of the above theorem, and so their
associated s(p) functions are almost surely differentiable. Letting p, denote the unique solution
to s(px) = p«, for any g < p,, the set {p : g(p) = ¢} contains exactly two points, and hence
such a g(p) is very informative because it only masks one bit of information. For example, if
h(p) =2 x L(p > 0.5), it is easy to show from Theorem 2 that g(p) = min{p, 1 — p}. Then
g(p) = 0.01 implies that p = 0.01 or p = 0.99, and the analyst just needs to make a guess from
two candidate values.

For brevity, throughout the main article we focus on the simple accumulation function 4(p) =
2 x 1(p > 0.5) with masking function g(p) = min{p, 1 — p}; we have found that this simple
choice works reasonably well in all the settings we tried. We provide several other examples and
examine their performance in the Supplementary Material.

3. IMPLEMENTATION
3.1. Guidance on updating rejection sets

Theorem 1 showed that the false discovery rate is controlled no matter how the analyst chooses
R:+1 based on F;; however, having a good update rule will be vital to implementing selectively
traversed accumulation rules in any given context. Still, we recommend that any human-in-
the-loop interactions be grounded in principled data analysis. For example, our method is to
some degree susceptible to the same free-rider dynamic as other data-adaptive multiple testing
procedures such as AdaPT and knockoffs; namely, if we find 100 strong signals in one part of the
dataset, we might be able to add two or three more favourite hypotheses from elsewhere without
threatening false discovery rate control. Well-chosen and principled constraints on the rejection
set can serve as a safeguard against this behaviour, which is epistemically problematic even if
not formally disallowed. In addition, too-frequent looks at the data may tempt users to go back
and modify their previous rejection sets; such actions are prohibited by Theorem 1 and would
break the theoretical guarantee.

In general, we can describe an update rule in three steps: (i) find all candidate sets of hypotheses
that we can peel off from R, without leaving the constraint set XC; (ii) compute a score using
all the information in F; that measures the likelihood of each candidate set having nonnulls;
and (iii) delete the candidate set with the worst score. The Supplementary Material provides a
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flowchart to summarize the pipeline schematically. The inclusion of candidate sets marks the
fundamental difference between selectively traversed accumulation rules and adaptive p-value
thresholding, because the essential candidate sets of the latter are simply all remaining hypotheses,
while the former operates in a more greedy way.

As a concrete example, suppose that the hypotheses correspond to vertices of a tree and one
aims to detect a rooted subtree of signals. Then the deletion candidates are all hypotheses on leaf
nodes of the subtree given by R;, because deletion of any leaf node does not change the rooted
subtree structure of the rejection set.

The next step is to compute a score for each candidate. Heuristically, the score should be
highly correlated with the p-values. As discussed in § 2, the most straightforward score for the ith
hypothesis is g (p;); we refer to it as the canonical score. For a candidate set that contains multiple
hypotheses, we define the canonical score as the average of the g(p;) values. A larger canonical
score provides stronger evidence that the candidate set is mostly null. Although the canonical
score is straightforward to use, the user is allowed to fit any model using the covariates and the
partially masked p-values. Thus, one can estimate the signal strength, or a posterior probability
of being null, as the score; we call this a model-assisted score.

Finally, given the score, it is natural to remove the least favourable candidate. For instance,
when using the canonical score, the candidate with the largest score will be removed. On the other
hand, if the score measures the signal strength or the likelihood of being nonnull, the candidate
with the smallest score will be removed.

Our principle here can be summarized as follows: given a working model or belief about
the data-generating process, we have a generic expectation-maximization-based pipeline that
incorporates the model into our method to produce scores yielding the adaptive ordering. The
researcher can always incorporate their favourite data-generating model into our method, improv-
ing the power if their model is good, but never violating the false discovery rate control if their
model is inaccurate.

3.2. Conditional one-group model as the working model

Although the canonical scores are effective in many situations, as will be shown in § 5, they do
not fully exploit covariate information, apart from enforcing the constraint. For instance, when
the hypotheses are arranged spatially, one might expect the nonnulls to concentrate on a few
clusters, or that the signal strength will be smooth on the underlying space. Such prior knowledge
may be neither reflected directly from the p-values nor used explicitly to strengthen the p-values;
instead, one can use a working model to assist in calculating the scores. We emphasize that no
matter how misspecified the working model is, the false discovery rate will still be controlled.

Lei & Fithian (2018) proposed a conditional two-group model and used the estimated
local false discovery rates as model-assisted scores. They proved that the local false dis-
covery rate gives the optimal score for ordering hypotheses. The model can be fitted by an
expectation-maximization algorithm (Lei & Fithian, 2018, Appendix A).

Despite the approximate optimality of the above approach, the expectation-maximization algo-
rithm for conditional two-group models is computationally intensive, because it fits two separate
models for the proportion and the signal strength of nonnulls at each iteration. Additionally, Lei
& Fithian (2018, Appendix A.3) pointed out some instability issues of the algorithm. For these
reasons, we propose a conditional one-group model as an alternative:

pi ~f i), n(u) = B'ox), 4)
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where f is the density function, n is the link function and ¢ is an arbitrary featurization.
As will be detailed in the Supplementary Material, ©; can be estimated via an expectation-
maximization algorithm. The model-assisted scores are then given by the estimates ji;. Although
the [1; lose the optimality guarantee, they provide a good proxy for how promising each hypoth-
esis is. On the other hand, (4) is easier to fit as it involves only one set of parameters. At step z, the
algorithm only needs to impute the masked p-values. Thus it is computationally more efficient
and partially solves the issue raised in Lei & Fithian (2018).

Finally, as discussed in Lei & Fithian (2018), p-values may not be the objects most amenable
to modelling, in which case one can either model transformed p-values or directly model the
data used to produce the p-values. For example, in many applications z-values are available and
one-sided p-values are obtained via the transformation p; = 1 — ®(z;), where @ is the distribution
function of a standard Gaussian. In this case, we can directly model z; as z; ~ N (u;, 1).

4. EXAMPLE 1: CONVEX REGION DETECTION
4.1. Problem set-up

In some applications, the p-values may be associated with features x; € X € R? that encode
some contextual information, such as predictor variables or a spatial location, and which may be
associated with the underlying signal. We may wish to use this feature information to discover
regions of the feature space where the signal is relatively strong; for example, Drevelegas (2010)
seeks a convex region to locate the boundary of tumours.

As a concrete mathematical example, suppose that for each point x; on a regular spatial grid
we observe an independent observation z; ~ N{f(x;), 1} for some nonnegative function f, and
we aim to discover the region C = {x : f(x) > 0}, where we have some prior belief that C is
convex; for example, if f* is known to be a concave function, then C is a super-level set and is
hence convex. Since we cannot expect to find C perfectly, we may hope to discover a smaller
region C that is mostly contained within C, i.e.,

Vol(C N C°) _
—_— < o

= 5
Vol(C) ©)

We can frame the above as a multiple testing problem by computing a one-sided p-value
pi = 1 — ®(z;) for each H;, and constraining the rejection set to be of the form R = {i : x; € ¢ }
for some convex set C, leading to a constraint /C on the allowable rejection sets. If the grid is
relatively fine, then the false discovery rate is a natural error criterion to control since the false
discovery proportion of R approximates criterion (5).

As another example, from supervised learning, suppose that fori = 1,...,n we observe a pair
consisting of a feature x; and a response y;, and we want to find a subregion of the feature space
X where the y values tend to be relatively large. In bump-hunting (Friedman & Fisher, 1999)
one seeks to discover a rectangle in predictor space; see the Supplementary Material for further
discussion. . .

More generally, we may want to discover a set of hypotheses R = {i : i € C}, where C is
convex, or is a rectangle, or satisfies some other geometric property. To the best of our knowledge,
no existing procedure can solve such problems while guaranteeing false discovery rate control.
To achieve these goals using the selectively traversed accumulation rules framework, we need
only to define the procedure-specific functions elaborated in § 3. To illustrate, we first consider
an example where x; € R?.
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Circle in the middle Circle in the corner Thin ellipse

Fig. 1. True underlying signal for our convex region detection simulation. Each of
2500 points represents a hypothesis; black indicates nonnulls with p = 2.

4.2. Procedure

To preserve convexity, we consider an automated procedure that gradually peels off the bound-
aries of the point cloud {x;}. At each iteration, we choose a direction § € [0,27) and a small
constant §, and peel off a proportion é of points that are farthest in this direction.

Specifically, for each angle 6 we define a candidate set C(6;3) to be observed as the set of
indices corresponding to the §-proportion of points that are farthest in the direction 6.

If the goal is to detect an axis-parallel box, # can be restricted to take only values in
{O, %, T, 37”}, otherwise we set 6 to an equispaced grid on [0, 277] of length 100. Given a score
S; for each hypothesis, which we will soon define, we may evaluate the signal strength of each
candidate set as the average of the S;. Then we update R, as

Ri:=Ri—1 \C(é;S), 6 = argmin Avg{S; : i € C(8;6)}.
6

Finally, to define the scores S;, we can directly use the canonical score g(p;). However, in most
problems of this type, where x; represents the location in some continuous space, it is reasonable to
assume that the distributions of p-values are smoothly varying. In particular, we use the conditional
one-group model on p-values with the beta distribution, p; ~ Be(1/u;, 1), as the working model
and fit a generalized additive model (Hastie & Tibshirani, 1990) using the smooth spline basis
of x; as the featurization ¢ defined in (4). This working model is motivated by the conditional
two-group gamma generalized linear model in Lei & Fithian (2018).

4.3. Simulation results

We consider an artificial dataset, where the predictors form an equispaced 50 x 50 grid in the
region [—100, 100] x [—100, 100]. Let Cy be a convex set on RZ and let HE = {x; : x; € Co}. We
generate independent and identically distributed p-values from a one-sided normal test, i.e.,

Pi = 1 - qD(Zi)’ zZi ™~ N(H’: 1)7 (6)

where @ is the cumulative distribution function of N (0, 1). For i € Hy we set © = 0, and for
i & Ho we set u = 2. Fig. 1 displays three types of Cy that we conduct tests on.

Although our procedure is the only one that can enforce the convexity, it is still illuminating to
compare it with other procedures and assess the power. In particular, we consider the Benjamini—
Hochberg procedure (Benjamini & Hochberg, 1995) and adaptive p-value thresholding (Lei &
Fithian, 2018). We implement selectively traversed accumulation rules with the model-assisted
score based on the generalized additive model.
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Fig.2. Comparison of our method (black solid) with the Benjamini—-Hochberg procedure (red dashed) and adaptive
p-value thresholding (blue dotted) for convex region detection.

For each procedure and level «, we calculate the false discovery proportion and the power,

pop(e) = RO O Hol - er(@) = @ N ol
=T R@ P T

where R («) is the rejection set at level . We then estimate the false discovery rate and the power
by averaging FDP(«) and power («) over 100 sets of independently generated p-values. The results
are plotted in Fig. 2 for a range of o values from 0.01 to 0.3. We see that our method is comparable
to adaptive p-value thresholding and more powerful than the Benjamini-Hochberg procedure,
neither of which enforces the convexity constraint. Furthermore, it is worth mentioning that
the model-assisted selectively traversed accumulation rules achieve high power despite using a
generic and misspecified generalized additive beta model for the p-values.

The power gain over the Benjamini-Hochberg procedure is due in part to the fact that the
convexity constraint reflects the truth and our method implicitly builds it into the selection. It
also comes from our method’s effective learning of the underlying spatial structure. To examine
this, we plot fi(x) in Fig. 3. The top panels show the initial score, which uses only the partially
masked p-values g(p;) and x;. The bottom panels show the oracle result when fitting the model
to fully observed p-values. Surprisingly, even the initial estimate is good enough to clearly show
the contour of the nonnulls, and it is nearly as good as the final estimate when using fully
observed p-values; in fact, the correlation between the two estimates is above 0.98 in all three
cases. This explains why our method can accurately pinpoint the nonnulls and hence increase the
power.
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Initial score (Case 1) Initial score (Case 2) Initial score (Case 3)

Oracle score (Case 1) Oracle score (Case 2) Oracle score (Case 3)

Fig. 3. Model-assisted scores of selectively traversed accumulation rules for circle in the middle (Case 1), circle in
the corner (Case 2) and thin ellipse (Case 3); darker pixels represent higher scores.

5. EXAMPLE 2: TESTING ON DIRECTED ACYCLIC GRAPHS
5.1. Set-up and procedure

In another scenario, hypotheses are arranged on a directed acyclic graph, and the nonnulls are
known a priori to satisfy the heredity principle. The strong or weak heredity principle, also known
as the effect hierarchical principle (Wu & Hamada, 2000), states that an effect is significant only
if, respectively, all of its parent effects are significant or one of its parent effects is significant. An
application to variable selection in factorial experiments under the heredity principle is discussed
in the Supplementary Material.

Multiple testing on directed acyclic graphs has extensive applications in genomics (e.g.,
(Goeman & Mansmann, 2008; Saunders et al., 2014; Meijer & Goeman, 2015)) and clinical
trials (e.g., Dmitrienko & Tamhane, 2013). However, most prior work deals with familywise
error rate control, and the setting of false discovery rate control is relatively under-studied. To
the best of our knowledge, the only existing false discovery rate control procedures for directed
acyclic graphs are those proposed in G. Lynch’s 2014 PhD thesis from the New Jersey Institute
of Technology, and in the sequential setting by Ramdas et al. (2019a) and the multi-layer setting
by Ramdas et al. (2019b). All the aforementioned works concern the strong heredity principle.

It is straightforward to use our method to guarantee false discovery rate control under both the
strong and the weak heredity principles. For the strong heredity principle, we select the candidates
to be all the leaf nodes. For the weak heredity principle, we select the candidates to be all nodes
such that after removing them the remaining graph satisfies the principle. We also present an
application to a factorial experiment in the Supplementary Material.

5.2. Simulation results

We focus on the strong heredity principle to compare selectively traversed accumulation
rules with existing methods. To account for the structure, we consider three types of directed
acyclic graphs: a shallow regular graph, with four layers and 250 nodes in each layer; a deep
regular graph, with 10 layers and 100 nodes in each layer; and a triangular graph, with five layers
having 50, 100, 200, 300 and 350 nodes each. For each graph, we take 50 nodes satisfying the
strong heredity principle to be nonnull and generate p-values using (6) with ; = 2 for nonnulls.
The settings are illustrated in Fig. 4.
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Fig. 4. Three types of graphs used in our simulation studies, with fewer nodes shown for the sake of clarity. Each of
1000 nodes represents a hypothesis, with black ones being the nulls.
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Fig. 5. Comparison of our method (black solid) with the methods of Lynch & Guo (2016) (red dashed) and
Ramdas et al. (2019a) (blue dotted) for testing on directed acyclic graphs.

We compare our method using canonical scores, as described in § 3.1, with the method of G.
Lynch, referred to as the self-consistent rejection procedure, and a recently developed sequential
method, referred to as greedily evolving rejections, which is a generalization of Lynch’s hierar-
chical test proposed by Ramdas et al. (2019a). The results are plotted in Fig. 5. It is clear that in all
cases our method is more powerful than the others when « is not too small. When « is small, our
method has no power because of the finite-sample correction constant 4(1) in (1), which requires
at least 2(1)/a — 1 rejections to get a nonempty rejection set at level «. In our case A(1) = 2,
but 4(1) can be reduced by choosing other accumulation functions. A few examples that resolve
this issue are provided in the Supplementary Material.
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6. DISCUSSION

This article has focused on the case where the test statistics are independent. In more general
settings, our framework dovetails naturally with the knockoff framework proposed by Barber &
Candés (2015) and extended by Candés et al. (2018), converting complex regression problems into
independent one-bit p-values for each variable. When running sparse regression algorithms, the
underlying variables often have some structure, such as a tree structure with wavelet coefficients
in compressed sensing, and one may want to use the knockoff procedure to select a structured
subset of variables.

With this motivation in mind, let #; denote the knockoff statistic for hypothesis i and define
pi = (1+1{W; > 0})/2. Then knockoff constructions guarantee that the (p;);c7, are independent
p-values, conditional on (|W;])7_, and (p;)i¢#,. The absolute value [W¥;| could be viewed as the
free side information g(p;) in Algorithm 1, while the location of the variable on the tree would be
the structural information x;. Although the constructed p; does not technically have a decreasing
density, the accumulation function 4(p;) = 2 x 1{p; > 1/2} = sign(W;) 4+ 1 nevertheless has
expectation 1 under the null. The analyst can then use selectively traversed accumulation rules to
interactively pick a structured subset of variables.

Like adaptive p-value thresholding, knockoffs as defined in Barber & Candes (2015) do not
enforce constraints on the rejection set; nor do they allow interactive adaptation as more p-
values are unmasked. Combining our method with knockoff statistics enables control of the false
discovery rate in many interesting regression problems with constraints on the rejection set, such
as hierarchy constraints for interactions in a regression.

When the underlying problem is a sparse regression problem, the aforementioned knock-
off procedure can be used to construct independent p-values even when the covariates are not
orthogonal. In most settings it is not yet known how to construct knockoffs, but often one can
still construct dependent p-values, and an important open problem is to provide guarantees in
such settings. As shown in the Supplementary Material, the experiments under dependence yield
encouraging results, especially under negative dependence, but we do not currently know how
to prove any results on robustness with respect to deviations from independence. Such results
would immediately be applicable to several other settings, such as ordered testing (Li & Barber,
2016) and knockoffs (Barber & Candés, 2015).

SUPPLEMENTARY MATERIAL

Supplementary material available at Biometrika online includes all proofs, algorithmic details,
other applications, comparison of different masking functions, a sensitivity analysis under depen-
dent p-values, and an asymptotic power analysis. The R code used to produce all results in the
paper is available at https://github.com/lihualei71/STAR.
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