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Out-of-time-ordered correlators (OTOCs) have been extensively used over the past few years to study
information scrambling and quantum chaos in many-body systems. In this paper, we extend the formalism
of the averaged bipartite OTOC of Styliaris et al. [Phys. Rev. Lett. 126, 030601 (2021)] to the case of open
quantum systems. The dynamics is no longer unitary but it is described by more general quantum channels
(trace preserving, completely positive maps). This “open bipartite OTOC” can be treated in an exact analytical
fashion and is shown to amount to a distance between two quantum channels. Moreover, our analytical form
unveils competing entropic contributions from information scrambling and environmental decoherence such
that the latter can obfuscate the former. To elucidate this subtle interplay, we analytically study special classes
of quantum channels, namely, dephasing channels, entanglement-breaking channels, and others. Finally, as a
physical application we numerically study dissipative many-body spin chains and show how the competing
entropic effects can be used to differentiate between integrable and chaotic regimes.
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I. INTRODUCTION

Many-body quantum chaos has witnessed a renaissance in
recent years, spearheaded by the study of the out-of-time-
ordered correlator (OTOC) and its interplay with information
scrambling [1-7]. The precise role that the OTOC plays in
characterizing quantum chaos, via its short-time exponential
growth, is well understood in systems with either (i) a semi-
classical limit or (ii) with a large number of local degrees of
freedom [2,3].

However, its role in finite systems, such as quantum spin
chains, is still under close examination [8-13]; see also
Ref. [14] debating some of these results. OTOCs have also
been applied to study a variety of many-body phenomena,
ranging from quantum phase transitions [15] all the way to
many-body localization [16-21]. Recently, a connection be-
tween OTOCs, coherence-generating power, and geometry
was unveiled in Ref. [22]. This further qualifies the intuition
that the OTOC measures incompatibility between observ-
ables [23]. Moreover, in Refs. [24,25], various quantifiers
of chaos were unified under the framework of isospectral
twirling. The OTOCs’ theoretical investigations have also
been complemented with several state-of-the-art experiments,
where dynamical features of the OTOC were studied using
superconducting qubits [26,27], nuclear magnetic resonance
[28-31], and ion-trap quantum simulators [32,33], among oth-
ers [34,35].

In recent works it was noted that, for various finite-
dimensional many-body systems with spatial locality, the
equilibration value of OTOCs can diagnose the chaotic-
versus-integrable nature of dynamics [36-38]. In particular,
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this emphasis on locality was essential in establishing the con-
nection [39] between OTOCs and Loschmidt echo [40-43], a
well-established signature of quantum chaos. Many qualita-
tive features of the OTOC are insensitive to the specific choice
of operators, as long as their locality is fixed. Therefore, it
constitutes a meaningful simplification to focus on OTOCs
averaged over (suitably distributed) random operators.

Given a bipartition of the system Hilbert space, one can
analytically perform the uniform average over pairs of random
unitary operators, supported over either side of the bipartition
[38]. This averaged bipartite OTOC has a twofold operational
significance: (i) It quantifies the operator entanglement of
the dynamics [44,45] and (ii) it quantifies average entropy
production as well the scrambling of information at the level
of quantum channels.

Moreover, the equilibration value of the OTOCs was shown
to be sensitive to the amount of structure in the spectrum
(for example, quasifree versus nonintegrable models have de-
generate versus generic spectra, respectively). This induces
a hierarchy of constraints that can be utilized to bound the
OTOC'’s equilibration value. Remarkably, the equilibration
value of the OTOC also contains information about the en-
tanglement of the full system of Hamiltonian eigenstates [38].
Note that averaging the OTOC over local, random operators
supported on a bipartition was also studied in Refs. [17,46].

All the above provides compelling evidence that the av-
eraged bipartite OTOC is a powerful tool to investigate
information scrambling and chaos in many-body quantum
systems. In this paper, we will extend this formalism to open
quantum systems, i.e., systems coupled to an environment,
which undergo a nonunitary time evolution. In fact, these are
the systems that are directly relevant to experimental situa-
tions [47,48] and to current as well as future technologies for
quantum information processing [29,32,47].

©2021 American Physical Society


https://orcid.org/0000-0003-4116-4581
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevA.103.062214&domain=pdf&date_stamp=2021-06-15
https://doi.org/10.1103/PhysRevLett.126.030601
https://doi.org/10.1103/PhysRevA.103.062214

PAOLO ZANARDI AND NAMIT ANAND

PHYSICAL REVIEW A 103, 062214 (2021)

We note that open-system effects in information scram-
bling have also been reported before in Refs. [49-57].
However, our focus is on the open-system version of the
bipartite averaged OTOC, which, as mentioned before, has a
clear operational content [38].

The paper is structured as follows. In Sec. II, we discuss
the general results extending to the open system domain, those
of Ref. [38]. In Sec. III, we analyze a few relevant examples
of quantum channels amenable of full analytical treatment,
e.g., random dephasing. In Sec. IV, we discuss, with the
help of numerical means, the application of our formalism to
paradigmatic dissipative quantum spin chains featuring regu-
lar and chaotic behavior. In Sec. V, we conclude with a brief
discussion of our results. The detailed proofs of our main
propositions are collected in Appendix C.

II. GENERAL RESULTS

Let H = C? be the Hilbert space corresponding to a d-
dimensional quantum system with £(#) denoting the space
of linear operators on H. Quantum states are represented by
p € L(H), suchthat p > 0and Tr p = 1. The space L(H) can
be endowed with a Hilbert-Schmidt inner product (X, Y) :=
Tr[X Y], transforming it into a Hilbert space.

A. Preliminaries

The evolution of quantum states is described via quantum
channels, linear superoperators & : L(H) — L(K) that are
completely positive and trace preserving (CPTP). The time
evolution of observables is via the adjoint channel, £ . which
is defined as

(X, EY)) = (E7X),Y) VX € L(H),Y € LK). (1)

For closed quantum systems, the dynamics is described by
a family of unitary channels, I (X) := U,TX U;, where U; €
U(H) (= unitary group over the Hilbert space H) Vr.

Given a unitary dynamics {U, },;>¢ over #, the fundamental
quantity that we will use to quantify information scrambling
is given by the “the square of the commutator” between an
operator W and a time-evolved one V (¢) := U,TVU,,

1
Crw (1) := IV @) W1, 2

where || X, := (X, X). If we choose V, W to be unitary,
then the commutator Cy w (¢) is related to the four-point cor-
relation function,

Frw(t):= %Tr(VT(t)WTV(t)W) (3)
as
1
Cywt)=1- ERCFV,W(t)~ 4)

The four-point function Fy w (¢) with unusual time ordering
is the so-called out-of-time-ordered correlator (OTOC). Note
that we will be working with the infinite-temperature case
throughout this paper, and hence the factor of 1/d in the
OTOC (and the associated squared commutator).

Following Ref. [38], we will from now on consider a bipar-
tite Hilbert space, Hap = Ha Q@ Hp = C% @ C% and define

the averaged bipartite OTOCs by

G(ut) = EVA,WB[CVA,WB(I)]’ (5)

where V) =V QI Wg =1, QW, with V e U(Hy), W €
U(Hp), and Ey y[e] := fHaar dV dW]e] denotes Haar aver-
aging over the standard uniform measure over U (Hap)). We
emphasize that in this work (and Ref. [38]), the Haar averages
are performed over the operators V, W in the OTOC but not
over the dynamical unitary U;, which is left as an input to this
correlation function. Equation (5) defines the key quantity of
this paper. In Ref. [38], we showed that the double-average in
Eq. (5) can be performed analytically, and for unitary dynam-
ics, the averaged bipartite OTOC takes the following form.
Throughout this paper, we will use primed subsystems A’ to
refer to a replica of a subsystem A, i.e., Ha = Ha, Hp = Hp,
and so on.

Proposition 1. From Ref. [38], let S44' be the operator over
Hap @ Hap that swaps A with its replica A’, and so one has

1
GU)=1-—Tr (San U2 San U ®2). (6)

This simple formula—which, quite surprisingly, coincides
with the operator entanglement of U, as originally defined
in Ref. [44]—provides the starting point of the analysis in
Ref. [38]. It allows one to connect the averaged bipartite
OTOC to a variety of physical and information-theoretic quan-
tities, e.g., entropy production and channel distinguishability,
among others. For completeness, we review some of these
ideas in Appendix A.

We are now ready to discuss the generalization of the
bipartite OTOC formalism to open quantum systems, where
unitary transformations are replaced by more general quantum
operations.

B. Open OTOC

Assuming that standard Markovian properties hold, the
system dynamics in the Schrodinger picture is then described
by a trace preserving, completely positive (CP) map, also
known as a quantum channel £ T [58]. It follows that in the
Heisenberg picture (i.e., the one adopted throughout this pa-
per) the observable dynamics is described by the unital CP
map £. Recall that a quantum channel £ is called unital if and
only if £ (%) = %, where % is the maximally mixed state (or
the Gibbs state at infinite temperature). Namely, such a map
has the maximally mixed state as a fixed point. Several impor-
tant physical operations that one can perform on a quantum
system are unital, for example, unitary evolution, projective
measurements without postselection, and dephasing channels,
among others. A quantum channel £ is trace preserving if and
only if £ is itself unital. While many of the results and ideas
which follow do not rely on this assumption, for the sake of
simplicity, we will assume that £ is indeed unital (= & is a
quantum channel).

We define the open (averaged) bipartite OTOC by

1
G(©&) = 2 Ev, w, [ILE(Va), Wall3, (7

where V4, Wp, and the average are as defined in Eq. (5). The
first step is to generalize Eq. (6) to the open case.
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Proposition 2. Let S = Saapp be the swap operator over
Hap ® Hap; then for a quantum channel £ : L(Hap) —
L(Hap), the open bipartite OTOC takes the following form:

G(E) = - —5 Tr ((dpS — Saa)E®* (San))- ®)

A few remarks are in order:

(a) If Lg(X) := SX [59], one has that [E®2, Lg] = 0, if and
only if £ is unitary (see Appendix C for a proof). In this case,
the first term in Eq. (8) becomes equal to one, giving back
Eq. (6).

(b) From [E®?, L] = 0 and Sgp = Saa'S = SSaa, One sees
that the second term in Eq. (8) can be written Sgz £%%(Spp).
This means that in the unitary case there a symmetry between
the subsystems A and B which is lost in the general open case.

(c) Since, for unitary dynamics, Eq. (6) coincides with
operator entanglement [44] of U, one has that

GU)=0 <= U =U, ® Us. &)

However, for nonunitary dynamics, £ = &4 ® £ = G(€) =
0, but the converse is not true. Namely, one can have zero
G(&) even for £ # &4 ® Ep. Later, we will illustrate this phe-
nomenon by an example of a dephasing channel.

(d) Let us remember that given the quantum channel & :
L(H) — L(K), one defines the Choi state associated to it by

pe = (E @D (@F]) € LK) ® LH),  (10)

where |®1) = d~'2 Y4 1i)®? € L(H)®?, (d = dimH).
Notice that in the unitary case, E =U = U o U T, Eq. (6)
can be written as [44]

GU) =1 — |trgw oy, I3 = Sttres oug,)s (11)

where Sy is the so-called linear entropy, i.e., Sp.(p) (=1 —
Tr(p?). This shows why the averaged bipartite OTOC corre-
sponds to a measure of operator entanglement for U, across
the A : B bipartition [44].

The following result can be seen as an extension of Eq. (11)
to general quantum channels.

Proposition 3.

(i) GE)=dpll Trw pell; — | Trzm pellz. (12)

= dy(| oz ~

where & : L(Ha) = LHag): X > EX ® }—B) and 7 : L
(Hag) = L(Hap) : X Trp(X) ® .

In words, the averaged bipartite OTOC (8) for a channel
& can be expressed as a difference of purities of (reduced)
Choi matrices of £ or as a (squared) distance between the
Choi matrices of channels £ and 7 o £. More precisely, since
the map between channels and the corresponding Choi state
is injective, the right-hand side (RHS) of Eq. (13) measures
the distance between the channels £ and T o £. Hence, we
see that G(£) = 0 if and only if £ = T o £. Namely, VX €
L(Ha),

(i) G(E)=dslps — progl? lor.zl3):

I I I

In passing, we observe that the map 7T is a (super)projection
that can be realized as a group average 7 (X) = Ey[(I4 ®
U)XA, @ UM, with U € U(Hp).

From the physical point of view, one of the main findings
in Ref. [38] was to show that the bipartite OTOC G(U;)
is nothing but a measure of the average entropy production
by Trp[€] over pure states. Operationally, one prepares pure
states in the A subsystem tensorized with the totally mixed one
in the B subsystem and lets the joint system evolve according
to the channel £. The entropy that is then observed in the
A subsystem alone is the result, in the unitary case, of the
information loss due to leaking into the B subsystem induced
by the evolution, i.e., quantum information scrambling.

One can extend that key result to the open system case.

Proposition 4. We denote by i := |) (Y| with [{) € Hy.

Then,
G(E) = NAE y [S.(Trg E(y)) — du(SLEW)) — SP™)],
(15)
where E,, is the the Haar average over Hs, Ny := d/zijl,

Smm =11
d
We note that for £ = U, that is, closed system dynamics,
the second term in Eq. (15) is zero. In general, since £ is

unital, one has that (S, (Trp [S(g/f)]) Sty >1—4 Vw €
H,4). Hence,
GE)YKGCE) LG =1 - ik (16)
A

where the “scrambling entropy” production G** is given by
the first term in Eq. (15).

Crucially, Eq. (15) shows that in the open system case
in G(&), there is a competition between the entropy produc-
tion, quantified by the first term G**" due to scrambling, and
the second one due to decoherence. For example, if £(y¥) =
%, Vi, then the scrambling term attains its maximum value
Gmax, but this is exactly canceled by the decoherence contri-
bution. This situation, as shown in the next section, can be
physically realized by a dephasing channel in the maximally
entangled basis.

We stress that to obtain a satisfactory estimate of the
average in the RHS of Eq. (15), one does not, in practice,
need to sample over the full Haar ensemble. An adequate
estimate can be obtained with a rapidly decreasing number of
necessary samples, as the dimension d,, grows. For example,
in the unitary case, if P(¢) is the probablhty of the entropy
Sin[& (1Y) (] )] deviating from —G(L{t) more than ¢ for
an instance of a random state, one ﬁas that [38]

dA—e). (17)

P(e) < exp (— )

It is also important to notice that the two terms in Eq. (15)
can be, in principle, measured independently and therefore
have a well-defined operational meaning in their own right;
see Appendix B for a detailed discussion.

III. SOME SPECIAL CHANNELS

For concreteness, let us now consider a family of maps
which includes several ones of physical interest and for which
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Eq. (8) takes a particularly interesting form. Let us start with
dephasing channels stricto sensu.

A. Dephasing channels
Proposition 5. Consider the dephasing channel, £ = Dg,

where Dg(p) = Z  Hgpll, and B = {T1,}9_, with [T, =
[ Vo) (Vel, an orthonormal basis. Then,

1~ =~
G(Dg) = d—/%“X]B - Xz, (18)

where ()7]3 Ja,p i =dg Y ous pp) is the renormalized Gram ma-
trix of the system and p, = Trg(I1y) Vo.

Equation (18) describes an “idempotency deficit,” namely
how far away Xg is from being equal to its own square X. X2

Hence, G(Dg) = 0 if and only if XB is a projector.

Define |¢%)x := f Z ), (X =A, B) and consider

the following two examples of vanlshlng G.

G A product dephasing channel ie.,, Dgp = Dp, ® Dp,.
Let By = {P; } d 2, and B = {Q/ P then the projectors cor-
responding to D]B are {P; ® Qk}j]*‘kd”1 It is easy to show that
the Gram matrix corresponding to B takes the form X =

Ix ® |¢%)5(¢°].

(i) A maximally entangled dephasing basis, i.e., each of
the p, = T4/d4, and therefore a simple calculation shows that
the Gram matrix takes the form X = |¢*)4(¢*| ® |¢*)5{(d°].

Quite interestingly, Eq. (18) allows one to connect G(Dp)
to the entanglement of the states comprising B.

Proposmon 6. Let B = {I1,}, po, = Trp[I1,], and A,

P Then if [|A4ll53 < &(Va), one has the followmg
upper /i)ound on the open OTOC for dephasing channels,
G(Dp) < £

Since I1, are pure states, if A, is small, then the states
I1, are nearly maximally entangled across the A : B partition.
Therefore, the bound then tells us that the more entangled
the dephasing basis states, the smaller the OTOC. Note that
the assumption above, in order to make its connection to
entanglement clearer, can also be recast as

Sp(pa) = S™ —¢

where S :=1—1/d,.

Another useful way of rewriting Eq. (18) is obtained by
introducing the following B-dependent state, Rp € H®> =
Has ® Hp ® Ha ® Hp, such that

1 d
Rp =~ Mo ® Mo = (Ds ® NISLHPLD,  (19)

a=1

where @) :=d "2 YY_ |¥,)®2. The second equality
above shows that R is nothing but the Choi state associated
to Dp. Using Eqgs. (12) [or (18)] and (19), one can write

G(Dg) = — <SAAr Rp) — ||RﬁA"§’

(20)

where R%A’ := TrppRp. Since the first term in Eq. (20) is
upper bounded by 1 and the second term is lower bounded by

d3, one immediately obtains the B-independent upper bound

! =0 ! 21
a)‘ (7) D

This inequality shows that the maximal value of the OTOC
that is achievable by dephasing channels is well below the
upper bound Egq. (16), G™ =1 — 1/d3.

To explore this phenomenon, we now move to consider
random dephasing channels. The set of B’s is naturally acted
upon by the unitary group U (H) [60]:

By = {1},

1
G(Dg) < a <1 -

> U By :={un@u’})’

a=1"

In terms of the Rp matrices, Rp, > U®*Rp,U®2. By con-
sidering the U’s Haar distributed, one obtains the desired
ensemble of random dephasing channels. The next proposi-
tion shows the average and measure concentration for G(Dg)
for such an ensemble with d4 < dp.

Proposition 7. (i) Ey[G(Dy.p,)] < 4d2 = O( d2)

(i) Prob{G(Dp) > é + €} < exp[— d62 /KZ], where K is
the Lipschitz constant of the function F(U) := G(Dy g,) and
can be chosen K > 100.

In words, in large dimension the overwhelming majority of
random dephasing channels have a G(Dg) which is (1 /dﬁ).
This is the result of decoherence which makes the first term
in Eq. (20) [or Eq. (12)] be O(1/d3) for typical dephasing
channels. On the other hand, such a term in the closed case

is identically one and typical unitaries have a G({/) which is
close to G™#* [38].

B. Entanglement-breaking channels
Here we discuss the class of channels called entanglement-
breaking (EB) or measure-and-prepare, defined (in the
Heisenberg picture) as

Ppp(X) = > M, Tr[§X], where Y M, =1 (22)
k k

Here, ®gg : L(Hap) — L(Hap), Where {M;}, {5;} are linear
operators on L(Hp) with the additional constraint that {M; },
form a positive operator-valued measure (POVM) and {8} is
a set of quantum states.
For general EB channels, we have the following form.
Proposition 8. Consider a general entanglement-breaking
(EB) channel as in Eq. (22); then

1
G(®en) = — > (31 88)[ds(Mi, Mie) — (M, M), 23)
k,k’

where M} = Trp My and §;' = Trp §.

Note that dephasing channels are a special case of EB
channels when the measurements are rank-1 projectors and
the prepared states are (the same) pure states; that is, let B =
(W) (lYi_, and & = [yu) (el = My Yk ={1,2,....d},
and then &g = Dpg. Therefore, G(Pgp) takes the analytical
form in Eq. (18).

As an example, one can consider the following form
of EB channel. Let B = {I1,}, [T, = Vo) (VY] and B =
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(I}, My = |¢e) (dal be two bases for Hap. Then,

B d
O 1= Mo (WalX |¥)- (24)
k=1
For this class of channels, we have the f011(>~wing form of the
open OTOC. Let p, := Trg Iy, 0y := TrpI1,. Then,

d d
I o
G(o ) = ;(@anu%— > <pk,pkf><pk,pk/>>.
k=1 k

k=1
(25)

For B =18 (with the identical ordering of states), this takes
the form of the dephasing channel.

It is easy to see that also for Eq. (25) the bound (21) holds.
Indeed, the first term in Eq. (25) is clearly upper bounded by
1/da, i.e., when all the p;’s are pure, and the second can be
written [|d~' Y, px ® Dk ll5 and therefore is lower bounded
by 1/d3. This is achieved for B being a product basis and B
maximally entangled, i.e., 0, = 1/dy, (Vk).

C. B-diagonal channels

Let us now move to analyze a generalization of the above
which we refer to as B-diagonal channels. Consider a basis
B := {la)}?_, of Hap and map & such that

Egla)(']) = oo la)(@| (Yo, o), (26)

with ¢y € C Va, o'. This family, for example, comprises
unitary channels, dephasing channels, and quantum measure-
ments. We can then prove the following.

Proposition 9. (1) If & = (¢pg.o ) =0, and ¢y o =
1 (Ya), then Eq. (26) defines a (unital) quantum channel
whose eigenvalues are encoded in the matrix ®.

(ii) pa,or = Trp |a)(a’], then

d
G(€a) = 5 D 1bu P llpucl

1
— =2 D Giwtpslpaw ppp)l. Q)
a0 BB

We note the following facts:

(a) For ® = 1, we recover the dephasing channel Dy and
Eq. (27) becomes Eq. (18).

(b) For ¢y o = €% %) with {0,}, € [0, 27), one recovers
unitary channels and Eq. (27) becomes Eq. (6). In particular, if
¢o.or = 1(Va, a’) we have £ = T and therefore G vanishes.

(c) Suppose that the dynamics is generated by a Lindbla-
dian

LX)=Y" (LMXLL - %{LMLT,X})
I

where the Lindblad operators L,, form an Abelian algebra and
{X,Y} := XY + YX. Then one one has that & = ¢'“ is of the
form Eq. (26) with

1 /7 . /=
Ou.or = EXp |:—§ Z(|aﬂ — on|2 — 211m(auaﬂ)):|,

28

being the |o) a joint eigenbasis of the L,, ie., L,|a) =
aula), Lf o) = d,|a), (Y, o).

To illustrate the physical relevance of the family of chan-
nels in Eq. (27), we now provide a couple of simple analytical
examples arising from a dynamical semigroup. They are
aimed at making manifest nonunitary effects and their inter-
play with unitary ones. For both examples below, Hy = Hp
and the relevant basis {|o)} is an eigenbasis of the swap
operator S, e.g., the Bell basis for dy = dg = 2.

Example 1. Let us consider the Lindbladian

L=AdS -1,

where AdS(X) := SXS. Then, by a straightforward exponen-
tiation one finds a convex combination of unitaries

E = e = a()] + b(1)AdS

with a(t) = (1 4+ e™"), b(t) = 5(1 — ¢™*). The Lindbladian
here is designed to generate an evolution which is a mixture
of the identity and the SWAP unitaries. The idea is that the
swap unitary maximizes the (unitary) bipartite OTOC, while
the identity channel corresponds to zero bipartite OTOC. The
probabilities for these two evolutions are time dependent and,
as time evolves, the weight corresponding to the swap unitary
increases exponentially (from zero) while that of the identity
decays (from one) to zero. Namely, it generates a maximally
scrambling evolution with increasing time. We have &, =
a(t) + b(t)AqAe With Ay = £1. The open averaged bipar-
tite OTOC for this channel is

G(&) = b*(t) G™.

Note that the identity component of & does not contribute
to the averaged bipartite OTOC and G(Ex) = %Gma".
Example 2. Let us consider the Lindbladian

£ =iadH + AM(Dg — ),

where adH (X) := [H, X] and Dp is the dephasing superop-
erator. We assume that the dephasing basis is the same as the
Hamiltonian eigenbasis, i.e., B = {I1;} with IT; the Hamilto-
nian eigenstates. In this case [adH, Dg] = 0 and therefore the
dynamics is given by a convex combination of a unitary and a
dephasing channel

& =" =a(t)e™ ™ + b(1) Dg,

where a(t) := e and b(t) := 1 — a(t). This corresponds
t0 Do = a(t) €' *e*De + b(t) 84q, With Agjer = £1. More-
over, if we assume that Dg(X ® }—B) =Tr(X )%, then the
bipartite OTOC becomes

G(&) = a*(t) G(e™H),

If the Hamiltonian is the SWAP operator, S one gets
G(e"H) = (1 — cos*(t)) G™*. Figure 1 shows the corre-
sponding pattern of exponentially damped oscillations.

IV. QUANTUM SPIN CHAINS

As a physical application of the open OTOC, we study
paradigmatic quantum spin-chain models of quantum chaos
in the presence of open-system dynamics. For systems in-
teracting with a Markovian environment, the dynamics can
be described by a Lindblad master equation (sometimes also
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time

FIG. 1. Nonunitary OTOC G(e*') with £ = iadS + A(Dg — I),
where S is the swap operator and B is the Bell basis (dy = dp = 2).
The different curves correspond to different choices of the dephasing
parameter A. Over the timescale A~' on which dephasing becomes
relevant, the “scrambling entropy” [first term in Eq. (15)] is balanced,
and eventually overwhelmed, by the decoherence-induced entropy
production [second term in Eq. (15)]. For any fixed time ¢, the OTOC
suppression is exponential in the dephasing strength A. Moreover, in
sharp contrast with the unitary case, for any A # 0, the infinite time
limit of the OTOC is vanishing.

called the Gorini-Kossakowski-Sudarshan-Lindblad (GKSL)
form) [58],
dp(t
40U _ £1p)) = —itH, p(o)]
Cdr
1
+ Z (L,-p(t)Lj - 5lLL;, p(t)}), (28)
J

where L' is the Lindbladian, H is the Hamiltonian, p(t) is
the quantum state at time ¢, and {L;} are called the Lindblad
(or jump) operators, which constitute the system-environment
interaction. The master equation above gives rise to a one-
parameter family of time-evolution superoperators (in the
Schrodinger picture),

=L t>0. (29)

t

We consider two quantum spin-1/2 chains on L sites: (i)
the transverse-field Ising model (TFIM) with an onsite magne-
tization and (ii) the next-to-nearest-neighbor Heisenberg XXZ
model (XXZ-NNN).

Hrpv = —<Z 00/ +80; +hoj ) (30)
L-1
s =1 5 307 + ol + 2030
=1

+JZ ] ]+

Here, the a]‘?‘,a € {x, v, z} are the Pauli matrices. For the
TFIM, g, h denote the strengths of the transverse field and
the local field, respectively. The TFIM Hamiltonian is

2+A’ o} j+2) 31)

integrable for 4~ = 0 and nonintegrable when both g, i are
nonzero. We consider as the integrable point, g=1,h =
0 and the nonintegrable point g = —1.05, 2 = 0.5. For the
XXZ-NNN model, J(J') denotes the strength of the nearest-
(next-to-nearest-) neighbor coupling, and A(A’) denotes the
anisotropy along the z axis. The XXZ-NNN model Hamil-
tonian is integrable by Bethe ansatz for J'=0= A". We
consider as the integrable point J =1, A=0=J= A/,
which can be mapped onto free fermions and as the nonin-
tegrable point, J = 1, A =0.5,J =1, A’ = 0.5 [61].

We consider two types of jump processes at the boundary
6)) amphtude damping, with Lindblad operators /oo ao; and
JaoE aL ; and (11) boundary dephasing, with Lindblad operators
JY Yoyt f oF. Note that similar models have been considered
before to study nonequilibrium spin transport [62-64] and
dissipative quantum chaos [65]. To numerically simulate the
evolution, we “vectorize” the Lindbladian superoperator £
into a 4¢ x 4" dimensional matrix representation,

L) = i(I ®HT—H*®H)+Z<L§®LJT
J

1
- EL;‘LJT QI — —]I ®LIL; ) (32)

where X7, X* denote the matrix transpose and complex con-
jugation, respectively [66].

We simulate exact dynamics for the open system and com-
pute G(&;) for L = 6 spins across the bipartition 1 : L — 1. In
Figs. 2 and 3, we consider the two models in Egs. (30) and (31)
with their integrable and chaotic limits. As we increase the
strength of system-environment coupling, namely, in Fig. 2
the parameter « and in Fig. 3 the parameters «, y, the open
OTOC G(&;) starts decaying from its closed system value,
G(U,). In Fig. 2, the integrable and chaotic phases are clearly
distinguishable for the closed system case (¢ = 0); however,
for « = 0.05, the phases become indiscernible due to open-
system effects. Similarly, in Fig. 3, the revivals in the free
fermions regime is clearly distinguishable from the noninte-
grable regime for the closed system (o« = 0 = y). However,
at o = 0.1 = y, the two are less discernible. Note, however,
in this “strongly integrable” regime (since the system can be
mapped onto free fermions), even by increasing the dissipa-
tion strength, one can see revivals (or fluctuations).

Furthermore, following the intuition developed in Proposi-
tion 2, we can separate the contributions due to environmental
decoherence and the dynamical entanglement generation. The
open OTOC G(&) = GWV(&) — GP(E) is the difference
of two terms, GV(&) = % Tr[SE®*(Saa)] and GA(&) =
dlz Tr[Saa E%%(Saa)]. As illustrated in Fig. 4, the first term
G (&) displays a similar behavior in the integrable and
chaotic regimes for both the TFIM and the XXZ-NNN model;
however, the second term, G®(&,) can still diagnose quantum
chaos, even in the presence of dissipation. In fact, as we
know from Proposition 3, this is the open-system variant of
the operator entanglement-OTOC connection for the unitary
case and is expected to be the diagnostic of these two phases.
Moreover, notice that after separating these two contributions,
one is able to distinguish the chaotic and integrable phases for
the TFIM which were less discernible previously.
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time time
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FIG. 2. Temporal variation of the open OTOC G(&;) for the TFIM Eq. (30) with L = 6 spins. The three curves correspond to varying
choices of the dissipation strength ¢ in the Lindblad operators, Eq. (28). The chaotic (g = —1.05, # = 0.5) and integrable (g=1,h = 0)
phases are clearly distinguishable for the « = 0 case (closed system); however, increasing the dissipation strength to « = 0.05 makes them
fairly indiscernible and destroys the revivals (or fluctuations) characteristic of integrable systems.

V. CONCLUSIONS

In this work, we generalize the bipartite OTOC to the case
of open quantum dynamics described by quantum channels.
We provide an exact analytical expression for this open bi-
partite OTOC which allows us to understand the competing
entropic contributions from environmental decoherence and
information scrambling. The separate contributions to entropy
production can be understood via (a) Proposition 3 as the
difference of purities of the Choi state (corresponding to the
dynamical map) across different partitions and (b) Proposition
4 as the average entropy production under the reduced dynam-
ics and that due to the (global) mixedness of the evolution.

As a concrete example, we study special classes of
channels, namely dephasing channels, entanglement-breaking
channels, and B-diagonal channels. For dephasing channels,
the open OTOC can be expressed in terms of the “idempo-
tency deficit” of the Gram matrix of reduced states of the
states in the dephasing basis. Moreover, if the (dephasing)
basis states are highly entangled, then an upper bound on the
open OTOC can be obtained in terms of their deviation from
maximal entanglement. Furthermore, we provide an analytical
estimate of the open OTOC for random dephasing channels,
deviations from which are exponentially suppressed due to
measure concentration.

AR
IR Y lf prﬂﬂp?w —an

time

(2)

=)

&
<
~

S |
|
02r |

a=0.01,y=0.01
a=0.1,v=0.1

Finally, as a physical application of our analytical re-
sults, we consider paradigmatic quantum spin-chain models
of quantum chaos in the presence of open system dynamics.
As expected, the dissipation effects obfuscate the dynami-
cal scrambling of information and the integrable and chaotic
phases become less discernible as the strength of dissipation is
increased. However, our analytical results allow us to separate
the entropic contributions, making discernible the “scram-
bling entropy” even in the presence of dissipation.

In closing, we list two promising directions for future
investigations. First, exploring further the interplay of the
two distinct contributions to entropy production—that can
obfuscate the effect of information scrambling—and how to
build robust techniques to delineate them in an experimen-
tally accessible way. And second, the averaged (bipartite)
open OTOC discussed in this paper has a well-defined
quantum-information theoretic meaning in terms of opera-
tional protocols (see Appendix B), which make no direct
reference to the system’s temperature. However, it is a com-
pelling topic for future research to study extensions where the
formal infinite-temperature average is replaced by expecta-
tions over other steady states of the quantum channel under
examination, for example, finite-temperature Gibbs states for
Davies generators [67,68].

0.6}
< 04t
G)
0.2}
0.0 ‘ ‘ ‘ ‘ ‘ g
0 5 100 15 20 25 30
time
(b)

FIG. 3. Temporal variation of the open OTOC G(&,) for the XXZ-NNN model Eq. (31) with L = 6 spins. The three curves correspond
to varying choices of the dissipation strength o in the Lindblad operators Eq. (28). The nonintegrable (/ =1, A =0.5,J =1, A’ = 0.5) and
integrable (/ = 1, A =0 =J = A’) phases are clearly distinguishable for the « = 0 = y case (closed system). The integrable model here
can be mapped onto free fermions and hence unlike the TFIM case, even after increasing the dissipation strength (¢ = 0.1 = y), the system
demonstrates revivals (or fluctuations) characteristic of integrable systems.
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APPENDIX A: REVIEW OF OPERATOR ENTANGLEMENT
AND ENTANGLING POWER

Let us briefly recall the ideas associated to operator en-
tanglement and entangling power; see Refs. [44,45,69] for
a detailed discussion. Given a d-dimensional Hilbert space
‘H, the algebra of linear operators over H, L£(H) is endowed
with a Hilbert space structure itself denoted as H g, induced
via the Hilbert-Schmidt inner product. Moreover, Hys is iso-
morphic (both algebraically and as a Hilbert space) to H%?;
therefore, one can associate bipartite states to linear operators.
This is analogous to the Choi-Jamiolkowski isomorphism.

Formally, given U € Hyg, one can define |U) := (U ®
I)|®*), where |®T) := \/LEZ‘;ZI |j)|j) is the maximally
entangled state across H®2. Now, if the Hilbert space
‘H itself has a bipartite structure, that is, H = Hx ® Hs,
then the corresponding state representation of U = Uyp
(since it generically acts on the total space) is a four-
party state. Namely, |U)apap = (Uap ® Lo )| P )apap with
| aparp = «/%7 Z?:l |j)YaBlj)as . Moreover, notice that for
the state |U)apap, the entanglement across the AB|A’B’ par-
tition is maximal (since it is local unitarily equivalent to
the maximally entangled state). However, the entanglement
across the AA’| BB’ partition is nontrivial and one way to quan-
tify this would be to compute the linear entropy across this
bipartition. This is precisely the operator entanglement. That
is, tracing out over BB’ we obtain oy := Trpp[|U)(U|] and
computing its linear entropy defined as Sy, (p) := 1 — Tr[p?],

a=0.01,7 = 0.01

we have

Eqp(U) := Sin(oy) = 1 = Te[(Trgp [UYU]’]. (A

Another key quantity that is related to the operator entan-
glement is the entangling power of a unitary U acting on a
(symmetric) bipartite space Hap = Ha @ Hp withdy = dp =
Vd, defined as the average amount of entanglement generated
by U via its action on pure product states. Formally,

ep(U) = Eveumn.weudts) [Eop UV ) [ Yw;))],

where |y, ) = V|¥p) (and similarly for |y, )). Quite remark-
ably, the entangling power and the operator entanglement are
related as

(A2)

2

(d+ 1)

where S is the SWAP operator between subsystems A, B (as-
sumed to be symmetric for the connection to entangling
power).

ep(U) = [Eop(U) + Eop(US) — Eqp(S)],  (A3)

APPENDIX B: A PROTOCOL FOR ESTIMATING
THE OPEN OTOC

Proposition 4 establishes the open OTOC, G(£), as the
difference of two terms, each of which quantify the average
entropy production of channels £ and Trg[£], respectively. Let
us briefly review the case for unitary channels first, which was
first discussed in Ref. [38].

For a unitary time evolution {4 };>0, the bipartite OTOC
can be expressed as

d 1
e CUTLTS) S

G(Ut) =

where AI(A)(,OA) = TrplU;(ps ® IB/dB)U:], Eyen, denotes
random pure states uniformly distributed in H,4, and Sy, ()
is the linear entropy. The basic protocol is to (i) initialize a
random state in subsystem A and a maximally mixed state in
subsystem B, (ii) apply the channel 4 to the entire system
AB, (iii) trace out subsystem B, (iv) measure the linear entropy
of the resulting state, and (v) repeat for many random initial
states uniformly distributed in H,.

a=001,v =001

1.0 ‘ 1.0f4 ‘ ‘ 1
M \ ~ integrable G(&) 8} '
“ 0.6} : % 0.6} ]
~ 06 chaotic G (&) & l
Ty 0.4f Ty 0.4f ]
N integrable G@(&,) O | 0] A A ) ot A

0.2t ] 0.2 ]

— chaotic GP (&)
0.0k . . . . . i 0.0 . . . . . i
0 5 10 15 20 25 30 0 5 10 15 20 25 30

time

(@

time

(b)

FIG. 4. Temporal variation of the individual terms of the open OTOC G (&) = j—’; Tr[SE®2(Syx)] and GP(E,) = d% Tr[San E2%(San)]
with G(&) = GP(&) — GP(&,). The two figures correspond to the integrable and chaotic limits as considered above for the (a) TFIM and
(b) XXZ-NNN model with L = 6 spins, respectively. The dissipation parameters are o = 0.01, y = 0.01. The first term G'V(&,) originates
from environmental decoherence and is similar for both the integrable and the chaotic cases. However, the second term, G?(&,), is clearly
distinct for the two phases and can diagnose quantum chaos even in the presence of dissipation.
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The key ideas are that (i) due to measure concentration, as
dy grows, fewer random states are needed to estimate G(U;)
exponentially well and (ii) linear entropy of a quantum state
can be measured in an experimentally accessible way. See,
for example, the seminal experiment in Ref. [70] where the
purity (which is equal to one minus the linear entropy) was
measured by interfering two uncorrelated but identical copies
of a many-body quantum state; similar ideas have also been
considered previously [71-74].

Furthermore, there have also been recent proposals based
on measurements over random local bases that can probe
entanglement given just a single copy of the quantum state,
and, in this sense, go beyond traditional quantum state tomog-
raphy. The main idea consists of directly expressing the linear
entropy [75,76], as well as other functions of the state [77], as
an ensemble average of measurements over random bases.

Now, for the open-system case, to estimate
Ey [Sin(Trg E(F))], we replace in the protocol above, U,
with the channel £. To understand this, recall that € is defined
such that its action is &1 (pa) = E(pa ® - ) analogous to the

channel A,(A) for the unitary case. For the second term that is
proportional to E. [Sin(E(¥))], we simply drop the partial
tracing over subsystem B above and everything else in the
protocol is the same.

APPENDIX C: PROOFS

1. Proof of Proposition 2
Proof. Let us start by simplifying G(€) first,

G(&) =

]E A). B 2 1
2(dady) acuy B IIE(A), Blll3,  (C1)

where Excg(---) = fwaam --) denotes the Haar av-
erage and the factor of 5

orlglnates from the squared
commutator, while the factor of ﬁ is for the infinite-
temperature state.

Now, expanding the commutator gives us

G(©E) = %m (E(ANHE(A)) —ReTr (E(A)B'EAT)B)],
(C2)
where d = dudp.
Using the identity
Tr(XY)=Tr(SX ®Y), (C3)
we have
Tr (E(AT)E(A)) = Tr (SEF*(AT © A)), (C4)
and
Tr(E(A)B'E(AT)B) = Tr(SEZ*(A® A")(B' ® B)). (C5)

We now use another key identity,

AA’

Eic,(A' ® A) =
dy

(Co)

where Syu is the operator that swaps the replicas A with A’.
The analogous expression for BB’ also holds.

Then, we have

Eacuy, Tr (SE®2(AT @ A)) = Tr (55®2 (2&)) (C7)

A
and
R o2 Saa\ [ Ssy
Eicy, e, THEA)BTEANHB) = Tr ( 5692 224 ) ( 222
dy dp
= éTr (SAA/E'@Z (SAA,)),
(C8)

where in the last equality we have used the fact that § =
SaaSpp .
Putting everything together, we have

G(©&) = Tr ((dpS — Saa )E®* (San)). (€9

1
(dadp?

Note that if & = U, then SU®2S,4, UT®% = U®2S5, UT®2
using [S, U®?] = 0 and S = Sy4'Spp, and then the first term
of G(&) becomes one.

We now show that [Lg, £8?] = 0 <= & is unitary.

Let Lg(X) := SX be the superoperator that denotes the left
action of the swap operator. Note that

LeE%2(S) = E¥2Lg(S) = E%2(I). (C10)

Let £(X) = Y;A;XA] with }_;AJA; =1 be its Kraus
representation. Then,

— AT AT
- J L
E AA! ® AA

iJ

- o At
LHS = S(Z(A,- ®A)S(A] ®Aj)>
iJj
(C11)
where LHS indicates the left-hand side. Now, the RHS is
i AA] QA jA;. Taking the trace of both sides, we have

D ITr(A;ADP =) Tr(AA]) Tr(4;A7) . (C12)
ij WOTAE e
ill2 14115
Using the Cauchy-Schwarz inequality, we have
(A, AP < A IA; 15, (C13)

where the equality holds if and only if Vi, jA; = A;;A;.
If A; = AA Vi, then

EX) = Z 1i1PA0X A] = AgX A},

i

where Ag = /Z |Ai|%Ap.

Namely, £ is a CP map with a single Kraus operator,
therefore, & is unitary. [ |

(C14)

2. Proof of Proposition 3

Proof. Given a bipartite channel, 45, consider its Choi
state,

pe = (Eap ® Ly ) (19T ) (7)),
b ipan) = f YD liajs) ® lia js)-

(C15)

where |¢pT1) =
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Then,
dy dg
Z Y EANU @1 imD @ 1) (L ® 1) .
ll 1 j,m=1
(C16)
Notice that
1 &
Tegw [pe] = = > Tra[E(1i)(11 ® 1) ® I {I1] = pg"
i,l=1
(C17)
And,
Trg [pe] = Zeuz (l®Ip) @il = p™. (C18)
zl 1
Then,
2 1 &
[o2" I = =5 D7 I Trsl€li) 1 @ I3
i,[=1
1
= =5 TS €% San)), (C19)
and

dy
2 1 . 1
|02 = 25 D IEW ® I3 = -5 THSEP (San)
i,l=1
(C20)

Therefore, the open OTOC can be re-expressed as the
difference of purities of the Choi state pe across different
partitions,

G(E) = dpll Trplpelll; — | Trag [pelll>- (C21)
Notice that for a dephasing channel, Dg, one finds
1
PP = Z M, ® M, = Ry (C22)

and the G(Dp) becomes the known expression with the R
matrix.

Moreover, for unitary channels, pi*" is isospectral to p5
since the state p/PA is pure. It is easy to show that p5 =
Ip /dp ; therefore, its purity is 1/dp. That is, for unitary chan-
nels the first term of G(Uf) is equal to one, as expected. As
a result, we have G{U) = 1 — ||,0 ||2, which is the operator
entanglement of the unitary channel /.

To prove part (ii), notice that

dy
Tr[SES* (San)] = Y TrISEZ*(1i)a(jl @ Ip ® |j)a (il © Ig)]
ij=1
da
= ) Te[SENj| ® Is) @ E() il ® Ip)]

i,j=1

(C23)

(C24)

Now, notice that for & X)=¢8X® ji_l; ), we have

:—Z(€®I)|I)A(]|®|l) Al

(C25)

L& (o o
=a;6(|z>u|®£>®|z>m|.

N . .2
Then, l|pgll; = 22 3205 1€ @ ) ® lia I,

Therefore,

2

(e )] -

[Se®2<SM)]— dpllpgl3.

d
(C26)

Similarly, we have

Tr[Saa E2*(San)]

ZTr[SM <|z (jl1® = >®5<|j><i|®fl—’;)}
(C27)
Trg[ (Il (Jl® )}

Putting everything together, we have the desired proof. W

2

2
= dB”pTOE”z-
2

(C28)

3. Proof of Proposition 4

Proof. Let |¢4) be an arbitrary state and |¥4) := U|pa)
correspond to Haar random pure states over H4. Then, the key
idea of the proof is the observation that S44 can be expressed
via the identity

® _ L g )
E g ~Haar (1¥a) (¥a]) = Dt l)(IAA + Saa). (C29)
Plugging this into Eq (2), we have
———Va
o Gt {dBTr (55®2( o2 g 1o ))
A dg
—Tr (SAA/8®2< ’® % ))} (C30)
Then, using
S:X)=1-Tr(X*) =1-Tr(SX ® X), (C31)
we have
d —
T d* {SL(TrB Ewam”
—~ VA 1
- dB[SL(g(IﬂA)) - (1 - d_ﬂ} (C32)
B

where E(Y/4) = E(Ya ® 2)
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Now, notice that

~ 1 .
SLEWa) 21— 7= S (C33)
B

and since £ is unital, Sy (E (Y4 ® 7 12 y) must increase with time,
since entropy cannot decrease under a unital map. |

4. Proof of Proposition 5

Proof. Consider the dephasing channel, £ = Dg, where
Dp(X) = Yom; MaXTlo = 0_, 1Ve) (Ve (Va X [¥0),

where {I1,}, is a basis (of rank-1 projectors).
First, note that

dy
Tr(SES2Su)) = 3 Tr (SEUN (/1 ® 1) @ E(1j) il @ I1))

ij=1

dy
= > €N ® In)3,

i,j=1

(C34)

where we have used Sy = Zi‘}zl [ij)aa{jil ® Ipp.
Now,

ENI ®18) = ) 1) Vel (W |10} (] @ Ip) |} (C35)

=Y Mo Tr(puali) (1) = D _{ilpuali) T

o

(C36)

where pyo 1= Trp(|¥e) (Val).
Therefore,

Z €Dl @ I3 = Z D il paal i) anwn2

i,j=1 i,j=1 «
(C37)
Similarly,
da
Tr Saa & San)) = Y I Teg (€11 ® I)) 3
ij=1
= Z > Pualilpaali)|  (C38)
i,j=1 o

da

= D> {ilaali)il 0pp1 ) Paccr )

ij=1a.p

Z |{Parees ;0;313

(C39)

Putting everything together, we have the desired result:

G(Dp) = dz[al;gz||pw||2 Zmaa,pﬂﬁn]. (C40)
a.p

(PaasPpp)

Define the renormalized Gram matrix as X,g = P

and then
1 1

G(Dg) = — [wa - ZX&,;} = > (Tr(X) = Tr(x*))
A o af A

1
= —IIX — X[l (C41)
dA

For the bound, note that X > X? since X is bistochastic.
Therefore, one has that spec(X) < [0, 1]. Then,

IX = X2l = > xa(l = %) < rank(X)/4. (C42)

And, rank(X) < min(d?, d) since it is a Gram matrix of vec-
torsina df—dimensional space. Therefore, we have the bound,

1 d | dp
G(D I, =) =- 1, — ). C43
Dp) < mm ( di) 1 mm( dA) ( )

|
5. Proof of Proposition 6
Proof. First notice that
Iy Iy 1 (Ay, Ag)
Xop ={— + Ay, — +Ap) = Va, B).
B <dA+ d3+ ﬁ> dAdB+ a5 (Va, B)
(C44)
Namely,  fp = |61} (051 + 83 where [}, =
e S 2 1) @ 1) and [B1.p = S5
Then, using
D Ay =) py—dply="Trg [Z |wa><wa|}
=dply —dply =0, (C45)
we find that
1 N 1
ETr [XB XB] el — Tr [(SB —(SB] G(Dp). (C406)
A A
Ignoring the squared term, it follows that
1 AO(’ A )
G(Dp) < Tr[aB] =z Z—
Z < (C47)
d2 dB d2d3 dA'
]
6. Proof of Proposition 7
Proof. We have
"2
G(Dg) = (SAA’ Rg) — |Rg" |- (C48)
Let us consider the two terms separately:
1 1 .
®2 ®2 | 77i®2
aTr [SAA,U (3 Xa: o) (| ) U } (C49)

Qo
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Then, notice that E, [U®2Q,U®2] = d(];fl) , and hence
! Tr[Saa (I + S)] + Z_i < 2 (C50)
————— Tr[Saa = < —.
dydd+1) =M d+1 &
For the second term, using convexity, we have
—B B2
I Trpp Rel3 > |Trss Ry |5 (C51)
Recall that
B I+S d2laa + dpSan
Trgy Rg = Trap = C52
I'pp KB I'pp [d(d+l)] dd+1) ( )
Therefore,
—B 2 d
R ————|\dgl, Saar
H B ||2 dz(d+1)2”BAA+ AA||2
s [d® +d} +2d] > s . (C53)
T P+ 1) 4 d+1y2
Finally, putting Egs. (A50) and (A53) together,
—— B _ 2 d3 2 d3
GDg) < = -8B <= _ "B
2 1
= —d =0 d2 (C54)

For the proof of part (ii) of Proposition 7, let us consider

1 2
fB) = d—<SAAuRB) — |Rg" Hz =a(B) + B(@B). (C55)
A
We first collect a few results. First,
1
la(B) — a(B)| = A|(SAA’ , R — Rg)|
1
a”SAA/” IR — Rill;
< _||R]B — Rgllys (C56)
dy

where in the first inequality we have used the Holder-type
inequality (for matrices), | Tr[ATB]| < lAll I Bll,, and in the
second inequality, |U ||, = 1 for any unitary U.

Second,
BB) — BB)| = [|RE"]S — |RY ]3]
= [(IRg" |, + |RG" L) (IR&" [, = |RE" [I,)]
(C57)
=2|Rg" —RY|, <2||Rg" —RY"|,
< 2IIRs — Rgll1. (C58)

where in the first inequality we have bounded the 2-norm with
the 1-norm distance and in the second inequality we have
used the fact that partial trace is a CP map and the 1-norm
is contractive under CP maps.

Now, we have to bound

IR — Rgll, = IR, — (V'U)®**Rp,(VTU)®*||;, (C59)

where we have use the unitary invariance of the 1-norm.

DefineU —V = A = VU =1+ A. Then,
T+MNP=IQI+AQQI+IQA+AQA=]+X.
(C60)
Using this, we have
IRg — Rzll, = |XRg, + Rp,X + XRp,X |, < 2[ X

+IX N2 = X102+ 1X]ly),  (C61)

where we have repeatedly used [|AB||; < [|AlllIBll;, submul-
tiplicativity of norms and the fact that R, is a quantum state,
IRB,ll; = 1.
Now,
IXlo=1ARI+I®A+A® A, < + A%
(C62)
=4|U ~ VI,

(C63)

2/ Allg

= Al + 1Al < 4l Al

Therefore,
IRB — R ll; < 4lAll(2+41All,)

SHAN2+4x2)=

where we have used ||[A[l, < 2.
Bringing everything together, we have

IF(B) — F(B)| < |a(B) — a(B)| + |B(B) — B(B)|

1
< <aT +2>||R]B — Rzl
A

A0 All,  (CO4)

1
< 40(— +2)||A||Oo (C65)
dy
5
<40 x EIIAIIOo =100||U = V|
< 100(U = V|, (C66)
]

7. Proof of Proposition 8

Proof. To compute the open OTOC for the general
case, G(Pgg), we need to compute Tr(SdD (SAA ) =

Zl, NPe(AUI @ and  TH(Sw S S =
Sy Tra(@es (1) (] © 1s))3-

D M Trlsli) (j| @ Is]
k

= > Mi(jl8¢1i).
k

(i) Pes(1){jl ®Ip) =

(Co67)

where 87 = Trg[5].
Therefore,

da
> lIPes(li) (il @ Ip)lI3

ij=1

= ZTr [ZMkMk/ (116¢1) (16 |z>} (C68)

i,j=1 k,k’

= (80, 85 )My, My).
k, k'

(C69)

062214-12



INFORMATION SCRAMBLING AND CHAOS IN OPEN ...

PHYSICAL REVIEW A 103, 062214 (2021)

Similarly,

@) Trp[Pes(]i)(j| ® Ip)]

_TrB|:ZMkTr[8k|z ]|®IB]:| ZMA]|3A|1

k

(C70)
where Mj' = Trg[My].
Therefore,
Z I Tra[®es (1) (| ® Ip)]ll3
i,j=1
dy
=) Tr [ZM?M?UI%IJ)UIS?I!')} (€71
i,j=1 kK
= > (8¢ sp) Mg, mp). (C72)
kk'

Putting everything together, we have

1
G(®rn) = —5 > (8¢, 8¢ )[dn(Mi, Mic) — (M, M),
k.k'
(C73)

8. Proof of Proposition 9
Proof. To prove (i), we need to show that given, B =
{le)} a basis of Hyp, d = dim(Hup) with & = [¢u.']?
such that ® >0 and ¢,, =1 Vo, the map Ee(X) =
Zia, Do.arXe o) (@] is a quantum channel.
First, notice that £ defines a linear map on £(H4p) such
that

Tr[g&(x)] = Z¢a,a’Xa,a’6a,a’ = Zd)a,axa,a

expressed as

g&)(X) = Z )\uSa,/LSot’,/AXa.a’|a)(O‘,|-

w.a,of

(C75)

We now define A, |a) 1= /A, Sa o) Yo, o’. Therefore,

Ep(X) = Z Xo.oAplor) (@'|AT, —ZA XAl (C76)

e, af

Moreover,

(@ Y ATA ) =
"

= 5(1,0{’ Z)\/L|Sa,u|2 = ¢a,(x5a,(x

nw
= 8g.0(Va, ).

D M uSauSer et}
"

(C77)

Therefore, ), Af A, = T and since & can be expressed in a
Kraus form, it is CP.

Remark. Let F ={® ¢ Mffl(iD 2 0and ¢y o = 1(Va)}.
Then, F is a convex subset of ME, the set of d x d matrices
over C. Maps of the form &4 are parametrized by elements
in F and bases B. For a fixed B, the map deF— Eg 1s an
affine map of convex bodies.

To prove (ii), the proof strategy is similar to Proposition 4.
The key observation is that the action of the map, &, can be
expressed as

Ep(X) = Z ¢u.plet) (| X |B)(B] = meaﬁwm
o,f=1 a.p
(C78)

where x, g = (x|X|B). This follows from the action

Es(la)(']) = oo ) (']
We need to evaluate
€D (] @ I)113

Ei)(jI ® Ip))]I3-
Now,

Tr(55®2(SAA’)) - Zl j=1
and  Tr(SaxE®(Saa)) = Y i1 I Trp

EUNGI ® Ip) =) du plar) |1} {j] @ Ip)| B)(B]

=) X, =Tr[X]. (C74) o
Hence, & is a trace-preserving map. R R - Z P pTlacp Trlpa p10) (11, (C79)
. Then, since ® > 0, one can write ® = S®,S" where a.p
p = diag(¢,), ¢,, > 0 and S is a unitary. Then, £4 can be where I, g = |)(B| and pq.g = Trpl|a) (B]].
|
Furthermore,
dA dA
dTIEG I @I =) T [ > ¢;,ﬁ¢y,s<j|pa,ﬁ|i>nﬂ,a<j|py,a|i>ny.a} (C80)
i,j=1 i,j a,B,y,0
da
=D 6% pby.s (10w sl TrlTp o jloy 5101, 5] (C81)
ij @fy.s ety
da
=D 1aplP11oaplDF =Y 1bapl’ll0apll3- (C82)

ij a.p

o.f
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Similarly, we have

Trg [E) (I @ 1) = ) b i10wpli) Trp [T g1 = Y bar (10, i) o - (C83)
o,pB =pup o,B
Then,
ITrp [EADGI @ I = Y &% pby.sil0p.alidi10y.10) Tr [pp.upy 5] (C84)
o,p,v,6
and
dA dA
SNTlENGI @I = D> Y ¢ sbyslilopali)(iloy.sli) Trlppapy o] (C85)
i,j=1 i,j=la,By.é
= Y % pbysl(Pap. Py (C86)
o,B,y,8
|

Putting everything together, we have the desired proof.
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