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ABSTRACT: Nonadiabatic effects are ubiquitous in photophysics and photochemistry, and
therefore, many theoretical developments have been made to properly describe them. Conical
intersections are central in nonadiabatic processes, as they promote efficient and ultrafast
nonadiabatic transitions between electronic states. A proper theoretical description requires
developments in electronic structure and specifically in methods that describe conical
intersections between states and nonadiabatic coupling terms. This review focuses on the
electronic structure aspects of nonadiabatic processes. We discuss the requirements of
electronic structure methods to describe conical intersections and nonadiabatic couplings, how
the most common excited state methods perform in describing these effects, and what the
recent developments are in expanding the methodology and implementing nonadiabatic
couplings.
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1. INTRODUCTION

The quantum mechanical study of molecules is primarily based
on the Born−Oppenheimer (BO) approximation,1 which
separates the motion of electrons from that of nuclei. This
approximation is based on the fact that the mass of electrons is
much smaller than that of nuclei, so they are expected to move
much faster than the nuclei. While this approximation is valid in
many thermal reactions, it breaks down when more than one
electronic state participates in a process, and the potential
energy surfaces (PES) of the electronic states approach each
other leading to coupling between electronic and nuclear
motion. In this case, nonadiabatic events take place. Non-
adiabatic events are ubiquitous in photophysics and photo-
chemistry, and they play an important role in radicals and open
shell systems when several electronic states are energetically in
close proximity.
Despite the fact that there is a breakdown of the BO

approximation, the study of nonadiabatic processes still involves
a two step process: solving the electronic structure Schrödinger
equation which generates PES for electronic states and the
coupling terms between the PES of different electronic states
and then using this information to solve for the motion of the
nuclei. The second step can be done either using quantum
mechanics or relying on classical mechanics. Enormous progress
has been made in both of these steps during the last three
decades, and many advances have been made in both the
electronic structure theory and dynamics. Many reviews, and
even books, have been written on nonadiabatic effects over the
years.2−19 Several chemical reviews of nonadiabatic dynamics
using both classical and quantum models have also been written
recently in this journal.20−22

The present review will focus on the electronic structure
aspects of nonadiabatic processes. We will discuss the
requirements for electronic structure methods to describe
conical intersections (CoIns) and nonadiabatic couplings
(NACs) and the recent developments in electronic structure
methods for excited states, which aim at describing correctly
CoIns and NACs. There has been an intense interest in
developments in electronic structure theory focusing on
methods applicable to nonadiabatic events during the past
decade, accompanied by several implementations of NAC in a
variety of methods. Our focus is on these recent developments.
The review is organized as follows. We will start with the

fundamental theory based on the BO approximation and how it
is expanded to nonadiabatic events. We introduce CoIns and
how they are located and described. We will then discuss
electronic structure methods that can be used for excited states
and nonadiabatic dynamics and focus on their performance in
describing CoIns. Finally, implementations and features of the
NAC will be discussed.

2. BREAKDOWN OF THE BORN−OPPENHEIMER
APPROXIMATION

We will start by the basic description of nonadiabatic events
within the Born−Oppenheimer framework. The time-inde-
pendent Schrödinger equation for molecules is given by

Ψ = ΨH Er R r R( , ) ( , )T T T T (1)

where R denotes all the nuclear coordinates and r are the
electronic coordinates. The total nonrelativistic Hamiltonian is
given by

= +H T Hr R R r R( , ) ( ) ( , )T n e (2)

where Tn is the nuclear kinetic energy operator and He(r; R) is
the electronic nonrelativistic Hamiltonian, which includes the
electronic kinetic energy and the Coulomb interactions between
the particles. Since this review is focused on the electronic
structure aspects, the superscript ewill be dropped from now on.
The first step is to solve the electronic Schrödinger equation

Ψ = ΨH Er R R r R( ; ) ( ) ( ; )I I I (3)

The eigenfunctions of H form a complete set in the electronic
space at every value of R, and they can be used to expand the
total wave function

∑ χΨ = Ψr R r R R( , ) ( ; ) ( )T

I
I I

(4)

where χI(R) are expansion coefficients. This expansion is called
the Born−Oppenheimer expansion, and it is exact if the
summation is not truncated. It becomes an approximation when
it is truncated, which is what happens practically. Inserting it into
the Schrödinger equation, multiplying on the left by ΨJ*, and
integrating, we obtain

∑ ∑χ χ χ χ[ + ] − ·∇ + =
α α

α
α

αT E
M

f K E
1

2
(2 )n

I I
J

IJ J IJ J
T

I

(5)

where α denotes nuclear degrees of freedom and J denotes
electronic states. The terms KIJ and fIJ couple the electronic
states I, J and originate from the nuclear kinetic energy operator
operating on the electronic wave functions ΨI(r; R). They are
given by

= ⟨Ψ |∇ Ψ ⟩α
αf R r R r R( ) ( ; ) ( ; )IJ I J (6)

and

∑= ⟨Ψ |∇ Ψ ⟩
α

αK R r R r R( ) ( ; ) ( ; )IJ I J
2

(7)

The brackets in eqs 6 and 7 denote integration over electronic
coordinates r, and ∇α refers to the gradient over the nuclear
coordinate Rα. The diagonal term KII corresponds to non-
adiabatic corrections to a single potential energy surface and is
called the BO correction. In many cases, especially in ground
state properties and reactivity of closed shell molecules, only one
electronic state is important and it is well separated from all
others. In that case, the couplings fIJ and KIJ are negligible, and
they are neglected from the Schrödinger equation, eq 5, leading
to the Born−Oppenheimer approximation. Often, however,
especially in photochemistry, and when open shell species are
involved, several electronic states are important and interact
with each other, leading to important nonadiabatic processes. In
that case the coupling terms need to be included.
The nonadiabatic or derivative coupling fIJ between states I, J

is the dominant term which is included in nonadiabatic
dynamics and drives the nonadiabatic transitions. fIJ(R) is a
vector with dimensionality equal to the number of nuclear
coordinates. The derivative coupling is a measure of the
variation of the character of the electronic wave function with
respect to the nuclear coordinates and is inversely proportional
to the energy difference between states I and J,

=
⟨Ψ|∇ |Ψ⟩

−
H

E E
f R( )IJ

I J

J I (8)
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This equation is informative in indicating when the derivative
coupling is expected to be large. In particular, when the
denominator, i.e., the energy difference between electronic
energies, becomes small, then the derivative couplings become
large, and the adiabatic approximation for the involved
electronic states can be expected to break down. The derivative
coupling fIJ is responsible for coupling the different electronic
states and drives radiationless transitions between them; that is
why it plays a dominant role in nonadiabatic events and their
study. Obtaining and using this term is essential in studying
nonadiabatic processes and will be discussed in detail in section
5.
The KIJ term may cause discontinuous behavior in

calculations of nonadiabatic dynamics in the adiabatic
representation, and it has been recommended that it is neglected
when employing mixed quantum-classical methods and certain
approximate quantum dynamical methods in the adiabatic
representation.23 Recently, Meek and Levine have shown that
this term can be accurately accounted for when using multiple-
spawning calculations on adiabatic surfaces by using locally
diabatized Gaussian basis functions.24 Nevertheless, the results
agree with those of dynamics when the term is neglected,
supporting the common practice of neglecting the term.24

In the discussion above, the total wave function is expanded in
terms of the eigenfunctions of the electronic Hamiltonian. As a
result, all the off-diagonal Hamiltonian coupling matrix elements
⟨ΨI|H|ΨJ⟩ are zero, and the coupling between different
electronic states is present in the nuclear kinetic energy terms,
giving rise to the derivative coupling. This is the adiabatic
representation.17 In the adiabatic representation the derivative
coupling is a vector whose magnitude can go to infinity, making
the solution of the Schödinger equation for nuclei complicated.
So for nuclear dynamics it is often desirable to have an
alternative representation. Formally, this can be achieved by
setting the derivative coupling to zero. Such a representation is
called strictly diabatic,25−29 and it causes the reappearance of the
off-diagonal coupling in the potential term which is a scalar. The
problem is that the derivative coupling cannot be removed
completely at every nuclear degree of freedom when the
expansion over electronic states is truncated,30 so a true diabatic
representation does not exist. However, we can aim at making fIJ
very small leading to a quasi-diabatic representation. The
disadvantage of diabatic states is that there is no unique
straightforward way to obtain them. Using electronic structure
theory it is easy to obtain the eigenstates, i.e. the adiabatic states,
but diabatization is more complicated. Physically, the diabatic
representation maintains the character of the electronic wave
functions, so that they are always smooth functions of the
nuclear coordinates. Physical approaches can be used to
”diabatize” the adiabatic states, such as maintaining a smooth
dipole moment of another physical property. There are many
approaches to generate diabatic states, and discussing them is
beyond the scope of this review.

3. CONICAL INTERSECTIONS

3.1. Definitions and Noncrossing Rule

The efficiency of nonadiabatic transitions between two states
depends on the derivative coupling fIJ vector between the states,
which in turn depends on the energetic proximity of the states, as
shown in eq 8. When the two states become degenerate, the
coupling is maximum (infinity), providing themost efficient way
for radiationless transitions between states. These degeneracies,

CoIns, play a crucial role in nonadiabatic chemistry, and they
provide a means to study these processes using electronic
structure tools. The conditions for the existence of CoIns were
discussed in 1929 by von Neumann andWigner,31 while in 1937
Teller argued that CoIns may give rise to fast radiationless
transitions.32 But practical recognition of the importance of
CoIns happened much later. The prevalence of CoIns was
facilitated by developments in electronic structure theory in the
early 1990s making the optimization of these points possible.
Since then their importance in many areas of chemistry has
become evident. In fact, CoIns are much more likely to occur
than true avoided intersections, where there is a minimum on
the energy gap.33 The ubiquity of CoIns leads to a need for
appropriate electronic structure theory, and there has been an
intense effort in developing methods that can describe properly
these features and consequently photochemistry and photo-
physics.
We will start with the basic description of CoIns, in order to

understand how to locate them and how to characterize them
using electronic structure methods. Instead of using the
eigenfunctions of the electronic Hamiltonian to expand the
total wave function, one may choose a different basis. We can
consider a diabatic two-state basis ϕ1, ϕ2, leading to the
Hamiltonian5,34

=
i

k

jjjjjj
y

{

zzzzzz
H H

H H
H

R R

R R

( ) ( )

( ) ( )
11 12

21 22 (9)

where Hij = ⟨ϕi|H|ϕj⟩. The eigenvalues for this Hamiltonian are

= ̅ ± Δ +E H H H1,2
2

12
2

(10)

where H̅ = (H11 + H22)/2 and ΔH = (H11 − H22)/2. The
rotation angle α defines the transformation from diabatic to
adiabatic states and is given by

α =
Δ +

H

H H
sin 12

2
12
2

(11)

α = Δ
Δ +

H

H H
cos

2
12
2

(12)

For the eigenvalues of this matrix to be degenerate two
conditions must be satisfied,

− =H HR R( ) ( ) 011 22 (13)

=H R( ) 012 (14)

These conditions are satisfied in an Nint − 2 subspace, when a
molecule has Nint degrees of freedom. The dimensionality and
the conditions for degeneracy had been discussed in 1929 by
Neumann and Wigner in their seminal work.31 Diatomic
molecules have only one degree of freedom, so the two
conditions can never be satisfied, and it is not possible for two
electronic states of the same symmetry to become degenerate.
This leads to the noncrossing rule. Polyatomic molecules,
however, have many nuclear degrees of freedom, making the
conditions easy to satisfy and leading to degenerate electronic
states.32 The Nint − 2 subspace, where the states are degenerate,
is called the seam or intersection space. The two-dimensional
space orthogonal to it is called the branching or g − h space.5,34

In this space the degeneracy is lifted linearly in a first order
approximation.
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The above description can be extended beyond two states, to
describe degeneracies between three electronic states.35−37 In
that case, there are five conditions that need to be satisfied to
reach degeneracy, and the branching space is five-dimensional.
Three-state CoIns have been proven to be important in a variety
of molecular systems.35,37−48

An important consequence of CoIns is that in the adiabatic
representation a real electronic wave function changes sign
around a CoIn.49−52 This is called the geometric or Berry phase,
and it is a signature of a true CoIn. The geometric phase effect
can have an impact on nuclear dynamics around CoIns.53−56

3.2. Branching Space, Topology, and Topography

The ability of the various electronic structure methods to
describe both the topography and the topology of CoIns is
crucial and one of the fundamental problems with several
electronic structure methods. In order to avoid confusion about
the two terms, we define them here. Topology refers to the
dimensionality of the CoIn seam space. As shown above, the
correct dimensionality is Nint − 2, but there are electronic
structure methods that fail to predict this correctly. This will be a
focus when we discuss the suitability of electronic structure
methods to describe CoIns. Topography refers to the shape of
the surfaces around the CoIn. This is a more general issue, that
applies to the correct description of potential energy surfaces
and how a particular electronic structure method describes their
shape. The shape of the CoIn is affected by how well an
electronic structure method describes both states that are
intersecting. Both of these properties have been examined for
most of the methods used for excited states, and there is a great
variation in their performance. Describing the topology and
topography of a CoIn accurately is not trivial, and many
electronic structure methods fail to do so.
In order to describe CoIns more quantitatively, a Taylor series

expansion of the potential energy terms can be used. We assume
a degeneracy at R0. At a nearby point R = R0 + δR the matrix
elements of the Hamiltonian, when expanded in a Taylor

expansion to first order around the point of CoIn R0, can be
written as34,57

δΔ = + ∇ Δ ·H HR R R( ) 0 ( )( )IJ IJ 0 (15)

δ= + ∇ ·H HR R R( ) 0 ( )IJ IJ 0 (16)

The requirements for a CoIn at R then become

δ δ∇ Δ · = · =H R g R( ) 0IJ IJ (17)

δ δ∇ · = · =H R h R 0IJ IJ (18)

so that δR must be orthogonal to the subspace spanned by the
vectors gIJ and hIJ (or defined also simply as g and h; g is often
also defined simply as the difference between the gradients
without the factor of 2) for the degeneracy to remain. Other
common names for the branching vectors in the literature are x1
and x2.

8,17,34 The degeneracy is lifted linearly, as seen in eqs 15
and 16, in the two-dimensional branching space defined by these
two vectors. The subspace orthogonal to the branching space is
the seam or intersection space. The branching vectors gIJ and hIJ
represent nuclear motion leading to vibrational motion of the
molecule.
The intersection adapted coordinates are defined as the unit

vectors along the energy difference gradient and the coupling
gradient,34

= gx g /IJ (19)

= hy h /IJ (20)

where g, h are the norms of the corresponding vectors.5 Using
these coordinates the Hamiltonian matrix of eq 9 becomes

= + +
−

i

k
jjjjjj

y

{
zzzzzzs x s y

gx hy

hy gx
H I( )1 2

(21)

where x, y are displacements along the gIJ, hIJ directions,

respectively, s1 and s2 are the projections of
+g g

2
I J onto the

Figure 1. Energies of two states around CoIns (a−c) as a function of branching coordinates and (d) as a function of one branching coordinate and one
seam coordinate. The energies are plotted using eq 22 with (a) g = h = 0.234 and sx = sy = 0 (vertical symmetrical cone); (b) g = 0.3308, h = 0.0234, and
sx = sy = 0 (vertical asymmetric cone); (c) g = h = 0.234, sx = 0.2, and sy = 0 (tilted symmetric cone); (d) g = 0.234 and all other parameters 0 (h is a seam
coordinate here). All parameters are in a.u. units.
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branching plane, and I is a 2 × 2 unit matrix. The energy at the
CoIn point is set to zero. The eigenvalues are given by

= + ± +E x y s x s y gx hy( , ) ( ) ( )1,2 1 2
2 2

(22)

Using this equation we can plot the energy of the two states
around the CoIn along the two special coordinates, and the
potential will have the form of a double cone. The parameters g,
h give the slope of the CoIn, while the parameters s1, s2 give the
tilt. A vertical or peaked CoIn is a CoIn in which the s1 and s2
parameters are zero. When these parameters are nonzero, the

CoIn is sloped or tilted. The CoIn is also characterized by the

difference in the slopes, g and h. A symmetric CoIn is one in

which the slopes g and h are equal, while an asymmetric one has

different slopes. Figure 1 shows three different cases of CoIns

plotted along the branching coordinates, depicting a vertical

symmetric, vertical asymmetric, and a tilted cone. A plot along

the seam coordinate is also shown to highlight the line of

degenerate points in this case.

Figure 2. Sections of the potential energy surface for (a) a vertical symmetrical cone, g = h = 0.234 and sx = sy = 0; (b) vertical asymmetric cone, g =
0.3308, h = 0.0234, and sx = sy = 0; and (c) tilted symmetric cone, g = h = 0.234, sx = 0.2, and sy = 0. Dashed (solid) lines are upper (lower) cone. These
are projections of the cones shown in Figure 1. All parameters are in a.u. units. Reprinted with permission from ref 5. Copyright 2001 American
Chemical Society.
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A different way to plot the energies along the two coordinates
is to use polar coordinates instead, defined as x = ρ cosϕ and y =
ρ sin ϕ. In this case the energies become

ρ ϕ ρ ϕ ϕ

ϕ ϕ

= +

± +

E s s

g h

( , ) ( cos sin

( cos ) ( sin ) )

1,2 1 2

2 2
(23)

Plotting the energies using these polar coordinates is an
alternative way to look at the topography. This approach has
been used in several studies in applications but also when testing
electronic structure methods, as will be discussed in section 4.
Some representative plots are shown in Figure 2. The left side of
the figure depicts the energies of the two states as a function of
the distance from the CoIn, ρ, for different shapes of CoIns,
while the right side shows the energies as a function of ϕ. For a
symmetric cone, the energies are independent of ϕ, while for
asymmetric and tilted cones they can change around the loop
encircling the CoIn. So, these plots provide another visual way to
depict the topography of a CoIn.
The CoIn parameters enable us to characterize a CoIn and

determine the topography around it. The topography of the
PESs in the vicinity of a CoIn plays a significant role in its ability
to promote a nonadiabatic transition.34,58−63 Time-dependent
studies have verified this in model and real systems.60,64 Details
of the actual topography can cause significant differences in the
subsequent dynamics. This had been shown in reduced
dimensionality model studies initially.60 But it can also be seen
in more recent calculations of molecular systems including all
degrees of freedom. In a study that applied a nonlinear
dimensionality reduction scheme (diffusion mapping) to
generate reaction coordinates directly from dynamics calcu-
lations, such an effect was shown for CoIns in polyatomic
molecules involved in photoisomerization.65 It was shown that a
peaked CoIn was more efficient at transferring population,
despite being higher in energy than a sloped CoIn. Other studies
have looked into this effect as well, although they did not always
see such a direct influence of the topography.66,67

The above description is a first-order description of CoIns. If
one includes higher order terms, then the seam curvature is
introduced. Analytical68−70 or fitting methods71,72 have been
used to describe the second-order terms. While the first-order
gradients enable the location of stationary points on the seam,
second-order gradients, that is the Hessian, can help identify
whether the points are minima or maxima.
The choice of the electronic structure method is very

important for several reasons. Electronic structure methods
provide information about the location and topography of a
CoIn. Since the states crossing can be of very different character,
the electronic structure methods have to provide a balanced
description. Otherwise, the point of where the crossing occurs
may change a lot or the topography of the CoIn will also change
dramatically changing the efficiency for nonadiabatic transitions.
The electronic structure method however may have a more
fundamental effect: it may not describe the dimensionality of the
cone correctly, that is the topology of the cone. There are several
recent studies that have addressed both of these points for most
of the methods used to describe excited states, and the findings
will be discussed in section 4.

3.3. Orthogonal Branching Vectors

Even though the g and h vectors are uniquely defined at any
point with no degeneracy, that changes at the points of
degeneracy. At the CoIn the wave functions of the two

degenerate states are not uniquely defined since any linear
combination of them produces states that are still eigenfunctions
of the Hamiltonian. The orthonormal eigenfunctions are
arbitrary up to a rotation by an angle β. Consequently, the g
and h vectors are also not uniquely defined. A unitary
transformation however can rotate them so that orthogonal
vectors g ̃ and h̃ are produced,5,73 where the requirement g̃·h̃ = 0
leads to the equation that provides β

β =
·

| | − | |
g h

h g
tan 4

2
0 2 2

(24)

Using this value of β0 to do the rotation, one obtains orthogonal
branching vectors which can be used to define the topography
and topology of the CoIn.5,73

3.4. Locating Conical Intersections

Several algorithms for locating CoIns have been developed.74−87

The most efficient methods require the NAC. Since this
coupling, however, is not available in many electronic structure
packages, methods based on penalty functions that do not
require the NAC have also been developed..82,84 Since CoIns
form a seam space, the search algorithms actually search for a
CoIn point which has minimum energy on the seam space
(MECI).
The algorithms that are now available can locate a stationary

point along the seam or intersection space very efficiently.
However, there is no proof that this is an energy minimum,
unless the Hessian in the subspace is calculated and
diagonalized. Another major issue is that the CoIns found
depend on the initial guess, so intuition is necessary for such
searches. Furthermore, one cannot be certain that all relevant
MECIs have been found for polyatomic molecules. In order to
address this problem, some efforts are being made to develop
algorithms that can perform more automatic searches without
intuition involved.88−92 In a recent study, MECIs are found
using driving coordinates that can be generated using a
combinatorial search and subsequent optimization.92 We are
not going to discuss these approaches in detail here but rather
discuss the traditional algorithms for locating MECIs starting
from an initial guess.

3.4.1. Lagrange Multiplier Based Method. One of the
first methods to locate minimum energy points on the seam of
CoIns uses Lagrange multiplier techniques for constrained
minimizations. The Lagrange multipliers are used to incorporate
the constraints for CoIns and/or for geometrical constraints into
a minimization procedure.74−79 In the approach, first developed
by Manaa and Yarkony,77 the following Lagrangian is formed
and minimized

λ λ λ λ= + Δ +L E E HR( , , ) I IJ IJ1 2 1 2 (25)

where λ1 and λ2 are Lagrange multipliers. Additional geometrical
constraints can be imposed by adding them to the Lagrangian.
The advantage of this approach is that it can be easily extended
to searches for three-state CoIns by adding more constraints.36

A Newton−Raphson method can be used to locate extrema of
the Lagrangian. The gradients of the constraints give gIJ and hIJ.
Instead of incorporating the energy EI in the Lagrangian, the
average of the two states can also be used.

3.4.2. Gradient Projection Method. A different approach
to locate CoIns, developed by Robb and co-workers, uses
projected gradient techniques instead of Lagrange multipliers.80

The energy difference in the plane spanned by gIJ and hIJ is
minimized while the upper state EJ is minimized in the
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remaining Nint − 2-dimensional space orthogonal to the
branching plane.80

The gradient that minimizes the energy difference is

= −E E
g

f
g

2( )I J
IJ

I
1

J

(26)

The space orthogonal to the branching plane is defined by the
projection matrix

= − ̂ ̂ − ̂ ̂† †
P I g g h hIJ IJ IJ IJ (27)

ĝ and ĥ represent the orthonormalized vectors. The upper state
gradient projection is

=
∂
∂
E

f P
R
J

2 (28)

The gradient to be minimized is a linear combination of f1 and f2.
This algorithm has been used extensively, improved, and
extended to three-state CoIns, over the years.86,87,93−96

3.4.3. Penalty Function Method. In addition to the above
algorithms, there is a need to have algorithms for locating CoIns
which do not require the derivative coupling vector, since this is
not available for all electronic structure methods and it adds
computational cost. The penalty function method is an
approach to achieve this by adding a term to an objective
function that monotonically increases as the energy gap
increases.82,84 In the method developed by Martinez and co-
workers,84 the objective function

σ α σ α= ̅ + ΔL E G ER R R( ; , ) ( ) ( ( ); )IJ IJ IJ IJ (29)

is minimized. E̅IJ and ΔEIJ are the average energy and energy
difference of the two states I and J, respectively, σ is a parameter
used to lead the optimization toward the seam space minimum,
and GIJ is a penalty function which smooths discontinuities in
the gradient of the potential surface. GIJ has the form

α
α

Δ =
Δ

Δ +
G E

E

E
( ; )IJ IJ

IJ

IJ

2

(30)

where α is a user defined smoothing parameter. Minimization of
the objective function in eq 29 corresponds to minimizing E̅IJ
subject to the constraint thatΔEIJ goes to zero. This method can
also be used to locate three-state CoIns.84 A penalty function
based method to locate three-state CoIns using combined
quantum and classical mechanics (QM/MM) methodology has
also been developed.97

3.4.4. Comparisons. The three methods discussed above
for optimizing the minimum energy point on the seam were
compared by Thiel and co-workers.95 The performance of the
algorithms was tested on 12 well-known CoIns of small
molecules. The Lagrange Newton method was found to be the
most efficient. For example, when locating a CoIn in butadiene,
the penalty function method needed 86 iterations to converge
while the other two methods needed 15−16 iterations. Each
iteration is much cheaper for the penalty function method, of
course, since couplings are not needed, but when the number of
iterations is so much larger, this advantage is diminished. In
butadiene, the total time was 7.1 s when using the penalty
function method while it was 1.9 s for the other methods. As a
result, the penalty function method is not recommended when
the couplings are available. Nevertheless, there are still many
electronic structure methods and packages that do not have

analytic derivative couplings implemented, and in that case this
method is essential. Herbert and co-workers98 also confirmed
that methods that use the coupling make the convergence much
faster, decreasing the number of iterations and the time it takes
to converge by more than a factor of 2. Winslow et al.99 have also
compared the gradient projection method and penalty function
method to optimize MECIs using a variety of electronic
structure methods. They concluded that the penalty function
method is reliable in predicting the MECI geometries, although
they agree that in cases where derivative couplings are available
the projected method is better.

3.4.5. Beyond MECI. In addition to algorithms for locating
MECIs, other procedures have been developed to navigate the
PES involving CoIns, which is critical for understanding the
overall photochemical and photophysical events. These
procedures include protocols that use steepest-descent paths
from the Franck−Condon point toward a CoIn or from a CoIn
toward products.100−102 Minimum energy paths connecting
CoIns to products on the ground state have been done starting
from displacements along the branching plane.100,103 Other
more sophisticated approaches have also been developed, such
as geometry optimization on a hypersphere.104 An approach that
can be used to find accessible CoIns from the Franck−Condon
region is to use classical trajectories and specifically trajectories
with zero initial velocities.105,106 As an example, this approach
has been used in locating CoIns in rhodopsin using QM/
MM.105

Furthermore, the MECI is not necessarily the most important
or most accessible CoIn, so it is important to explore the seam
space and pathways along it. Various approaches have focused
on exploring the seam space.62,102,107 Steepest-descent paths
within the seam space have been used.102 Another approach is
the recent seam space nudged elastic band (SS-NEB) method,
which combines the nudged elastic band method with gradient
projected MECI optimization. It provides an efficient approach
to find minimum energy paths in the seam space.107 Ultimately,
dynamics studies provide the most complete picture, but since
these are time-consuming, insight from the electronic structure
calculations is important. Dynamics can be used to check how
accurate the representations of reaction paths are.106,108

4. HOW ELECTRONIC STRUCTURE METHODS
DESCRIBE CONICAL INTERSECTIONS

Based on the basics we have discussed so far, the requirements of
electronic structure methods to properly describe CoIns are
emerging. The description of nonadiabatic events and CoIns
poses challenges to electronic structure methods. An equivalent
description of the states involved in CoIns as well as proper
description of their NACs is required for an adequate treatment.
Availability of analytic gradients is crucial for being able to locate
CoIns and for extending them to the calculation of NACs. When
choosing an electronic structure method to study CoIns, there
are some critical properties that need to be described properly:
(i) location of CoIns (geometry and energy), (ii) topology/
topography of CoIns, and (iii) NACs. It should further be
highlighted once again that the type of states involved in the
nonadiabatic transitions or CoIns is critical in determining
whether an electronic structure method can describe these
effects adequately. For example, coupling between excited states
can be described by a greater variety of methods compared to
coupling between the ground and an excited state in closed shell
molecules because in several methods the ground state is not
treated equivalently to the excited states creating problems when
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the ground state is involved in the CoIn, as will be described in
detail below. In another example, when symmetry is involved,
the situation may become simpler, as in the case of the Jahn−
Teller effect,109−111 since symmetry dictates the location of
CoIns and the symmetry of the coupling.
In this section, we will examine how common methods for

excited states can describe CoIns based on recent research in this
area. Methods for excited states which have been used in
nonadiabatic studies will be summarized, and their advantages
and disadvantages in describing CoIns will be described.
Electronic structure methods can be divided broadly into single
reference and multireference methods, and we discuss them
separately.
4.1. Multireference Methods

Multireference methods have the ability to describe several
electronic states equivalently, and they provide a natural way to
describe coupling between them. These methods were the first
to be used for the description of CoIns and nonadiabatic
dynamics. Multireference methods and their usage in excited
states have been discussed in detail in recent reviews in this
journal.112−114 Here the focus is on how electronic structure
methods can describe CoIns and the recent developments of
electronic structure methods in this direction. We only give a
basic overview of the methods so that it will facilitate our
discussion of them with respect to CoIns. The methods can be
divided into the ones that are based on the variational method
(multiconfigurational self-consistent field (MCSCF) and multi-
reference configuration interaction (MRCI)) and the ones that
are based on perturbation theory (MRPT). A third area has
actually emerged in more recent years, which combines
multireference approaches with DFT. These approaches have
been recently reviewed in this journal and will not be considered
in detail here.115 We want to point out however that after the
review by Ghosh et al.115 was published there have been more
developments toward efforts to describe CoIns. Specifically, the
multiconfiguration pair-density functional theory (MC-PDFT)
with multistate extensions has shown promise in describing
CoIns accurately.116,117

4.1.1. MRCI. The easiest method to understand conceptually
is configuration interaction, based on variational principle.118 In
this method the electronic wave function is expanded in terms of
Slater determinants or configuration state functions (CSFs) that
are formed from excitations of electrons from the occupied
orbitals in the Hartree−Fock wave function to the virtual
orbitals. The expansion can be written as

∑ ψΨ =
=

cI
a

N

a
I
a

1

CSF

(31)

CSFs are linear combinations of Slater determinants that are
eigenfunctions of the spin operator and have the correct spatial
symmetry and total spin of the electronic state.118 This
multielectron basis is constructed from molecular orbitals,
which are obtained prior to the configuration interaction
calculation. The energies and wave functions are provided by
solving the eigenvalue equation

[ − ] =EH R R c R( ) ( ) ( ) 0I
I

(32)

where H(R) is the electronic Hamiltonian in the CSF or Slater
determinant basis. Usually the expansion includes only single
and double excitations and is defined as CISD, which more
specifically is

∑ ∑ψ ψ|Ψ ⟩ = | ⟩ + | ⟩ + | ⟩
> >

c c c0CISD
i a

i
a

i
a

i j a b
ij
ab

ij
ab

0
, , (33)

|0⟩ is the Hartree−Fock reference, and |ψi
a⟩, |ψij

ab⟩ denote single
and double excitations from the reference, respectively.
In order to apply configuration interaction to nonadiabatic

problems, it has to be extended to the multireference
configuration interaction version, where instead of using a
single reference, the Hartree−Fock Slater determinant, many
references are used. In MRCI up to double excitations
(MRCISD), the wave function is comprised of single and
double excitations from these references,112,113

∑ ∑ ∑ψ ψ|Ψ ⟩ = | ⟩ + | ⟩ + | ⟩c I c cMRCISD
I

I
S a

S
a

S
a

D a b
D
ab

D
ab

, , , (34)

|ψS
a⟩ denotes all single excitations from the reference space

defined by all |I⟩, while |ψD
ab⟩ denotes all single and double

excitations from the references to the virtual orbitals (using
notation used in ref 113).
The references can be chosen in a variety of ways. The most

common procedure, however, is to choose an active space of
important orbitals and allow all possible occupations within that
space (full CI in that space). In the above expansion,
redundancies may occur when the same configuration can be
generated from two different references, and these redundant
expansion terms need to be eliminated. Redundancies do not
occur in an occupation based approach where a possible
determinant either succeeds or fails to satisfy the occupation
restrictions, and that alone determines its expansion index.112

MRCI has been developed either uncontracted (where
excitations from all references occur)119 or internally
contracted.120−122 In the internally contracted version, which
is used in order to reduce the expansion, single and double
excitations are applied to the predetermined reference wave
function as a whole keeping the coefficients mixing the
references fixed as computed from a preceding multiconfigura-
tion self-consistent field calculation.
A problem with CI and MRCI is that they are not size-

consistent and size-extensive. A method is size-extensive when
the energy is scaling properly with the size of a molecule, while a
method is size-consistent when the sum of the energies of
noninteracting monomers is equal to the energy of the entire
system.123,124 The Davidson correction, EQ, is the simplest
approach that can correct for this error using a simple formula
depending only on the coefficient of the HF reference, or in
MRCI the weight of all references combined, c0, and the
correlation energy ΔE (EQ = (1 − c0

2)ΔE).125 The corrected
approach is often referred as MRCI+Q. More sophisticated
corrections also exist.112,113,126

Amajor advantage ofMRCI is that there are analytic gradients
available in COLUMBUS,127,128 which has an uncontracted version
based on the Graphical Unitary Group Approach
(GUGA).129−131 The gradients have been extended to the
calculation of NACs, as will be discussed later.132,133

4.1.2. MCSCF/CASSCF. MCSCF is another variational
approach using an expansion as shown in eq 31. In this
approach, in addition to optimizing the linear coefficients of the
expansion, the orbitals are also optimized. So, optimization of
the MCSCF expansion is a more complicated problem
compared to CI/MRCI, and several implementations
exist.112,134−136 The most popular choice for the selection of
references to be included in the expansion is the complete active
space (CAS) approach where all possible configurations in a
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given orbital space are included.137,138 This expansion is called
CASSCF, although it was also introduced as the FORS (full
optimized reaction space) model by Ruedenberg and co-
workers.138 This approach simplifies the definition of the wave
function and has advantages both theoretical and practical. The
drawback however is that the number of configurations increases
exponentially with the number of active orbitals, severely
limiting the size of active space that can be used. An alternative
approach is the restricted active space (RAS) leading to
RASSCF, where the active space is partitioned into three
spaces.139 The middle space is a complete active space, the first
space has a restricted number of holes, while the third space has a
restricted number of electrons. Figure 3 shows diagramatically
this separation.

MCSCF does not include dynamical correlation. So the most
accurate way to include multireference effects is to start with
MCSCF and add dynamical correlation through configuration
interaction (as in MRCI) or perturbation theory (as in
multireference perturbation theory (MRPT) approaches).
These methods however are often much more expensive, so,
until recently, in practice optimizations and dynamics were
mostly done using CASSCF.
Despite the complication of CASSCF, several efficient codes

exist that can perform efficient calculations on larger systems.
Recent implementation (including gradients and NACs) using
graphical processing units (GPUs) and an algorithm for the
CASSCF orbital optimization that uses sparsity in the atomic
orbital (AO) basis set has allowed CASSCF computations on
molecular systems containing more than 1000 atoms.140−142

4.1.2.1. Variations of MCSCF. An extension of the RASSCF
method is the occupation-restricted-multiple-active-space
(ORMAS).143 This method allows for the arbitrary partitioning
of the set of active orbitals instead of just three partitions, as in
RASSCF. Furthermore, for each of these partitioned orbital
groups, variations in their electron occupations are allowed
through the specifications of minimum and maximum values.

ORMAS allows for a more flexible way to define a wave function
that includes nondynamical correlation. NACs have been
developed and tested.144 Overall, having no excitations between
the ORMAS subspaces leads to qualitatively reasonable results
for couplings, while single excitations significantly improve the
energies and gradients. However, single excitation between the
subspaces can lead to problems with the orbital subspaces.
Derivative couplings with ORMAS are similar to the CASSCF
ones.144 ORMAS has also been used with spin-flip (SF) in order
to solve the problem of spin contamination in SF approaches as
will be discussed later.145,146

Several other variations on CASSCF/MCSCF have been
discussed in the literature. Optimizing both the CI coefficients
and the orbitals is a computationally intensive problem. A
CASCI (complete active space configuration interaction)
approach allows for the separation of these steps, since this
approach only optimizes the CI coefficients and the orbitals can
be obtained from a different procedure. This idea has been
utilized in several approaches.147−153

Levine and co-workers have developed and tested a CASCI
approach using orbitals obtained from state-averaged config-
uration interaction singles natural orbitals (CISNO).151,154 This
is a much more efficient approach compared to CASSCF since
the orbitals and CI coefficients are optimized separately. The
CISNO provide a reasonable description of the excited states
and CASCI guarantees the proper multireference character of
the system. As such, the topology around CoIns is correctly
described by this approach, and this was demonstrated in the
original publication using ethylene as the model.151 Analytic
gradients and NACs have also been developed.154 Using GPUs
the authors were able to demonstrate that it can be used to
perform excited state dynamics simulations of molecules
containing on the order of 100 atoms or CoIn optimization
for systems with about 300 atoms.
Another choice of orbitals that has been explored in CASCI is

high-multiplicity natural orbitals (HMNO) obtained from a
correlated calculation on a high-multiplicity state.149,155 In this
case the high-multiplicity state is the ground state in that
manifold, so any correlated method for the ground state can
work. This approach provides good description of excitation
energies and PES, but it is sensitive to the type of excited state
described. It can also describe CoIns with similar accuracy as
CASSCF.155 It saves computational time in two ways, by
skipping the orbital optimization step and by allowing virtual
orbitals to be frozen in a subsequentMRCI calculation. A similar
approach is the restricted active space spin-flip (RAS-SF), which
uses orbitals from the Hartree−Fock (high-spin) determinant
and a restricted active space.153,156

Another approach that has been used to describe CoIns is the
Floating Occupation Molecular Orbitals (FOMO) method. In
this method, a single determinant HF equation is used with
fractional occupation numbers. The occupation numbers are
determined via Fermi−Dirac or related distributions during the
SCF procedure. Complete active space configuration interaction
wave functions with floating occupation molecular orbitals
(FOMO-CASCI) have also been implemented with ab initio
and semiempirical Hamiltonians.152,157 Gradients and derivative
couplings have been implemented,142,158 and they have also
been used in dynamics.159 A very recent review has summarized
all the methods related to CASCI.160

Mazzioti and co-workers looked at CoIns using two-electron
reduced density matrices methods from solutions of the anti-
Hermitian contracted Schrödinger equation (ACSE) without

Figure 3. Orbital level diagram showing the division of orbitals in a
RASSCF/CASSCF/MRCI calculation. Frozen orbitals are not
reoptimized in the MCSCF procedure, doubly occupied orbitals
(DOCC) are reoptimized but they always have an occupation of 2,
orbitals in the RAS have n number of electrons being excited out of
them, while orbitals in AUX allow for n electrons to be excited into
them. All possible occupations are allowed in CAS (so, a FCI is
performed in that space). Virtual orbitals are used in MRCI where the
MCSCF is used as a reference, and one or two electrons are excited into
the virtual space.
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explicitly computing many-electron wave functions.161 The
ACSE can be initialized with a mean-field two-electron reduced
density matrix (2-RDM) from Hartree−Fock theory or a
correlated 2-RDM from MCSCF calculation. Conical inter-
sections were located in methylene and water, as well as CoIns
involved in the tautomerization of vinyl alcohol to acetylalde-
hyde.162−164

4.1.2.2. Density Matrix Renormalization Group. The
density matrix renormalization group (DMRG) has emerged
as a promising method for strongly correlated systems and
consequently for excited states as well.165,166 DMRG combined
with SCF is able to approximate a CASSCF wave function to
arbitrary accuracy with polynomial scaling by reducing the size
of the configurational space by optimization of a matrix product
state wave function. The main advantage is being able to extend
to much larger active spaces since the exponential scaling of
CASSCF is avoided leading to impressive expansions compared
to traditional CASSCF. The method is especially suited for long
conjugated molecules with strong correlation in which case
more than 100 active orbitals can be included.165 DMRG treats
nondynamical correlation primarily, so it has been combined
with correlated methods, complete active space second-order
perturbation theory (CASPT2),167,168 and MRCI,169 to include
dynamical correlation. Gradients170,171 and nonadiabatic
couplings have been developed using an approximate scheme.172

The algorithm was tested with a MECI search on 1,2-
dioxetanone. The results were identical to CASSCF. This is
only a recent development, and more work is expected to add to
the contributions of this promising approach to nonadiabatic
processes and CoIns.
4.1.3. Multireference Perturbation Theory. Multirefer-

ence perturbation theory, MRPT, has many variants. The
application of perturbation theory in a contracted way to a zero
order wave function calculated at the complete active space CAS
level was developed by Roos giving rise to CASPT2,173,174 and it
was implemented in MOLCAS.175 Later it was also implemented
in MOLPRO,176 and it is the most widely used approach to date.
Although CASPT2 is very useful for describing excited states
with the inclusion of both dynamical and nondynamical
correlation, it is problematic around CoIns since it uses
perturbation theory to correct one state at a time. Themultistate
CASPT2 (MS-CASPT2) was developed later,177 which takes
into account coupling between states and is thus more
appropriate for CoIns between excited states. In this case the
steps that are taken follow the order of ”diagonalize, then
perturb, then diagonalize”. Even in that case care must be
exercised if the underlying CASPT2 reference is not very good
for the multistate procedure.178

Several other different variations have been developed.179−186

A different formalism was developed by Nakano, Hirao, and
Gordon based on Van Vleck perturbation theory and
quasidegenerate perturbation theory with multiconfigurational
self-consistent-field reference.180−182 This approach is imple-
mented in GAMESS

187,188 and termed MCQDPT2 (multi-
configuration quasi-degenerate second-order perturbation
theory). MCQDPT2 uses uncontracted configuration state
functions to expand the first-order wave function and a diagonal
approximation for the zeroth order Hamiltonian.189 Even in the
multistate case, Granovsky showed that there may be singular
potential energy surfaces around avoided crossings and
CoIns.190 The extended multiconfiguration quasi-degenerate
perturbation theory (XMCQDPT2) was developed by Gran-
ovsky to fix these problems.190 The extended approach solves

this problem by enforcing the states to be invariant under unitary
transformations within the model space. XMCQDPT2 is
available in the FIREFLY QC package,191 which is partially
based on the GAMESS (US)187 source code. An analogous
extended MS-CASPT2 (XMS-CASPT2) has also been
developed.192 NEVPT2 (n-electron valence state perturbation
theory) uses a contracted zero-order wave function but differs
from CASPT2 in the nature of the zero-order Hamiltonian. In
NEVPT2 the model Hamiltonian includes second-order terms
in the form given by Dyall.193 This operator does not give rise to
intruder states, and it costs little more than other CASSCF
perturbation theories. It has been implemented using contracted
functions in both the single- and mutlistate models.183,185,186 A
quasidegenerate formulation of the second-order n-electron
valence state perturbation theory approach, QD-NEVPT2, has
also been developed.186

When using the standard Fock-matrix formulation for the
zeroth-order Hamiltonian, a systematic error occurs in the
description of processes that involve a change in the number of
unpaired electrons.194 The problem was associated with the
zeroth-order Hamiltonian needed to yield diagonal elements
that resemble negative ionization potentials and electron
affinities for singly occupied orbitals. A shifted zeroth-order
Hamiltonian has been introduced to account for this.194 The
empirical shift parameter, the IPEA shift, is based on
benchmarks and is often taken to be 0.25 au.194 A more recent
study suggests that such a shift is not needed for moderate size
organic chromophores.195 Another problem encountered with
CASPT2 is that sometimes the expectation values of doubly
excited configurations are near the expectation value of the
zeroth-order wave function, leading to singularities because of
the denominators going to zero. In this case, an intruder state is
introduced into the problem. In order to avoid intruder states, an
imaginary shift is used in the denominators of the second-order
perturbation theory expressions, which can replace the
singularities with a small distortion of the potential energy
function.196

A brief mathematical description focusing mostly on CASPT2
is given here, while an extensive discussion of all the details can
be found in a recent review in this journal.114 The zeroth-order
Hamiltonian in multireference PT should resemble the single
reference case. In most cases, including CASPT2, the Fock
operator f of the spin-averaged first-order density matrix of the
reference wave function is used, and the zeroth-order
Hamiltonian is

= +H PfP QfQ(0)
(35)

In CASPT2 P = |0⟩⟨0| and Q = 1 − P are projectors operators
projecting onto the reference wave function |0⟩ and its
orthogonal compliment, respectively. The reference wave
function is an MCSCF wave function. In most cases a CASSCF
wave function is used as reference and this can be for a single
state or a state-averaged one. The RASPT2 approach has also
been developedmore recently where a RASSCFwave function is
used as a reference.197

The first-order wave function, |Ψ ⟩N
(1) , is generated by single

and double excitations to the reference function

∑|Ψ ⟩ = |Φ ⟩CN
j

j
N

j
SD(1)

(36)

In CASPT2 the complementary space Q includes internally
contracted configurations. The number of contracted config-
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urations does not depend on the number of references, and this
reduces the expansion significantly. On the other hand, the
calculation of the matrix elements becomes more involved and
requires higher order density matrices. The configurations are
also nonorthogonal and are often linearly dependent. The
amplitudes Cj

N are obtained by the equation

∑ ⟨Φ | − |Φ ⟩ = −⟨Φ | | ⟩C H E H 0
j

j
N

i
SD

N j
SD

i
SD(0) (0)

(37)

In XMS-CASPT2 the projection operator includes all states in

the multistate reference expansion, = ∑ |Ψ ⟩⟨Ψ |P N N N
(0) (0) . The

reference states |Ψ ⟩N
(0) are in general a subset of the states

included in the state-averaged CASSCF. The difference between
MS-CASPT2 and XMS-CASPT2 is in this term, wherein the
MS-CASPT2 only diagonal terms |ΨN

(0)⟩f NN⟨ΨN
(0)| are included

so there is aH(0) for each state, while in XMS-CASPT2 all terms
are included. In XMS-CASPT2 a state-averaged Fock operator is
used while in MS-CASPT2 a state specific one is used. In
general, the Fock operator is not diagonal in the space of
reference wave functions, so it is diagonalized within the
reference space producing a set of rotated reference functions.
Once the amplitudes are determined, an effective Hamil-

tonian is built and diagonalized,

= ⟨Ψ | |Ψ ⟩ + [⟨Ψ | |Ψ ⟩ + ⟨Ψ | |Ψ ⟩]H H H H
1
2LM

eff
L M L M L M
(0) (0) (1) (0) (0) (1)

(38)

The eigenvalues give the XMS energies while the resulting
eigenfunctions uM

I are used to build the corrected wave function

∑|Ψ⟩ = |Ψ ⟩ + |Ψ ⟩u ( )I
M

M
I

M M
(0) (1)

(39)

MS-CASPT2 excitation energies between states that are well
separated are about 0.1−0.2 eV from the best theoretical
estimates.198,199 In contrast in XMS-CASPT2 the use of the
state-averaged Fock operator may deteriorate the results of
individual states, and the results depend on the number of states
included in the XMS-CASPT2 model space. Very recently, a
new approach was introduced by Battaglia and Lindh, the XDW-
CASPT2, which aims at performing as MS-CASPT2 when the
electronic states are well separated and as XMS-CASPT2 when
underlying zeroth-order references are near-degenerate.200,201

This approach is similar to XMS-CASPT2 to ensure
approximate invariance under unitary transformations of the
model states but uses a dynamic weighting scheme to smoothly
interpolate the Fock operator between state-specific and state-
average regimes.
Although analytic gradients in MRPT were not as readily

available for a while, they are now available for many of the
variants discussed. Shiozaki and co-workers developed and
implemented analytic gradients for CASPT2,202,203 MS-
CASPT2, and XMS-CASPT2204 and derivative coupling
between (X)MS-CASPT2 states.205,206 These are all available
in BAGEL.207 Other analytic gradients for CASPT2 have also been
developed using the MOLRPO implementation,208−211 and
gradients for MCQDPT2 have been reported.182 Analytic
first-order derivatives for NEVPT2 and QD-NEVPT2 have also
been developed recently.212−214 Active spaces up to (12e,12o)
in systems with about 1000 basis sets can be used in QD-
NEVPT2, and the algorithm is parallelized.214 Analytic gradients
of CASPT2 using tensor hypercontraction have become

available very recently, and they can treat molecules with more
than 1000 basis functions very efficiently.215

4.1.4. Comparing MECI Structures and Energies Using
Multireference Methods. In general, it is expected that there
is at least qualitative agreement of locations of MECIs using the
various multireference methods. Most MECIs are usually
located using CASSCF, since gradients and NACs for CASSCF
have been available for decades, while gradients for CASPT2 are
much more recent. MRCI gradients have been available in some
software, but usually MRCI is more expensive and cannot be
used easily in many polyatomic molecules. Nevertheless, MRCI
studies of polyatomic molecules, such as DNA bases and
polyaromatic hydrocarbons, have been performed providing
valuable insight on the effect of dynamical correlation on
CoIns.41,216−219

We are not attempting to list all the publications that have
compared the structures between CASSCF and MRCI or
MRPT, but we are discussing a couple of representative
examples to show how dynamical correlation can affect the
location of MECIs. In a study of several organic molecules, the
geometries of MECIs obtained at the CASSCF level were
compared to those at the XMS-CASPT2 level, confirming that
CASSCF performs qualitatively similar to XMS-CASPT2.99 The
structures differed by 0.01 Å in bond lengths and 7° in dihedral
angles, although the maximum deviation in a dihedral angle was
35°. A contrary example that highlights the importance of
dynamical correlation is cytosine, where it was found that
energies of CoIns can change by more than 1 eV when
dynamical correlation is added.41,220−224 A different study
focused on uracil and thymine cations and the two- and three-
state CoIns in their electronic manifolds.225 Here, again by using
XMS-CASPT2 to optimize the CoIns and comparing them to
CASSCF ones, it was found that dynamical correlation can be
important in the relative energies of CoIns. In general, it is hard
to predict when dynamical correlation will be important for the
location of CoIns. This will most likely occur when dynamical
correlation is much more important for one of the two crossing
states, which is often referred to as the differential correlation
energy effect. The problem could be even more severe when the
ordering of states changes with dynamical correlation.
The performance of locating CoIns does not seem to depend

as much on which multireference method is used to include
dynamical correlation.214,226 Quasidegenerate partially and
strongly contracted NEVPT2 (QD-PC-NEVPT2 and QD-SC-
NEVPT2) approaches have been recently explored and applied
on benzene, and it was found that they agree well with XMS-
CASPT2.226 QD-NEVPT2 MECIs results have also been
compared to MRCISD+Q (MRCISD with Davidson correc-
tion) and XMS-CASPT2, and overall the optimized geometries
and energies were in good agreement.214

Other choices however can affect the location of MECIs. In a
study the basis set as well as an active space dependence on the
location ofMECIs was explored.214 It was found that geometries
obtained with basis sets cc-pVTZ were accurate and agreed well
with the cc-pV5Z geometries. On the other hand, the cc-pVDZ
geometries showed larger deviations, with a maximum deviation
in the bond lengths of 0.03 Å. This study suggests that using the
cc-pVTZ basis set is preferable for MECIs, but often this is not
possible for many photochemical reactions. As expected the
energies are more sensitive to basis functions, and the MECI
energies change significantly with increasing the number of basis
functions. The size of the active space can also have an important
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effect on the structure of MECIs, as well as the number of states
included in the state average.
Overall, in choosing multireference methods one has to be

careful of the various choices that need to be made, since they
can all have an effect on the predicted MECIs. Inclusion of
dynamical correlation, size of active space, basis set, and number
of states averaged can all have an impact, although the
magnitude of the impact depends on the specific molecules
and nature of states investigated. Evenmore importantly, there is
a danger to bias the outcome of a calculation by selecting
different combinations of active space, basis sets, and methods.
It is therefore advisible to use these methodologies with great
care.
4.1.5. Topography and Topology of CoIns Using

Multireference Methods. The most important advantage of
multireference methods in describing CoIns is their ability to
correctly describe the topology of a CoIn, because they treat all
states equivalently. For this reason, they have been the default
methods to use for nonadiabatic effects. Nevertheless, a more
careful consideration of topology and topography of CoIns
reveals that not all multireference methods are equally
applicable, and some of them exhibit problems.
A model system that has been used in a series of studies to

explore the topology and topography around CoIns is the penta-
2,4-dieniminium cation (PSB3) (see Figure 4). PSB3 is a smaller
model of the retinal chromophore of rhodopsin proteins (also
shown in Figure 4), where the length of the system has been
significantly reduced, but the main characteristics of double
bonds and dieniminium cation remain. In recent years, PSB3 has
been used to study the topography of CoIns, and the
dimensionality (topology) of the branching space predicted by
several electronic structure methods.227−233 PSB3 is a very good
candidate for such a study because of the very different character
of the states involved in the CoIn. One of the states at the S0/S1
CoIn has a predominantly biradical electronic structure, while
the other has a predominantly charge-transfer character. The
weights of these configurations vary along different displace-
ments, making the shape of the potential energy surface sensitive
to a balanced description of nondynamical and dynamical
correlation. This provides for a very sensitive tool to test the
different behaviors of the electronic structure methods. Figure 4
shows the two coordinates defining the branching plane in this
CoIn. One of the coordinates, the bond length alternation
(BLA) coordinate, has been used in this work as the main
coordinate to plot the energies of the two states using a variety of
methods. The ground state potential energy surface of PSB3 is
characterized by two transition states, denoted TSCT and TSDIR,
which can be seen along the BLA scans, and both connect cis-
PSB3 to trans-PSB3. Therefore, both transition states mediate
the thermal isomerization of cis-PSB3 to trans-PSB3. Their
location along BLA is another comparison that can be used to
test the performance of the various methods.
A series of papers have been published using the S0/S1 CoIn in

the PSB3 test system, and here we discuss the ones focusing on
multireference methods and specifically comparing CASSCF to
multireference methods with dynamical correlation, namely
MRCISD, MR CISD+Q, and various MRPT2 variants.227,231

Figure 5 shows scans along the BLA coordinate using all the
multireference methods used in ref 227. Figure 5C illustrates
best the importance of dynamical correlation in this system by
comparing CASSCF to MRCISD+Q. CASSCF predicts the
crossing between the two states much earlier along the BLA
coordinate. It also changes completely the shape of the CoIn

because of the very different relative stability of the two states.
CASSCF predicts a vertical/peaked CoIn, while MRCISD+Q
predicts a very sloped/tilted CoIn. Finally, the relative energies
of the two transition states are reversed in the two methods.
CASSCF predicts TSDIR to be lower in energy while including
correlation stabilizes TSCT relative to TSDIR. Turning our
attention to Figure 5A,B we can see that the different correlated
methods also give different predictions of the location of CoIn.
Most of them predict a sloped CoIn, although the exact location
and shape differ. It is shown that the incorporation of the IPEA
shift yields CASPT2(IPEA = 0.25) and MS-CASPT2(IPEA =
0.25) results very similar to MRCISD+Q, while without IPEA
the results were different. The best performing methods are
shown in panel B. The choice of the active space can have an
effect, as can be seen when comparing QD-NEVPT2 with (6,6)
in panel A with QD-NEVPT2(6,8) in panel B, where the latter
shows a much better agreement with MRCISD+Q. Overall, it is
shown that adding correlation to CASSCF can affect the
qualitative shape of the PES leading to CoIn. When dynamic
electron correlation is included, it leads to a stabilization of the
regions with charge-transfer character and to a significant
reshaping of the reference CASSCF potential energy surface. In

Figure 4. Top: (A) Structure of retinal protonated Schiff base and (B)
its reduced penta-2,4-dieniminium cation model (PSB3). Bottom: (A)
Double-cone representation of the potential energy surfaces around the
CoIn. The gradient difference vector (GDV or g) and the derivative
coupling vector (DCV or h) that lift the degeneracy at a CoIn are shown
as red and blue arrows, respectively. The two vectors define the
branching plane (BP) shown in yellow. The surfaces in the panel are
colored brown or green to distinguish regions of the potential energy
surface dominated by different electronic configurations, represented
by the adiabatic wave functions ψI or ψJ. (B) Characteristics of PSB3 at
its minimum energy CoIn. On the top structure, the red and blue arrows
indicate the GDV and DCV, respectively. The DCV corresponds to a
torsional motion corresponding to the reaction coordinate (RC)
driving the isomerization, and GDV is a bond length alternation
coordinate corresponding to a lengthening of double bonds and
shortening of single bonds along the backbone (BLA). The bottom two
structures display bond-line diagrams of the two electronic config-
urations determining the character of the two states: one represents a
charge-transfer electronic character, ψCT, and the other a diradical
electronic character, ψDIR. Reprinted with permission from ref 231.
Copyright 2014 American Chemical Society.
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some cases, accounting for these effects can have important
implications when applied to basic photobiological problems.234

There are, however, some artifacts that can be seen in these
curves. The MRCISD+Q curve shows an artifact at the point
where MRCISD has a crossing. This artifact is due to the mixing
of the CI wave functions at the CoIn which can lead to small
overlaps with the CASSCF references and small coefficients in
the Davidson correction.235 The artifact can be reduced when
using a Davidson correction with a relaxed or rotated
reference.227,235 Another important artifact appears at the
CASPT2 and MS-CASPT2 curves at a different point along
the BLA coordinate, although it is much more obvious for MS-
CASPT2. This artifact is caused by the underlying CoIn at the

CASSCF level at that point, and it occurs whenever the CASSCF
wave functions are highly mixed, e.g. near a CoIn, and are used as
the reference for CASPT2. XMCQDPT2 and XMS-CASPT2 do
not have this problem.190,192

The artifact at the perturbation theory has been highlighted by
another study that used PSB3 as well.214 Figure 6 shows a
contour plot of PESs around the S1/S0 CoIn. This figure
illustrates again that using perturbation theory near a CASSCF
CoIn can lead to discontinuities. The problem occurs at the
positions of CASSCFCoIn, and it is mostly pronounced forMS-
CASPT2. It is also present to a smaller degree for state specific
NEVPT2 (SS-NEVPT2) and QD-NEVPT2. The QD-NEVPT2

Figure 5. Energy profiles along the BLA coordinate compared with two-root SA-CASSCF (red) and MRCISD+Q (black) which are present in both
parts A and B. The active space was (6,6). The energy values are relative to the reactant (cis-PSB3). The position of the CoIn for each method is
indicated with a filled circle. The curves are labeled at the left margin to distinguish between diabatic curves with predominantly charge transfer (ψCT)
and covalent-diradical (ψDIR) character for each method. (A) S0 and S1 energies for MRCISD (gray), CASPT2 (dark blue), MS-CASPT2 (magenta),
QD-NEVPT2 (orange), and XMCQDPT2 (green). TheQD-NEVPT2CoIn does not lie within the selected BLA coordinate values, and so its position
is estimated by extrapolating the QD-NEVPT2 curve using a polynomial fit (dashed line). (B) S0 and S1 energies for CASPT2(IPEA = 0.25) (blue),
MS-CASPT2(IPEA = 0.25) (violet), QD-NEVPT2 with 6-in-8 active space (brown), XMCQDPT2 with a diagonal fit (pink), and XMCQDPT2/
F(Γns) (obtained using slightly different definitions of the model Fock-like operator used to define the zero-order Hamiltonian within the
XMCQDPT2 formalism) (dark green). (C and D) Schematic valence bond-like state mixing diagrams for the S0 and S1 energy profiles along the BLA
coordinate at the CASSCF andMRCISD+Q levels of theory, respectively. The diabatic states are represented with dashed lines. Mixing of the diabatic
states produces the adiabatic states represented with solid lines. Brown curves are dominated by a charge-transfer wave function, while green curves are
dominated by a covalent one. Reprinted with permission from ref 227. Copyright 2012 American Chemical Society.
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with uniform first-order interaction space does not exhibit such
spurious behavior near the CASSCF MECI.
The above discussion shows how the topography changes

when using different methods. In order to explore more the
topology of the CoIn, it is best to examine the PES in loops
around the CoIn. The definition of the loops in this case is
shown in Figure 7 and resembles the polar coordinates of the
branching plane, discussed in section 3.2. These loops were used
in ref 231 to examine further the topography and topology of
CoIns. This approach can distinguish between a dimensionality
of Nint − 1 and Nint − 2, but it cannot distinguish Nint − 3 from
the correct behavior Nint − 2. CASSCF branching vectors were
used. Figure 8 shows the energy difference between the two
states, S0 and S1, for the various methods tested around the loop.
CASSCF and MRCISD have the correct dimensionality as
expected, as well as MS-CASPT2, XMCQDPT2, and QD-
NEVPT2. Some other multireference methods however do not
show the correct dimensionality and specifically SS-CASPT2
and MRCISD+Q. In MRCISD+Q the crossing is linear rather
than conical because the Davidson correction corrects the
energies but not the couplings. SS-CASPT2 also does not
display the correct dimensionality since the two states are not
coupled correctly. This was first pointed out in earlier
discussions of PT based methods by Malrieu et al.189 The
problem is corrected with MS-CASPT2, which includes
coupling between the states, and it has the correct dimension-
ality.236 But it may overestimate the coupling, as is shown in
Figure 8, which shows that the gap is much larger than the other
methods. This implies a very steep CoIn, and it has been noted
in other work as well.190,227 Furthermore, the MS-CASPT2
Hamiltonian matrix is generally nonsymmetric, so it is thought
to produce a CoIn with a (Nint − 3)-dimensionality (more
discussion on nonsymmetric Hamiltonians is given later).
Symmetrization of the MS-CASPT2 Hamiltonian is needed to
produce the correct (Nint − 2)-dimensionality. What is very
important in this work is the demonstration that multireference
methods are not always correct, and there are some multi-

reference methods that do not describe the CoIns properly.
Preliminary tests using surface hopping however reveal that the
correct dimensionality may not be as crucial as one would
expect.231

Schapiro and Neese used the same model to test the
spectroscopy oriented configuration interaction (SORCI)
method.233 The SORCI method was introduced in 2003 by
Neese as an efficient multireference method focused on
providing accurate excitation energies.237 The approach
combines MRCI and MRPT. The first-order interaction space
is divided into two subspaces, a strongly and a weakly interacting
subspace. The configurations of the strongly interacting
subspace can be treated variationally, while those of the latter
space are treated using multireference perturbation theory to
second order. The problem with this approach is that there are
three threshold cutoffs involved in the procedure, and this makes
it hard to obtain a smooth PES. In a study by Schapiro and
Neese233 these thresholds were varied starting from the default
values up to complete removal of the thresholds. The study
showed that making the threshold very tight can produce
smooth PES and CoIns. In that study SORCI produced energy
differences and energy profiles in good agreement with the
MRCISD + Q method.

4.2. Single Reference Methods

In single reference methods the excited/ionic states can be
obtained through linear response or equation of motion
equations. These methods can in principle describe CoIns
between excited states, but they cannot describe CoIns between
the ground and excited state, so they have not been historically
used in nonadiabatic effects. More recently, however, there have
been many efforts to modify or update them to be used in such
processes, since they are easier to use and often much more
efficient, so they can be applied to larger molecular systems.
Spin-flip is a general approach that has been used widely with
single reference methods. Given its applicability to all single
referencemethods, it will be discussed separately after discussing

Figure 6.Contour plots of the S1−S0 energy gap near the (a) PT2MECIs and (b) CASSCFMECI. In part a, theQD-NEVPT2CoIn obtained with the
state-averaged Dyall’s Hamiltonian and state-specific projection manifold were also used for testing SS-NEVPT2 and QD-NEVPT2 with uniform
projection manifold. In part b, note that the scale of the energy gap is different for the MS-CASPT2 method because of severe artifacts. The vectors g
and h denote the normalized gradient difference vector and interstate coupling vector, respectively, obtained using the (a) PT2 methods and (b) SA-
CASSCF method. Reprinted with permission from ref 214. Copyright 2020 American Chemical Society.
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single reference methods that have been involved in the
description of CoIns.
4.2.1. CIS and Corrections. CIS is the simplest method

which gives a qualitative description of excited states.
Configuration interaction was already discussed in the frame-
work of MRCI. In this case a single HF reference is used and
single excitations to the virtual space are included. The CIS
solution is obtained by diagonalizing the Hamiltonian in the
single excitations space. Because of the Brillouin theorem there
is no coupling between the single excitations and the HF ground
state, so CIS is not appropriate to describe CoIn between S0 and
S1, but it can be used to describe CoIns between excited states,
and that is the cheapest approach to describe these features.
Some efforts have been made in recent years to improve CIS,

particularly by Subotnik and co-workers. The perturbative
orbital optimized CIS (OO-CIS) attempts improving CIS using
partial orbital optimization.238 Recognizing that the orbitals in
CIS are optimized for the ground state, an optimization of the
energy for each excited state with respect to orbital rotations is
introduced. The OO-CIS method improves dramatically the
description of CT states, but it has deficiencies in describing
couplings between excited states. The Variationally Orbital-
Adapted Configuration Interaction Singles (VOA-CIS) method

Figure 7. (A) Schematic representation of the PSB3 S0 PES in the
region of a S0/S1 CoIn and along a two-dimensional space defined by
BLA and reaction coordinate (RC) that roughly correspond to the
branching plane. The BLA coordinate and the CoIn loop cross sections
are shown in yellow and blue, respectively. (B) S0 (opaque) and S1
(translucent) CASSCF energy profiles along the BLA coordinate. (C)
More detailed scheme of the CoIn loop scan. Both the S0 and S1
surfaces are shown. The loop is at the intersection of the circumference
of the blue cylinder with the S0 and S1 PESs (shown as red dashed lines)
and lies in the branching plane defined by RC and BLA, assumed to be
parallel to the DCV and GDV, respectively. Along the loop, the wave
function of each state is expected to change electronic character twice.
Areas of the surface shaded brown have a predominantly charge-
transfer wave function, ψCT, while green regions have a predominately
diradical wave function, ψDIR. (D) S0 and S1 CASSCF energies (top)
and S0−S1 energy gap (bottom) along the CoIn loop as a function of α
(as labeled in panel C). The energy profiles are shaded green or brown
to show the dominant electronic character of the wave function for each
state at that point (for the energy gap, only the character of the S0 wave
function is shown). Reprinted with permission from ref 231. Copyright
2014 American Chemical Society.

Figure 8. BLA and CoIn loop energy profiles for CASSCF (red),
MRCISD (gray), MRCISD+Q (black), SS-CASPT2(IPEA = 0) (dark
blue), MS-CASPT2(IPEA = 0) (violet), SS-CASPT2(IPEA = 0.25)
(light blue), MS-CASPT2(IPEA = 0.25) (violet), XMCQDPT2/Γns
(green), QD-NEVPT2 (brown), TDDFT/mPW2PLYP (orange), and
SI-SA-REKS-HF (fuchsia). (Top) S0 and S1 energy profiles along the
BLA scan, relative to cis-PSB3. The positions of the crossings are shown
as filled circles. Due to the different geometries of the crossings at
different levels of theory, several CoIn loops were constructed, each
centered at a different BLA value, to incorporate the crossings of all
tested methods. One loop was centered at the CASSCF crossing (panel
A), one around the MRCISD crossing (panel B), one around the
CASPT2(IPEA = 0) crossing (panel C), and one around the MRCISD
+Q crossing (panel D). Note that MRCISD+Q, SS-CASPT2- (IPEA =
0.25), MS-CASPT2 (IPEA = 0.25), XMCQDPT2, QD-NEVPT2,
EOM-SF-CCSD(dT), and SI-SA-REKS all have similar energy profiles
along the BLA and a similar geometry for the crossing, and therefore,
only one loop is used to test all sevenmethods. Along the loops, only the
energy differences between S0 and S1 are shown for all methods. An
energy difference of about 0 kcal/mol means that the two states cross at
that point. Such crossing points are indicated by black circles. Reprinted
with permission from ref 231. Copyright 2014 American Chemical
Society.
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aims at improving the description of the coupling.239,240 It uses

the orthogonalization to generate a set of corrected states and

then rediagonalizes the Hamiltonian in that space. Orbital

optimization should capture the most important doubles

correction for excited states. Using this approach one may

achieve improved couplings between excited states or between

the ground and excited states. VOA-CIS vastly outperforms CIS,

and quite often, VOA-CIS closely follows CIS(D).239

The most direct way to correctly describe CoIns with the

ground state uses a vey simple idea to expand CIS (and TDDFT

as will be discussed in detail below).241 In an approach denoted

as CIS-1D one doubly excited configuration is added to the

expansion. This is clearly shown in the equation below which

shows the CIS Hamiltonian expanded by addition of one doubly

excited configuration.
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The important point in this approach is how to choose the
virtual orbital where double excitations are allowed. Both the
occupied and the unoccupied molecular orbital are optimized to
minimize the energy of the corresponding double excitation
state. It will be shown below that CIS-1D predicts the correct
topology of CoIn.

4.2.1.1. Topography and Topology of CoIns Using CIS and
Corrected Versions. The problem of the wrong dimensionality
of the CoIn at the CIS level is the easiest to anticipate, since the
coupling between the ground state and single excitation states is
always zero according to the Brillouin theorem. Numerical
results highlighting this were first shown by Martinez and co-
workers in 2006.242 CIS only describes states which are
predominantly singly excited in character, and it can only

Figure 9. Potential energy surfaces of H2O in the region surrounding a CoIn calculated using (a) CIS/6-31G, (b) SA3-CAS(6/4)/6-31G, (c) TD-
B3LYP/6-31G, (d) TDDFT(B3LYP) (left), and TDDFT-1D (right) with optimized Kohn−Sham orbitals. (a−c) Reprinted with permission from ref
242. Copyright 2006 Taylor & Francis. (d) Reprinted with permission from ref 241. Copyright 2019 American Chemical Society. At the CASSCF and
TDDFT-1D levels the degeneracy is lifted along two coordinates, while only one of the three independent displacement coordinates splits the
degeneracy at the CIS and TDDFT levels.
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produce qualitatively correct results when the ground state is
accurately modeled as a single determinant. Figure 9 shows two-
dimensional potential energy surfaces of H2O around a CoIn
between the ground S0 and the S1 excited states. The PES of S0
and S1 along Cartesian coordinates of the H atoms are shown.
The CoIn exists at a linear geometry of H2O. The top panel
shows the PES obtained from CIS, showing that the degeneracy
is only lifted along one coordinate, since the two states are not
interacting at any geometry at the CIS level. On the other hand,
the correct behavior is demonstrated at Figure 9b at the
CASSCF level, showing the lifting of the degeneracy along two
dimensions.
4.2.2. Post-CIS Methods. In this section we discuss single

reference methods that go beyond CIS and include dynamical
correlation, mostly through perturbation theory. EOM-CCSD,
which is superior to themethods in this section, will be discussed
separately.
A natural way to go beyond CIS for excited states is to include

electron correlation via perturbation theory through second
order. A size-consistent MP2 correction to CIS leads to
CIS(D).243 Standard perturbation theory is applied to the
double excitations while triples are included as a product of CIS
single excitations and ground state MP2 double excitations. The
method scales as O(N5), and it is a substantial improvement
over CIS, but errors of excitation energies can still be around 0.5
eV.239,243 A main disadvantage for the topic of interest however
is that it does not work when the excited states approach each
other. In that case degenerate perturbation theory has to be
used. For this reason, the CIS(Dn) family of methods was
introduced by Head-Gordon and co-workers which is based on
quasi-degenerate perturbation theory.244 In this approach
corrections are obtained by diagonalizing a perturbative
approximation to the second-order response matrix for the
MP2 ground state. The doubles−doubles block of the response
matrix is approximated by excitations of the diagonal Fock
matrix. Furthermore, a Taylor series expansion in the self-energy
of the doubles−doubles block is used. n takes values from 0 to∞
according to the number of terms kept in the expansion. When n
= 0 or n = 1, themethod involves the diagonalization of a dressed
response matrix with singles-only, where the dressing is state-
independent. The resulting methods, CIS(D0) and CIS(D1),
behave much better relative to CIS(D) in cases of near-
degeneracy between excited states, but they are considerably
more expensive. For n =∞CIS(D∞) can be shown to be related
to CC2 and ADC(2), as will be discussed below.245

Although CIS(Dn) methods can describe CoIns between
excited states, the problem with the CoIns involving the ground
state remains. CIS(2) is another approach based on
quasidegenerate perturbation theory that has been developed
to treat the S0/S1 CoIns.246 In that approach a dressed
Hamiltonian including the ground state and excited states is
diagonalized to obtain the coupled states. It has been shown to
give results qualitatively similar toMRCI for a small set of CoIns.
The drawback is that it is not size-extensive anymore.
The approximate coupled-cluster method of second order

(CC2) was formulated by Christiansen, Koch, and Jorgensen as
an approximation of the CCSD method.247 This method scales
asN5 instead ofN6 which is the scaling of CCSD (whereN is the
number of basis functions). The singles equation used to obtain
the amplitudes remains the same as in CCSD and provides an
approximate description of orbital relaxation, while the doubles
equations are approximated to be correct through first order
only, with the singles treated as zeroth-order parameters. One

important result of this approximation is that an analytic
expression for the doubles amplitudes is available that depends
only on the singles amplitudes, electron repulsion integrals, and
Fock operator, so there is no need to iteratively solve for the
doubles amplitudes. Although the ground state CC2 energy is
equivalent to MP2, the main advantage is that it can be used to
apply linear response theory to obtain excitation energies.
Excitation energies and transition moments are obtained as
poles and residues of the CC2 linear response function.
CIS(D∞) is obtained from CC2 if the CC2 ground state
converged cluster amplitudes are substituted by the amplitudes
from first-order perturbation theory.245 Linear-response CC2
combined with the resolution of the identity approximation for
two-electron integrals (RI-CC2) has also been developed and
extensively used for the investigation of electronically excited
states of medium-sized organicmolecules.248 Recently,Martińez
and co-workers developed a tensor-hypercontracted variant of
equation-of-motion CC2, which also reduces the scaling of the
method to N.4249,250

Another approach that includes dynamical correlation and has
been used extensively for excited states is the algebraic-
diagrammatic-construction (ADC) method.251 The ADC
scheme of the polarization propagator was originally proposed
by Schirmer.252−254 The polarization propagator describes the
time evolution of the polarization of a many body system, which
corresponds to time-dependent fluctuations of the ground state
electron density or wave function of the unperturbed system. It
contains information about the excited state wave functions.
Using diagrammatic perturbation theory, a family of methods
can be derived for the approximate calculation of excited states.
Furthermore, using an intermediate state representation, one
can obtain excited state wave functions and properties. The
ground state for ADC(2) is MP2, while ADC(3) is obtained
when MP3 is chosen as the ground state. In principle ADC(n)
converges to the full-CI limit. ADC(2) (or ADC(2)-s) is the
most commonly used variation. The method scales as N5,
making it quite efficient for larger systems, while the error in
excitation energies is around 0.22 ± 0.38 eV using the Thiel
benchmark set for testing.251 ADC(2)-x differs from ADC(2)-s
in the order at which the two-particle-two-hole block in the
ADC matrix is treated, leading to the correct description of
doubly excited states. The ADC(2)-x and ADC(3) methods
scale as N6. It has been demonstrated that ADC(2) is related to
CC2 and CIS(D).245 Neglect of the t1 amplitudes present in the
CC2 Jacobian gives the CIS(D∞) Jacobian ACIS(D∞). The
ADC(2)-s matrix is related to CIS(D∞) by symmetrization

= [ + ]†∞ ∞M A A
1
2

ADC CIS D CIS D(2) ( ) ( )
(41)

The above symmetrization results in ADC(2)-s being a
Hermitian matrix, making it a more suitable method near
avoided crossings and CoIns compared to the other CC2 and
CIS(D) methods. CC2 yields somewhat better excitation
energies, while CIS(D∞) gives very similar energies to
ADC(2)-s.245,251

Spin-scaling approaches have also been developed for these
methods.255−257 The spin-scaling approach was first introduced
by Grimme in 2003, who partitioned the correlation energy into
parallel and antiparallel spin components and used semi-
empirical parameters to scale the weights of these two
contributions or just scale the opposite spin part of the energy
(SCS vs SOS).258 It was initially used in MP2 but has been
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extended to other methods, including CC2, ADC(2), and
CIS(Dn).

255,259

4.2.2.1. Locating CoIns with Post-CIS Methods. The main
problem with this set of methods is their inability to describe

CoIns with the ground state. CIS(2) is the only exception, since
it was designed specifically to fix this problem. The performance
of CIS(2) to locate CoIns between S0/S1 and S1/S2 was tested in
the organic molecules uracil and cytosine..246 Most of the

Figure 10. Energy profile of the three lowest excited states (A,B,A) in bent acetylene along its molecular torsion, at the (top left) CIS, (top right) SOS-
CIS(D), and (bottom) SOS-CIS(D0) levels. Reprinted with permission from ref 259. Copyright 2008 AIP Publishing.

Figure 11. Energy profiles (in kcal/mol) of the S0 and S1 adiabatic potential-energy surfaces in the 2D branching space of the CoIn of PSB3 (note that
the energy scales are different for each plot). The g vector corresponds roughly to the BLA coordinate, whereas the h vector corresponds roughly to the
isomerization coordinate. For eachmethod, the plot is shown from two different perspectives. For the CC2method, a roughly three times finer grid was
used and a few points are missing due to nonconvergence. Reprinted with permission from ref 232. Copyright 2015 American Chemical Society.
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geometry parameters are very similar to MRCIS except a few of
them which involve atoms directly related to the excitation
process. The most important deviations in the bond lengths
were for the carbonyl groups in both molecules, with an
overestimation of these bond lengths by up to 0.1 Å.
CoIns between excited states can also be problematic for

some methods. Figure 10, taken from ref 259, demonstrates the
differences in describing CoIns between excited states using
some of the single reference methods. The figure plots the
energies of the first three excited states of bent acetylene along
the torsional coordinate that transforms it from cis to trans
configuration. CIS is qualitatively correct, but the states are well
separated because of the luck of the dynamical correlation.
When dynamical correlation is added at the SOS-CIS(D) level,
the states approach each other, but artificial crossings between
the two A states are shown. At the SOS-CIS(D0) level quasi-
degenerate perturbation theory allows for a proper description
of the states near their crossing. This reinforces again the fact
that CIS(D) cannot describe properly CoIns even between
excited states.
Within the set of methods discussed in this section, CC2 and

ADC(2) have been the methods mostly employed in CoIns and
nonadiabatic dynamics. Despite the fact that the S0/S1 CoIn are
not expected to be properly described by these methods, the
problem is mostly at describing the topology. The geometries of
MECI located with these methods may still be well described. As
an example, optimizations of the MECI for PSB3 were carried
out at the CC2 and ADC(2) levels and compared to CASPT2
andMRCISD. In that system the structures obtained at the CC2
and ADC(2)-s/MP2 levels agree with the multireference
methods.232

CC2 and other single referencemethods have also been tested
in the excited state dynamics of polyatomic molecules using
surface hopping.260−264 In single reference methods coupling
with the ground state is not possible, so usually a hopping to the
ground state is assumed when the gap between S1 and S0 is
smaller than a threshold. In a test study ADC(2) performed
better than CC2 and TDDFT to predict the nonadiabatic
dynamics in adenine.260 This however cannot be generalized,
and further studies are needed. The results showed that
dynamics with ADC(2) were more stable than CC2 dynamics
which failed within 100 fs, because of numerical instabilities
present in the case of quasi-degenerate excited states.
4.2.2.2. Topography and Topology of CoIns Using Post-CIS

Methods. Based on theoretical arguments the topology of
surface crossings between excited states by CC2 is demonstrated
to be incorrectly described.245,265 One of the problems with
non-Hermitian approaches is that complex energies are possible,
which will be elaborated in our discussion on EOM-CCSD.
Numerical demonstration of the deficiency of CC2 and

ADC(2) has also been done. CoIns between the ground and an
excited state using CC2 and ADC(2) were described more
recently computationally using the retinal chromophore model
used as a test for many methods by Olivucci and co-
workers.232,266 ADC(2)-s, ADC(2)-x, and third-order ADC,
ADC(3), were tested. In addition, for both CC2 and ADC
methods, the spin component-scaled (SCS) and spin-opposite-
scaled (SOS) variants were also considered. Figure 11 shows
plots of the CoIns produced using CC2 and the variants of
ADC(2) for PSB3 and compared to CASSCF and MRCISD
plots. The branching plane coordinates used for all methods in
the plots (except MRCISD) are taken from CASSCF. CASSCF
and MRCISD both show the correct topology of the CoIn,

showing lifting of the degeneracy along both coordinates, as was
discussed in the corresponding section in this review. The other
plots in that figure show that only CC2 also predicts the correct
topology of the CoIn. There is lifting of the degeneracy along
both coordinates, even though not at the same degree as in
MRCISD. A closer look at the energies around the CoIn
however shows that they are not always smooth. On the other
hand, all variants of the ADC method produce the wrong linear
intersection topology as shown in Figure 11. The degeneracy is
lifted only along the g branching coordinate. This is expected
since the electronic ground state is described at a different level
of theory, i.e. the MP2 or MP3 level, so coupling between the
states is excluded.
It should also be pointed out that using the branching vectors

obtained at one level of theory to calculate the shape of the cone
at a different level of theory is tricky and can lead to misleading
results if the vectors predicted by the two methods differ. This
approach however is being used commonly mainly because
many methods do not have implementations to calculate the h
(nonadiabatic) vector. In the paper testing CC2 and ADC(2)
the approach was tested by comparing the g vector obtained
with CC2 to the one from CASSCF.232

4.2.3. EOM-CCSD. Coupled cluster theory is often
considered the golden standard for ground state proper-
ties.267−269 Its extension to excited states is a powerful and
accurate method,270−273 which can be successfully used as long
as CC can describe correctly the ground state. In CC theory the
ground state is described as an exponential wave function:

|Ψ ⟩ = | ⟩e 0CC T
0 (42)

where |0⟩ is the reference determinant (usually Hartree−Fock)
and T = ∑tμτμ is the cluster operator which includes single,
double, etc. excitation operators τμ with amplitudes tμ. The most
common form uses the expansion up to second order leading to
CCSD. The energy is given by

= ⟨ | | ⟩−E He0 e 0CC T T
0 (43)

and the CC amplitudes are obtained from

⟨Φ | | ⟩ =− Hee 0 0i
a T T

(44)

⟨Φ | | ⟩ =− Hee 0 0ij
ab T T

(45)

Φi
a, Φij

ab denote the single and double excitation manifold,
respectively.
In EOM-EE-CC270,273 the electronically excited states are

described as

|Ψ ⟩ = | ⟩R e 0I
EOM

I
T

(46)

⟨Ψ̃ | = ⟨ | −L0 eI
EOM

I
T

(47)

where R and L are excitation and de-excitation operators,
respectively.
In the commonly used EOM-CCSD T, R, and L are all

truncated to double excitations. The excitation energy and
amplitudes R and L are obtained by solving the nonhermitian
eigenproblem

= ⟨ | | ⟩ = ⟨ | ̃ | ⟩−E L He R L HR0 e 0 0 0I
EOM

I
T T

I I I (48)

The operator R can be an excitation operator (in EOM-EE), a
particle annihilation operator (in EOM-IP), a particle creation
operator (in EOM-EA), or a particle spin-flipping operator (in
EOM-SF). EOM-EE-CCSD is equivalent to linear response
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CCSD for the excitation energies but not for transition
properties.272 Even though EOM-CCSD can treat a wide variety
of states, it cannot treat doubly excited states, and this is a
problem in some systems where doubly excited states are
important in vertical excitation, such as polyenes. But more
important for the present discussion, doubly excited states often
become important when the S0 wave function has some
multiconfigurational character, and near-degeneracies exist.
4.2.3.1. Locating CoIns Using EOM-CCSD. Locating CoIns

using EOM-CCSD has not been extensively used since
derivative couplings have not been available until recently, and
EOM-CCSD is a rather computationally expensive method.
There have been however some tests on its performance, and we
only offer some examples here.
Two- and three-state CoIns between excited states in adenine

were located at the CC2, CCSD, and MRCIS levels and
compared.274 While the S1/S2 CoIns were similar in all three
methods, there was a larger difference between the MRCIS and
CCSD geometries and energies for the three state S1/S2/S3
CoIn. This is most likely an effect of dynamical correlation, since
the S3 state was much more sensitive to dynamical correlation.
This demonstrates again that accurate location of CoIns is a
sensitive interplay between dynamical and nondynamical
correlation, and it is system dependent and even within the
same system can be state dependent.
4.2.3.2. Topography of CoIns Using EOM-CCSD. The

question about whether the topology of a CoIn can be described
by EOM-CCSD was first studied in detail by Köhn and Tajti in
2007.265 The underlying problem however was first raised by
Haẗtig in 2005.245 In that review he noted that the topology of a
CoIn is affected by the non-Hermitian nature of the
Hamiltonian. In a nonsymmetric matrix there are three rather
than two conditions that need to be satisfied in order to obtain
degeneracy. In addition, complex energies can be obtained in
this case. Nonhermitian matrices lead to unphysical complex
energies, as was shown for CCSD and CCSDT.265,275

The crossing conditions for a non-Hermitian matrix can be
obtained by considering the Wigner-Neumann derivation for
the dimensionality (discussed in section 3.1). For a non-
Hermitian method the Jacobian has the general form

=
Δ +

− −Δ
i
k
jjjj

y
{
zzzz

X Y
X Y

A
(49)

The eigenvalues are given by

= ± Δ + −E X Y1,2
2 2 2

(50)

For a nonsymmetric matrix a number of different cases can be
distinguished, depending on themagnitude of the antisymmetric
contribution to the coupling Y:

1. Y2 < Δ2 + X2, two real eigenvalues are obtained;

2. Y2 >Δ2 + X2, this leads to a conjugated pair of degenerate
roots with eigenvalues

= ± − Δ −E i Y X1,2
2 2 2

(51)

3. Y2 = Δ2 + X2. This condition is fulfilled in Nint − 1
dimensions, for states of the same symmetry;

4. Y = Δ = X = 0. This condition is fulfilled in Nint − 3
dimensions.

The picture that emerges from the relationships above is that
the points at which the two states become degenerate with a

nonsymmetric Jacobian (Y2 = Δ2 + X2) form a tube around the
intersection seam obtained with a symmetric matrix. On the
surface of the cylinder the eigenvectors are parallel, and in its
interior the energies are complex. Figure 12 shows pictorially
what happens. Köhn and Tajti demonstrated that indeed
complex energies and parallel eigenvectors exist near a CoIn
when using EOM-CCSD.265 This behavior was illustrated by the
EOM-EE calculations of formaldehyde, where in a small region
around a CoIn, EOM-EE-CCSD roots become complex and the
real parts of the energies degenerate.
Haẗtig identified the true CoIn as the case when Y =Δ = X = 0

in which case the cylinder shrinks to a point. If there are three
conditions that need to be satisfied, it has been assumed that the
dimensionality of the CoIn is not correct with coupled
cluster.245,265 However, the exact EOM-CC theory, which is
equivalent to FCI, describes the intersections correctly, leading
to a paradox. This paradox has been recently explained by
Kjønstad et al.275 The explanation relies on the idea that the
Jacobian matrix is nondefective away from CoIns, but it can be
defective when degeneracies occur. At the limit of all excitation
operators included (equivalent to FCI) it becomes nondefective
again even at degeneracies. A nondefective matrix is one that can
be diagonalized, while a defective matrix does not have a
complete basis of eigenvectors. A symmetric matrix can always
be diagonalized, while a nonsymmetric one is guaranteed to be
nondefective only when the eigenvalues are distinct. For a
nondefectivematrix it can be shown that the three conditions are
not independent, and there are only two independent conditions
for an inherently real Hamiltonian,275 so in this case the correct
dimensionality of the CoIn is restored.275 Therefore, at the limit
of all excitations included both EOM-CC and FCI will give the
same eigenvalues and the correct dimensionality of a CoIn.
When CC is truncated, however, at accidental CoIns the
Jacobian is a defectivematrix. In that case degeneracy is obtained
either via Y2 = Δ2 + X2 or Y = Δ = X = 0. While Haẗtig245 and
Köhn and Tajti265 argued that the true CoIn occurs in the
second case, Kjønstad et al.275 explain that the seam occurs using
the first conditions leading to an Nint − 1-dimensional space
which becomes Nint − 2 at the limit of all excitations. The
cylinder shrinks to the Nint − 2 seam space when the energies
become real at the complete T limit, as shown in Figure 12. The
intersection though resembles aNint− 2 CoIn for large distances
away from the seam. At accidental symmetry allowed
intersections CCSD is nondefective.
A possible solution has also been suggested through a

modified theory, called similarity constrained coupled cluster
theory.276 In that approach CCSD is constrained to be
nondefective. The wave function of similarity constrained
CCSD (SCCSD) is defined by including an additional triple
excitation in cluster operator T

∑ ∑τ τ ζτ= + +T t t
1
2ai

i
a
i
a

aibj
ij
ab

ij
ab

IJK
ABC

(52)

The amplitudes ti
a, tij

ab, and ζ are determined by imposing that the
eigenvectors for the two intersecting states are orthogonal (in
addition to satisfying the CCSD equations). This leads to a
coupled set of equations that may be solved self-consistently.
SCCSD was applied to the CoIn of 21A1 and 3

1A1 excited states
of formaldehyde. Figure 12c illustrates the results. At the CCSD
level the states cross at two points 1.3515 and 1.3570 Å giving a
complex pair of states between those two points. At the SCCSD
level the intersection becomes an avoided crossing. A CoIn at
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this level of theory may exist at a different coordinate. This fix to
the CCSD theory introduces some problems. The orbital
invariance is lost and the PES is not continuous anymore.
Alternative approaches can be used to maintain the continuity of
PES and orbital invariance.276

A different issue with EOM-CCSD, which is common with all
single reference methods, is the difficulty to describe CoIns
involving the ground state.277,278 This problem can be addressed
with the spin-flip variant of EOM-CCSD. Spin-flip methods are
discussed separately in section 4.2.6.

4.2.4. TDDFT.Themethod that has seen substantial progress
in recent years in developments related to excited states and
nonadiabatic events is TDDFT.279 The most common
implementation of TDDFT uses the adiabatic approximation
which assumes that the self-consistent field responds instanta-
neously to changes in the charge density, and there is no
memory. Excitations are obtained from the linear response
formulation of TDDFT (LR-TDDFT), from the poles of the
ground state density−density response function.
The TDDFT and time-dependent Hartree−Fock (TDHF)

excitation energies ω are given by solving the eigenvalue
equation

ω
* *

=
−

i
k
jjjj

y
{
zzzz
i
k
jjj

y
{
zzz

i
k
jjj

y
{
zzz
i
k
jjj

y
{
zzz

A B

B A
X
Y

1 0
0 1

X
Y (53)

where the matrix elements are given by

δ δ= ϵ − ϵ + | − | +

− | |

= | − | + − | |

A ia jb c ij ab

c ia f jb

B ia bj c ib aj c ia f bj

( ) ( ) ( )

(1 )( )

( ) ( ) (1 )( )

ia jb a i ij ab HF

HF xc

ia jb HF HF xc

,

,

ϵa is the ground state orbital energy for orbital a, i, j are ground
state occupied orbitals, while a, b are virtual orbitals.
(i(1)a(1)|j(2)b(2)) are two-electron integrals following the
conventional chemists’ (Mulliken) notation. f xc is the kernel of
the exchange-correlation functional, cHF is the coefficient of the
exact HF exchange present in a given functional. For TDHF cHF
= 1. For some typical functionals the values of cHF are cHF = 0 for
LSDA, cHF = 0.2 for B3LYP, and cHF = 0.25 for PBE1PBE. When
the B matrix is set to 0, one obtains the Tamm−Dancoff
approximation (TDA).280 When cHF = 1, we obtain the CIS
expressions.

4.2.4.1. Topography and Topology of CoIn Using TDDFT.
The problem of the wrong dimensionality of the CoIn between
ground and excited states at the TDDFT level was initially
highlighted byMartinez and co-workers.242 It was demonstrated
in that study that even though TDDFT in the linear response
and adiabatic approximations can predict geometries and
energetics of MECIs quite accurately (as long as the excited
state is not dominated by doubly excited character), it does not
predict the shape of CoIns correctly. Since there are no matrix
elements coupling the ground and excited states in TDDFT,
similarly to CIS, TDDFT intersections between the ground state
and a response state occur in Nint − 1 dimensions. CoIns
between excited states however are described correctly. Figure 9
shows the PES around the CoIn of linear water using TDDFT
and compared to CIS and CASSCF PES. It is clear that TDDFT
behaves similarly to CIS and lifts the degeneracy only along one
dimension, deviating from the correct behavior which is seen
using CASSCF.

Figure 12. (a) Intersection of two states of the same symmetry as
described by a symmetric and a nonsymmetric secular matrix. The
potential curves obtained with a symmetric secular matrix are shown as
broken lines. The full lines are the potential curves for a nonsymmetric
secular matrix in the region where both eigenvalues are real, while for
the region where the eigenvalues are complex only the real part is shown
as a dashed and dotted line. (b) Intersection of two states shown in a
space spanned by the two tuning coordinates of the CoIn and one
coordinate along the intersection seam. The thick line is the
intersection seam obtained with a symmetric secular matrix. For the
nonsymmetric matrix the surface on which the two eigenvalues are
degenerate is plotted. (c) 21A1 and 3

1A1 excited states of formaldehyde
using CCSD (red) and SCCSD (blue) with an aug-cc-pVDZ basis. The
real part of the CCSD energies is shown. A complex pair of energies is
obtained for CO bond distances of 1.3515−1.3570 Å. (a,b)
Reprinted with permission from ref 245. Copyright 2005 Elsevier
Books. (c) Reprinted with permission from ref 276. Copyright 2017
American Chemical Society.
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Further benchmarks have tested the performance of TDDFT
in photochemistry, such as those using the photochemical ring
opening of oxirane as a test system.281−283 It was initially shown
that regular TDDFT does not give a good description of the
photochemical path, showing in particular triplet instabilities
(i.e., the energy of the triplet states becomes more stable than
the ground singlet state at some points along the path). TDA
gave better results than conventional TDDFT in cases like this,
where bond breaking occurs.281,282 The wrong dimensionality of
CoIns was also confirmed in these studies. The performance of
TDDFT in the description of CoIns was also explored in the
series of benchmarks by Olivucci and co-workers using the
retinal chromophore,230,231 which also confirmed the wrong
dimensionality of CoIns between the ground and the excited
states. A volume in Topics of Current Chemistry on excited states
using TDDFT published in 2015 reviews the performance of
TDDFT both in describing CoIns284 and in using it for surface
hopping dynamics.285

4.2.5. Corrections and Alternatives to TDDFT. Despite
the deficiencies of TDDFT to describe CoIns with S0, its
computational efficiency makes it a very attractive approach, so
much effort has been directed into developing approaches to
correct the wrong dimensionality of the CoIns predicted by
linear response TDDFT. Other methods which try to add static
correlation or doubly excited states in TDDFT have been
developed to treat excited states and can be useful in treating
CoIns.286,287 Here we focus on methods that have been tested
for their description of CoIns, so we are not explicitly
considering all these methods. Methods combining DFT with
wave function approaches have been recently reviewed in this
journal and will also not be considered further here.115

A common theme among many methods is to find a way to
include a coupling between the ground and excited state.
Truhlar and co-workers proposed a way to introduce such a
coupling in the Configuration Interaction-Corrected Tamm−
Dancoff Approximation (CIC-TDA).288 In that approach, they
used the TDA approximation to TDDFT since it is more stable
near state intersections and calculated a coupling between the
reference and intersecting state, A0,ia. A0,ia vanishes in regular
TDA when using the KS operator. But, assuming that the
reference KS determinant and the TDA response written as a
linear combination of singly excited Slater determinants are
approximate wave functions of the real system, the authors
calculated the coupling using wave function theory as

∑ ∑= ⟨Φ | |Φ ⟩ = ⟨ | + − | ⟩A H a h J K i2ia
CIC KS

i
a

j

N

j
j

N

j0, 0

occ occ

(54)

where Φi
a is the dominant determinant in the intersecting

excited state. This term is small because it depends on the
difference between the KS orbitals and the HF orbitals, which is
small. But it does not vanish and if included corrects the
dimensionality of a CoIn. More specifically, A0,ia

CIC is equal to the
difference between the matrix elements of the HF exchange
potential and the KS xc potential. This approach was tested on
NH3 and PSB3, and it produced CoIns with the correct
dimensionality.
Another approach similar in spirit, called the Dual-Functional

Tamm−Dancoff Approximation (DF-TDA), has also been
explored by the same group and uses different type of orbitals to
avoid the zero coupling between S1 and the reference state.

289 If
Kohn−Sham orbitals are used in TDA, there is no coupling
between the ground state and excited states. If different orbitals
are used, this coupling is not zero anymore. In the DF-TDA
method the strategy is to optimize the orbitals with one
exchange-correlation functional and build the KS-TDA
Hamiltonian with a different functional. As a result, the correct
topology in the vicinity of S1/S0 CoIn is restored, although there
are variations when compared to MS-CASPT2. The overall
accuracy of DF-TDA is mostly determined by the functional that
is used to build the TDA Hamiltonian.
The Particle−Particle Random Phase (pp-RPA) and Tamm−

Dancoff Approximations (pp-TDA) start from a +2 cation
reference and target the neutral (N) states by adding two
electrons, so they naturally can describe the ground and excited
states on the same footing.290,291 For that reason it is expected
that they can describe properly the dimension of CoIns since
they account for the interstate interaction. The methods were
tested and were found to describe correctly the surface in the
vicinity of CoIns.292 The basic equations for pp-RPA are
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where the matrix elements A are defined using occupied orbitals
and those of C using only virtual orbitals

δ δ

δ δ

= ϵ + ϵ + | − |

= − ϵ + ϵ + | − |

A ac bd ad bc

C ik jl il jk

( ) ( ) ( )

( ) ( ) ( )

ab cd a b ac bd

ij kl i j ik jl

,

,

where a, b, c, and d are virtual orbital indices and i, j, k, and l are
occupied orbital indices with the restrictions that a > b, c > d, i >
j, and k > l. Eigenvectors X describe the two-electron addition
system, while eigenvectors Y describe a two-electron removal
system. Applying TDA sets B = 0. pp-TDA is recommended
over pp-RPA because of the Hermitian matrix used which

Figure 13. Potential energy surfaces of H3 around a CoIn by (a) CASSCF (3,6), (b) TDDFT-B3LYP, and (c) pp-RPA/TDA-B3LYP. Two atoms are
fixed on the y axis at (0, 0.409) and (0, −0.409), respectively, whereas the position of the third atom is varied along the x and y axes. TDDFT gives an
unphysical butterfly shape for the excited state surface, whereas the pp-RPA, which reduces to the pp-TDA in this three-electron case, correctly
describes the CoIn with potential energy surfaces closely resembling CASSCF. Reprinted with permission from ref 292. Copyright 2016 American
Chemical Society.
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guarantees real eigenvalues. CoIns for H3 and NH3 were tested.
Figure 13 shows results forH3, comparing the pp-TDA approach
to regular TDDFT and CASSCF. It is obvious that pp-TDA
predicts the correct topology, similar to CASSCF, whereas
TDDFT fails to predict the correct shape of the CoIn. One
shortcoming of these methods is that they may underestimate
the bond lengths for CoIns because of the contracted cationic
molecular orbitals, although different orbitals may correct this
deficiency.
The hh-TDA method is the hole−hole equivalent to the pp-

TDA method. In this case, the N-electron ground state and
excited states are generated through double annihilations from
an (N + 2)-electron reference in which the lowest unoccupied
molecular orbital (LUMO) has two additional electrons.291 As a
result the hh-TDA treats ground and excited states on equal
footing and can be used to describe CoIns involving the ground
state.293,294 The advantage of the hh-TDA approach compared
to pp-TDA is that it can treat some cases that cannot be treated
with pp-TDA, such as describing simultaneously low-lying ππ*
and nπ* excited states. Since the reference includes two
electrons in the LUMO, care has to be taken for SCF
convergence and to avoid continuum-like solutions. It has
been suggested that themethod should be combined with range-
separated density functionals that have 100% asymptotic Fock
exchange and to avoid diffuse basis functions. hh-TDA has been
benchmarked and used in dynamics recently by the Martinez
group.294,295

Very recently, another approach was proposed aimed to be
simple enough for dynamics while efficient and accurate in
regions of CoIns.241 This approach is the equivalent of CIS-1D
described in section 4.2.1. In this approach, inspired by the work
of Maitra et al.,286 an ensemble is created using the ground state
DFT wave function, the set of single excitation states, and one
doubly excited configuration (with a pair of electrons excited
from a specific KS spatial orbital to another specific KS spatial
orbital, denoted TDDFT-1D ansatz). The important point in
this ansatz is how to choose the virtual orbital where double
excitations are allowed. The method was tested in several typical
systems with CoIns, such as ethylene and water. Figure 9d
(right) shows the plot of PES around the water CoIn that was
initially used to test TDDFT by Levine et al.242 and
demonstrates that the new approach correctly describes the
topology. Analytic gradients and derivative couplings were also
implemented recently.296

Van Voorhis’s group developed configuration interaction
based on constrained density functional theory (CDFT-
CI),297,298 which has been used to describe ground state
potential energy surfaces and barriers for a while. CDFT-CI was
also tested for its performance on CoIns and showed that it can
describe CoIns if some information is known about the target
system.299 CDFT-CI introduces an active space whose states are
built from distinct constrained SCF calculations. A CI matrix is
then constructed by calculating the fully ab initio energies and
couplings, and it is diagonalized to produce the energies and
coefficient vectors for the adiabatic states. CDFT relies on a
partitioning of the system into multiple fragments and a means
for assigning spin density to individual atoms. The DFT energy
of a given state is then minimized subject to the constraint that
the average spin and charge on each fragment take on specified
values. In CDFT-CI both ground and excited states arise from
the same CI diagonalization and are thus treated on an equal
footing. A disadvantage of this method is that the results are very
sensitive to the selection of the states used to build the CImatrix,

and one has to use some chemical intuition in this choice.
Analytic gradients have also been developed, making it easier to
find stationary points and CoIns.300 Figure 14 shows the

performance of CDFT-CI in describing correctly the CoIn in
H3. While TDDFT fails, CDFT-CI reproduces the correct
topology around the CoIn, producing a PES similar to full CI.
A different approach from the response formalism to obtain

excited states in the context of DFT includes the ensemble DFT
approaches.301−304 In was proved by Lieb301 that the density
and the ground state energy of a strongly correlated system are
exactly represented by a weighted sum (ensemble) of the
densities of several electronic configurations. Ensemble DFT
can be used to obtain excitation energies from a variational
calculation, instead of linear response as in LR-TDDFT. The
weighting factors in the ensembles can be determined either by
symmetry requirements, leading to the spin-restricted open-
shell Kohn−Sham (ROKS) method, or by variational
minimization of the energy, leading to the spin-restricted
ensemble referenced Kohn−Sham (REKS) method.305−308 An
extension to ROKS is based on optimizing a single set of KS
orbitals and an associated reference density, called the Slater
transition state density, which represents both states under
consideration equally well. NACs have been developed for this
extension.307,309

The excited states in the REKS methodology are obtained by
applying the ensemble variational principle proven by Gross et
al.302 In state-averaged REKS (SA-REKS) an ensemble
including the ground state and a state created by a single
excitation is used, and more specifically, a weighted sum of the
energies of the ground state described by the REKS method and
of the excited state described by the ROKS method. Within the
Kohn−Sham approach, the ensemble representation leads to
fractional occupation numbers of the Kohn−Sham orbitals. So,
an optimization can be used for both the orbitals and the
fractional occupation numbers.310 The SA-REKS method treats
S0 and S1 as uncoupled states, which is true when interaction is
prevented by symmetry. But when the two states belong to the
same symmetry, the states interact with each other and this
interaction should be taken into account. In the state-interaction

Figure 14. Potential energy surfaces of H3 as computed by (a) TDDFT,
(b) CDFT-CI, and (c) full CI. Reprinted with permission from ref 299.
Copyright 2010 AIP Publishing.
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SA-REKS (SI-SA-REKS) the S0 and S1 states can be obtained by
diagonalizing a 2× 2 secular matrix where the diagonal elements
are the EREKS and EROKS and a coupling matrix element between
the two is introduced. The SI-SA-REKS method predicts the
correct topology and topography of CoIns.230,284,311 In addition
to the topology, the performance of REKS to describe
geometries of CoIns has also been tested.312 It was shown that
the BH&HLYP density functional yields the best results for the
CoIn geometries and energetics when compared with multi-
reference methods.308 Overall, REKS and more specifically SI-
SA-REKS seems quite promising for the description of CoIns
and has been appl ied for nonadiabat ic dynam-
ics.230,231,308,310,313−316 Very recently, the analytic gradient
and nonadiabatic couplings for SI-SA-REKS have been derived,
implemented,314,317 and used in dynamics,318,319 increasing its
applicability in problems involving CoIns.
Another recent method combined Fermi smearing DFT with

a fractional-occupation variant of the TDA version of TDDFT to
be able to be used in nonadiabatic dynamics involving the
ground state.320

4.2.6. Spin-Flip Approaches. A quite successful approach
that has been used extensively with most single reference
methods in order to overcome the issues with CoIns is the spin-
flip (SF) approach.277,278,321 The approach was first introduced
in 2001 by Krylov277 and has been expanded to several methods
since then.266,322−327 The idea behind it is to use a different
reference from the states of interest. In SF singlet states are
generated via excitation from a high-spin triplet reference state,
doublets from a quartet, etc. Figure 15 shows pictorially how the

SF approach works starting from a triplet reference. By an α→ β
spin-flip the various singlet states of interest are generated. If one
is interested in computing MECI between S0 and S1, then both
of these states are described as spin-flipping excitations and are
thus treated equivalently. As a result the topology of the CoIn is
predicted correctly. This approach has been used to describe
CoIns and/or NACs in combination with CIS,98

TDDFT,98,323,327−329 CCSD,326 and ADC.266,330 SF-TDDFT
has been used in ab initio surface-hopping dynamics.331 Spin-flip
TDDFT has also been combined with the effective fragment
methods for incorporating solvation in the study of CoIns.332 A
double spin-flip approach has also been implemented.333

The correct dimensionality of the CoIn using SF-TDDFT has
been shown numerous times.231,283,328 Figure 16 shows a

comparison between the regular and the SF version of CIS and
TDDFT in the description of a CoIn in H3. It is clear in this
comparison that CIS andTDDFT fail to describe the CoIn while
their SF versions produce the correct shape of the cone. The
spin-flip variant of ADC(3) has also been tested and shows the
correct topology of S1/S0 CoIns,330 unlike the conventional
ADC methods. SF-EOM-CCSD with perturbative inclusion of
triple excitations (dT or fT) was used in PSB3, and it was found
that it produces potential energy profiles of the two lowest
electronic states that agree well with MRCISD+Q.228,229 ROHF
references are preferred in the SF calculations in order to
minimize the problem of spin-contamination. A recent
perspective summarizes the advances of spin-flip approaches.334

Initially algorithms for locating CoIns using SF-TDDFT were
developed and used without the availability of couplings,328 but
NACs have become available since then.98,335 SF-TDDFT
overall demonstrated better performance than CASSCF for
relative energies and optimized structures in benzene.226

The performance of SF-TDDFT in locating MECIs has been
examined. Minezawa and Gordon were the first to report MECI
geometries obtained with SF-TDDFT for ethylene and
compared them to those obtained using MRCI and MS-
CASPT2.328 They found that SF-TDDFT correctly predicting
the MECI geometries determined by the multireference
methods. Zhang and Herbert compared SF-TDDFT MECI
geometries of 9H-adenine to MRCIS results and found small
differences.98 Furthermore, they recommended BH&HLYP as
the best functional when using SF-TDDFT. A comparison
between SF-TDDFT, XMS-CASPT2, and CASSCF was made
recently, focusing on MECI geometries and energies of a series

Figure 15. Example of spin-flip from a high-spin triplet reference state,
for a model system consisting of four electrons in four orbitals.
Configuration a is the reference state. Configurations in part b are
obtained by a single flip-down excitation within the open-shell orbitals;
only these configurations are able to form spin eigenstates.
Configurations in parts c−e are obtained by closed- to open-shell
excitations, open-shell to virtual excitations, and closed-shell to virtual
excitations, respectively, each with a α → β spin-flip excitation. These
configurations aremissing their complementary spin configurations and
lead to spin-contaminated solutions in conventional SF-TDDFT.
Reprinted with permission from ref 329. Copyright 2015 AIP
Publishing.

Figure 16. Potential energy surfaces around the CoIns of D3h H3
calculated by restricted open-shell CIS, unrestricted TD-B3LYP within
the Tamm−Dancoff approximation, SF-CIS, and SF-BH&HLYP. All
calculations employ the 6-31G* basis set, and energies are shown in
atomic units. Reprinted with permission from ref 98. Copyright 2014
AIP Publishing.
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of biologically relevant organic molecules.99 The differences in
the energies of MECIs in most cases were found to be within 1
eV, and the comparison revealed a more qualitative rather than
quantitative accuracy for SF-TDDFT.
A serious problem in spin-flip approaches is that the states are

frequently spin contaminated. Figure 15 demonstrates the
problem using a model consisting of four electrons in four
orbitals.329 The excitations within the open-shell space are able
to generate spin-pure solutions, but all the involving closed shell
or virtual excitations cannot be grouped into CSFs, and
therefore the resulting wave function will not be an
eigenfunction of the S2 operator. In order to correct this
problem, several approaches have been proposed which aim at
adding missing determinants in order to produce spin
eigenfunctions.145,153,329,336−342 In order to overcome this
deficiency, the CI space has been expanded to complete the
spin-adapted CSFs leading to the spin-complete SF-CIS (SC-
SF-CIS) and spin-flip extended configuration interaction singles
(SF-XCIS).336,337 An alternative approach developed by
Tsuchimochi, called SFPCIS (Spin-Flip Projected CIS), uses
an exact spin projection operator.340 The topology of the CoIn
has been tested with this approach, and it has been shown that it
produces the correct topology. Zhang and Herbert used a tensor
equation-of-motion approach and developed the spin-adapted
SF-CIS (SA-SFCIS) method. This method has also been also
extended to DFT, called SA-SF-DFT.329 In the spin adapted
version the minimum number of additional determinants
required to construct the S2 eigenstates is generated. As a
result, spin becomes a good quantum number and the spin
multiplicity is preserved.329,342 The approach was tested in
optimizing MECI and showed an improved efficiency in the
optimization process reducing the number of iterations needed
since the spin contamination was not an issue.329

The spin-flip approach can be generalized (and avoid spin
contamination) by dividing the orbital space into three subsets
based on the orbital occupations in the reference high-spin
configuration: doubly occupied, singly occupied, and virtual.
Schemes, such as RAS-SF and SF-ORMAS, have been
developed this way.145,153,338 SF-ORMAS is a single reference
CI method that uses a high-spin restricted open shell
determinant, where the wave function that has a given
multiplicity is generated by an arbitrary amount of spin-flip
excitations.145,146 SF-ORMAS has been developed further with
gradients and derivative couplings in order to focus on
CoIns.145,146,343 It has been shown to produceMECI geometries
that are similar toMRCI.146 Dynamical correlation has also been
included with perturbation theory, labeled SF-MRMP2.145

Even when derivative couplings are not available, approximate
schemes have been developed that estimate the couplings from
the norm of one-particle transition density matrices,344,345 and
they have been used to estimate the rates of nonadiabatic
transitions using RAS-SF wave functions in singlet fission.
The mixed-reference spin-flip time-dependent density func-

tional theory (MRSF-TDDFT) method is another proposed
method that eliminates the spin contamination of the SF-
TDDFT methodology by using a mixed reference reduced
density matrix, which combines reduced density matrices of the
MS = +1 and −1 triplet-ground states.346 It has been shown that
this approach can retain the correct topology of the CoIns and
describes the geometry of the MECIs and their energies
accurately.347

4.3. Semiempirical Methods

Semiempirical methods were used in locating CoIns in
molecules as early as 2000.94 Their advantage is that they are
efficient, so they can be applied to large molecules. On the other
hand, their performance cannot be predictive.348 Semiempirical
methods for CoIns are based on single reference and
multireferencemethods and accordingly have similar advantages
and disadvantages as their ab initio counterparts. The topology
problems also are similar to these methods.
A widely used semiempirical method to describe CoIns is the

OMx approach (orthogonalization models OM1, OM2, and
OM3) developed by Thiel and co-workers.348−350 The OMx
methods include valence orthogonalization corrections into the
core Hamiltonian, going beyond the standard modified neglect
of diatomic overlap (MNDO) methods, and this leads to the
correct asymmetric splitting of bonding and antibonding
orbitals. OM1 includes these corrections only in the one-center
one-electron part, while OM2 andOM3 include them also in the
two-center one-electron terms. OM3 disregards some of the
smaller corrections.348 The molecular orbitals obtained from
OMx are used in a GUGA-MRCI calculation. This OMx/MRCI
approach has been used extensively to study CoIns and
nonadiabatic dynamics, and an extensive list of publications
can be found in previous work.350,351 TheOM2/MRCI has been
tested on a small number of organic molecules for its
performance on locating MECIs.311,350 Compared to ab initio
MRCISD, it was found that the root-mean-square deviation
between the Cartesian coordinates of the ab initio and OM2/
MRCI MECI structures was 0.1 Å. The branching-plane vectors
between the two methods were also similar.311 MECI
geometries and branching vectors were also compared with
SF-TDDFT and SI-SA-REKS, and they were all found to
perform similarly.311 OMx methods were parametrized using
ground state properties, so better performance can be obtained
by reparametrizing using excited state properties.
OMx has also been combined with CIS. Gradients and NACs

have been developed for nonadiabatic dynamics between
excited states, where CIS can be appropriate.352 OMx/CIS is
much more efficient than OMx/MRCI, so it can be extended to
larger molecules. The method was applied on a molecule
consisting of 2-, 3-, and 4-ring linear poly(phenylene
ethynylene) units linked by meta-substitution as a proof of
principle. Trajectory surface hopping nonadiabatic dynamics
was used, and it was found to predict well energy transfer
between excited states. Of course, this approach cannot be used
for nonadiabatic processes involving the ground state since it is
based on CIS. OMx has also been combined more recently with
the SF-XCIS method to describe CoIns.335 Its performance has
been statistically evaluated for vertical singlet excitation
energies, and analytic gradients and NACs have been
implemented.335

The FOMO-CASCI method has also been implemented with
semiempirical Hamiltonians.157 The semiempirical FOMO-
CASCI method using AM1, PM3, and MNDO has been
extended to locate CoIn using an MECI search algorithm, and
the resulting CoIn locations, energetics, and topographies were
compared with those obtained from ab initio methods.93 The
topographies of CoIns generally agree very well with the ab initio
results, but the relative energies are not very accurate. The
method has been applied in various studies of excited states both
in the gas phase and in solution.93,353−355

Another very popular semiempirical method used for excited
states and CoIn is the DFT/MRCI method.356−358 The

Chemical Reviews pubs.acs.org/CR Review

https://doi.org/10.1021/acs.chemrev.1c00074
Chem. Rev. XXXX, XXX, XXX−XXX

Y

pubs.acs.org/CR?ref=pdf
https://doi.org/10.1021/acs.chemrev.1c00074?rel=cite-as&ref=PDF&jav=VoR


approach was originally derived by Grimme and Waletzke.356 In
DFT/MRCI Kohn−Sham, instead of HF, orbitals are used as
the one-electron basis from which the configuration space is
constructed. The original formulation by Grimme and Waletzke
employed different parameters for singlet and triplet excitations
whereas a new redesigned approach357,359 uses identical
parameter sets for all multiplicities. A major problem with
DFT/MRCI is that gradients cannot be obtained analytically, so
its application to CoIn is limited. They can however be
determined numerically using finite differences and can be used
to locate MECI points.360

5. DERIVATIVE COUPLING
The derivative or nonadiabatic coupling (NAC), responsible for
coupling between different electronic states I, J and nonadiabatic
transitions between them, is given by

= ⟨Ψ |∇ Ψ ⟩α
αf R r R r R( ) ( ; ) ( ; )IJ I J (56)

The brackets denote integration over electronic coordinates r,
and ∇α refers to the gradient over the nuclear coordinate Rα.
fIJ(R) is a vector of dimension equal to the number of nuclear
coordinates and ameasure of the variation of the electronic wave
function with respect to nuclear coordinates. For an exact
solution to the Schrödinger equation it can easily be shown that
it is equivalent to the expression

=
⟨Ψ|∇ |Ψ⟩

−
H

E E
f R( )IJ

I J

J I (57)

This relation shows that it is inversely proportional to the energy
difference between states I and J, and it goes to infinity when the
gap goes to zero (at the CoIns). That is why CoIns are so
important in nonadiabatic processes. Derivative couplings are
needed in dynamics, and they are also often used to locate
CoIns, as was seen in previous sections. Finally, they are needed
to compute rigorous diabatic states.16

In the case of the exact wave functions, NAC is a strictly one-
electron operator and can be computed using unrelaxed one
electron density matrices. The two-electron contributions to
NAC are artifacts of using atom-centered incomplete basis sets;
they vanish in the complete basis set limit or when using non-AO
bases, such as plane wave or grid representations.345,361

If an analytic implementation is not available, the non-
adiabatic coupling can be evaluated numerically by evaluating
the overlap of the wave functions between small displace-
ments,362−364

⟨Ψ|∇Ψ⟩ =
⟨Ψ |Ψ + Δ ⟩ − ⟨Ψ |Ψ − Δ ⟩

Δ
x x x x x x

x

( ) ( ) ( ) ( )

2I J
I J I J

(58)

As in all cases of numerical derivatives, the cost becomes very
expensive when many degrees of freedom are involved and one
has to make displacements in every direction.
In semiclassical dynamics the derivative coupling vector

appears as time derivative

σ = ⟨Ψ|
∂Ψ
∂

⟩ = · ̇
t

f R R( )IJ I
J

IJ (59)

where Ṙ is the velocity (time derivative of nuclear coordinates).
The time derivative coupling can be calculated using the
Hammes-Schiffer−Tully formula365 using overlap integrals
between the adiabatic wave functions at times t and t + dt

σ ≈
⟨Ψ |Ψ + Δ ⟩ − ⟨Ψ + Δ |Ψ ⟩

Δ
t t t t t t

t

( ) ( ) ( ) ( )

2IJ
I J I J

(60)

The advantage of the above expression utilized in semiclassical
dynamics is that analytic expressions for NAC are not needed.
This is advantageous in semiclassical methods such as surface
hopping that only require the NAC dotted into the velocity. In
more complete semiclassical methods (or in full quantum
calculations) one requires the NAC in all directions, not just the
component along the velocity. It was recently shown that time
derivatives can nevertheless still be useful for such more
complete semiclassical methods.366 Other approaches have also
been explored for the evaluation of the time derivatives
coupling.367,368 Since these approaches are more specific to
dynamics, we will not explore them further here.
Equation 57 can be used practically when analytic expressions

for the derivative coupling are evaluated for ab initio
approximate solution to the Schrödinger equation, as will be
described below for various methods. That relationship
indicates how gradients of states can be explored when
calculating nonadiabatic couplings. For two electronic states,
ΨI and ΨJ, we can construct the wave function of a fictitious
mixed state ΨI + ΨJ

⟨Ψ + Ψ|∇ |Ψ + Ψ⟩

= ⟨Ψ|∇ |Ψ⟩ + ⟨Ψ|∇ |Ψ⟩ + ⟨Ψ|∇ |Ψ⟩

H

H H H2

I J I J

I I J J I J (61)

Knowing the densities or gradients of each state and of themixed
state, one can obtain the transition density or ⟨ΨI|∇H|ΨJ⟩
(which for nonexact wave functions corresponds to the
Hellmann−Feynman component of the coupling). This
procedure has been used in MRCI132 (in COLUMBUS), MS-
CASPT2,211 and CCSD361 (in QCHEM).
It was noted early on that the NAC is origin dependent and

lacks translational and rotational invariance.369−371 The lack of
rotational invariance results in a dynamical coupling, between
states of different symmetry in diatomic molecules and between
the components of a Renner−Teller pair of states in polyatomic
molecules.372−374 When the derivative involves only overall
nuclear rotation, i.e. R corresponds to overall nuclear rotation,
then the derivative coupling matrix elements are equal to the
total electronic angular momentum matrix elements372,374

− ⟨Ψ| ∂
∂

|Ψ⟩ = ⟨Ψ| |Ψ⟩ = −⟨Ψ| |Ψ⟩i
R

L LI J I
nuc

J I
el

J (62)

The lack of translational invariance371,375−377 can be an
important problem when using NACs. Motivated by earlier
literature on atom−atom scattering calculations,376 Fatehi et
al.378,379 recently introduced corrections, electron translation
factors (ETFs), for analytic derivative couplings. These authors
found that for a range of representative organic molecules ETF
correction is often small but can be qualitatively important,
especially for few-atom systems. Later, Herbert and co-workers
showed that the ETF correction exactly cancels the orbital
contribution part in the expression for the derivative coupling.98

We continue by examining the basic facts of how some of the
basic electronic structure methods have implemented NAC.

5.1. Derivative Coupling in Multireference Methods

First implementations of NAC appeared about 35 years
ago.370,375,380 The derivative coupling was first implemented
for multireference wave functions, MCSCF375 and
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MRCI,132,133,370,380 while implementations for MRPT appeared
much later.
5.1.1. Derivative Coupling in CASSCF/MRCI. The

expressions for evaluating analytical derivative couplings with
CASSCF and MRCI wave functions were developed
first.375,380,381 They were shown by Lengsfield et al.375 to be
very similar to those of analytic gradients. This enables their
computation by taking advantage of the developments in
gradient theory. Specifically, gradients can be calculated as inner
products of effective density matrices and derivatives of the
atomic orbitals.382 In the case of NACs the densities are replaced
by transition densities. Furthermore, the coupled perturbed CP-
MCSCF is solved, either once for each degree of freedom383 or
invoking the Z-matrix approach by Handy and Schaefer.384 The
basic equations for deriving NAC are illustrated here based on
Lengsfield and Yarkony for MRCI.380 Discussion of other
methods will only highlight important elements specific to a
given method that are missing from this derivation.
As discussed in section 4.1.1 the CI wave function for state I

can be written as

∑ ψΨ =
=

cR R( ) ( )I
a

N

a
I
a

1

CSF

(63)

where ψa represents CSFs and ca
I are the coefficients of the

expansion. Using this wave function, the derivative coupling can
be split into two parts, one coming from the derivative of the
CSFs and one from the derivative of the coefficients.

= +f R f R f R( ) ( ) ( )IJ IJ
CSF

IJ
CI

(64)
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(65)

=
ΔE
hIJ

JI (66)

∑ ∑ ψ ψ= ⟨ |∇ ⟩R R Rc cf ( ) ( ) ( )CSF
IJ

a b
a
I
b
J

a b
(67)

∇ corresponds to derivatives with respect to all components of
R, and EI is the energy of state I. Using the one particle (γij) and
two particle (Γijkl) density matrices in the molecular orbital
(MO) basis and one (hij) and two electron (gijkl) integrals in the
MO basis, the energy EI can be written as

∑ ∑γ= + Γ +E h g VI
i j

ij ij
II

i j k l
ijkl ijkl

II
N

, , , , (68)

VN is the nuclear repulsion energy. The gradient for component
Rα is then written as

∑ ∑γ
∂
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(69)

It can be shown that the CI component of the derivative
coupling CIfIJ(R) can be written in a similar way as

∑ ∑γ= ∂
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(70)

where γij
IJ and Γijkl

IJ are the transition density matrix elements
between states I and J in the MO basis. Transforming to the AO
basis (p, q, r, and s are indices over AOs), the equation becomes

∑ ∑

∑

γ= ∂
∂

+ ∂
∂

Γ

+
Δ

α

α α

α

l
m
ooo
n
ooo

i
k
jjjjj

y
{
zzzzz

i
k
jjjjj

y
{
zzzzz

|
}
ooo
~
ooo

Rf
R

h
R

g

L U
E

( )

1

CI
IJ

p q
pq pq

IJ

p q r s
pqrs pqrs

IJ

i j
ij
IJ

ij
JI

, , , ,

, (71)

L i j
I J i s a t r a n s i t i o n L a g r a n g i a n g i v e n b y

γ= ∑ + ∑ ΓL h g2 4ij
IJ

m jm
IJ

im m k l jmkl
IJ

imkl, , . Similarly the CSF part

can be shown to be

∑ γ σ= +α α αRf U( ) ( )IJ
CSF

i j
ij
IJ

ij ij
, (72)

Uij
α represents the MO response terms (derivatives of molecular

orbital coefficients) and is obtained from the CP-MCSCF or
CP-SAMCSCF equations. σij

α comes from differentiation of the
overlap of atomic orbitals.
Implementations of analytic gradients and derivative cou-

plings at theMRCI level are not as widespread as CASSCF ones.
The COLUMBUS software is a main publicly distributed software
that has analytic gradients readily available and extended them to
NAC.127,128,132,385 The NAC in COLUMBUS has also been
expanded recently to the relativistic MRCI-SD method.386,387

MRCISD NAC has also been developed by Hoffmann and co-
workers extending to state-averaged MCSCF where the states
do not need to have the same weights.388

Implementations of CASSCF NAC are the most widespread
and exist in most packages with MCSCF capabilities, such as
COLUMBUS,132 GAMESS,187,188 GAUSSIAN,389 MOLPRO,176 MOL-

CAS,175 and OPENMOLCAS.390 A recent implementation of
derivative couplings using state-averaged CASSCF within
MOLCAS

175 uses density-fitted two-electron integrals to speed
up the calculations.391 Recently NAC was also implemented for
CASSCF wave functions on graphical processing units,141 and
the software is available in TERACHEM.392−394 Using this
algorithm, the authors were able to do the largest to date
MECI searches, such as locating an MECI of butadiene solvated
in 50 methanol molecules at the SA-3-CAS(4,4)/6-31G* level
of theory.141

NAC has been implemented in other variants of CASSCF,
such as in ORMAS.144 A comparison between ORMAS and
CASSCF was made, not only examining CoIn geometries but
also the behavior of NAC around the CoIn. It was found that
ORMAS with single excitations can often reproduce CASSCF
results but can have difficulty maintaining correct orbital
subspaces. Also, CAS and ORMAS NAC vectors are very
similar at most geometries. More recently the NACs have been
implemented in the SF-ORMAS approach as well.343

For an example of the utility of the derivative coupling beyond
dynamics, Figure 17 shows the components of the derivative
coupling along one of the branching coordinates or the polar
coordinate of the branching plane θ. The derivative coupling in
that work was obtained using the implementation of CASSCF in
MOLCAS.391 Integration of fθ along θ gives π, which is another
way to confirm the existence of a CoIn inside the loop defined by
θ. An analytic expression of fθ

AB can be obtained in first order
using the polar coordinates of the branching plane,
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ρ
θ θ

=
+

θf
gh

g hcos sinIJ 2 2 2 2
(73)

5.1.2. Derivative Coupling in CASPT2. Multireference
methods based on perturbation theory were delayed in their
development of analytic gradients and NACs, even though they
have been heavily used in studying nonadiabatic problems. The
NAC in MS-CASPT2 was initially evaluated numerically in an
efficient procedure that only calculated the projection to the
velocity needed in dynamics and was used in ab initio multiple-
spawning dynamics.395 Analytic implementations, for the full
coupling or for the most important contributions, have been
s ince deve loped for the var ious vers ions , MS-
CASPT2,205,209−211 XMS-CASPT2,205 and NEVPT2.214 Also,
analytical NACs are derived and implemented for the
generalized Van Vleck perturbation theory (GVVPT).396,397

The derivative coupling is separated into three different
contributions,

= + +f f f fIJ IJ
mix

IJ
CAS

IJ
PT2

(74)

where fIJ
mix includes the derivative of the (X)MS-CASPT2mixing

coefficients, fIJ
CAS accounts for the coupling between reference

CASSCF functions, and fIJ
PT2 accounts for the coupling between

the reference function and the first-order correction. The first
term is the dominant near CoIns and can be evaluated as

∑ ∑= = − −u
d
d

u E E u
dH
d

uf
R R

( )IJ
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M
M
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M
J

J I
M N

M
I MN

eff

N
J1

,

(75)

using the wave function in eq 39. This term can be evaluated
with techniques available for the gradients of states, similarly to
what was discussed in the MRCI approach.
The availability of NAC with methods with dynamical

correlation enables studying the effect of dynamical correlation
on the coupling. In most cases, the differences highlight the
differences in the underlying wave functions of the states. In
addition, a proper comparison between NAC should take into
account the fact that NAC is a vector, so both the magnitude and
the direction are important. The g and h vectors define which
vibrations are activated as molecules go through CoIns. The

importance of the direction in the dynamics can be seen in the
surface hopping approach, where the probability for non-
adiabatic transitions is proportional to the dot product of the
derivative coupling and the velocity vector, so the direction of
the derivative coupling is crucial. MS-CASPT2 analytic
gradients for the coupling vector were applied to cyclo-
hexadiene, and the CoIns and energetics were compared to
results from CASSCF in order to determine the effect of
dynamical correlation. For cyclohexadiene, dynamical correla-
tion is very important and creates big differences in the
results.209 Figure 18 shows the direction of g and h vectors for

the S1/S0 MECI point in cyclohexadiene obtained at the MS-
CASPT2 and CASSCF methods. It is clear that the vectors are
affected by the addition of dynamical correlation.
5.2. Derivative Coupling in CIS and Post-CIS Methods

Derivative couplings have been developed for CIS wave
functions. Subotnik focused on obtaining derivative couplings
between excited states at the CIS level initially.378 Herbert and
co-workers extended to spin-flip CIS.98 Analytic gradients and
derivative couplings have also been implemented for the
corrected CIS-1D approach.296 There are no couplings however
for many of the popular post-CIS methods, such as CC2 and
ADC(2).
The NACs with SF-ORMAS have been implemented in

GAMESS, and they have been compared with other multireference
methods.343 The NACs computed by SF-ORMAS display the
same general trends as CASSCF NAC, suggesting that this
approach will be a good choice for nonadiabatic dynamics.
5.3. Derivative Coupling in EOM-CCSD

The formulas for NAC in EOM-CCSD were derived in 1999,398

but the first implementations were not done until 2009.399,400 A
recent implementation in QCHEM includes derivatives for EOM-
IP, EOM-EE, and EOM-EA versions.361

Specific aspects that need to be considered in EOM-CC are
the consequences of the nonhermitian nature of the theory and
normalization. Since the EOM-CC theory is non-Hermitian, the
left and right eigenstates are not the conjugate of each other but
they form a biorthogonal set

δ⟨ | | ⟩ =L R0 0J I IJ (76)

Furthermore, the norms of left or right states are arbitrary, and
thus the effect of normalization has to be taken into account.
Normalized wave functions need to be used

Figure 17.Values of fθ
AB (red circles, left axis) and f Y

AB (blue circles, right
axis) for a circle surrounding the ethylene intersection. For comparison,
the analytical result (from eq 73) is shown as a solid line, and the matrix
elements of the electronic momentum operator are shown with blue
crosses. The area below the solid line integrates to π, a sign that there is
a CoIn inside the loop. Reprinted with permission from ref 391.
Copyright 2016 American Chemical Society.

Figure 18.Direction of the g and h vectors for the S1/S0 MECI point in
cyclohexadiene obtained at the (a)MS-CASPT2 and (b) SA3-CASSCF
methods. Reprinted with permission from ref 209. Copyright 2009
Elsevier.
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where NI
R and NI

L are the normalization factors for the right and
left wave functions, respectively. Expressions for NI

L can be
found in previous publications, while the relationship between
the two is NI

R = 1/NI
L.361,399,400

Because of the non-Hermitian nature of the theory, matrix
elements AIJ are not the same as AJI. Consequently, the
nonadiabatic coupling vectors are being defined in two ways:

⟨ Ψ̃ |∇ Ψ ⟩ ≠ ⟨∇ Ψ̃ | Ψ ⟩N N N NI
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(79)

Since there is no reason to choose one of these expressions, a
geometric or arithmetic mean can be used. Both of these
approaches have been adopted before and they showed
insignificant differences.399,400 An arithmetic mean will be
given by

=
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(80)

Furthermore, it was shown that the computed WI = NI
LNJ

R are
always almost equal to one and have a very small effect on the
NACs.361

Similarly to all the other methods discussed here, the
derivative coupling in EOM-CC is split into two terms,

= + ϕf f fIJ IJ
C

IJ (81)

where the first includes the derivatives of the eigenvectors and
cluster amplitudes and the second derivatives of the molecular
orbitals. This term leads to translationally invariant coupling
while fIJ

ϕ leads to translationally dependent terms.
The hIJ

C = fIJ
C(EJ − EI) is very similar to what Ichino et al.399

refer to as quasidiabatic coupling strength λIJ
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The fIJ
ϕ term is given by361,400

∑ ϕ ϕ= ⟨ |∇ ⟩ ̃ϕ Df IJ
pq

p q pq
IJ

(83)

where D̃pq
IJ is the antisymmetric one-particle transition density

matrix as defined in CC, and ∇ϕq is the derivative of MO ϕq.
In a recent publication, detailed comparisons were made

between derivative couplings obtained from CCSD methods
andMRCI or CASSCF using various metrics.361 Both EOM-CC
and MRCI include dynamical correlation, but the electronic
structure of the states involved can differ, especially if
nondynamical correlation is important, and comparison
between these two methods can reveal that. Figure 19 shows
the derivative coupling vectors for NaNH3 using MRCI and
EOM-EA-CCSD. The low-lying electronic states in this system
and larger clusters of Na with NH3 are described as s- and p-like
states. The doublet states can be described by EOM-EA-CCSD
starting from the closed shell cation as a reference. The NACs
shown in the figure differ between the MRCI and EOM-EA-
CCSD descriptions. The reason in this case is that the p-like
states are almost degenerate in energy so they can mix, and small

differences in the mixing between the different methods lead to
the observed different directions of NACs.
Another way to get information about the importance of the

direction of the derivative coupling is inspired by how the
coupling is used in nonadiabatic surface hopping dynamics,
which is as a dot product of the coupling with the nuclear
velocity. If we approximate the velocity by the initial slope of the
initially populated surface gI, then the rate of transitions can be
approximated from static electronic structure calculations using
the dot product of the initial gradient with the derivative
coupling (rIJ = fIJ·gI).

401

Table 1 shows a comparison of the derivative coupling
calculated with EOM-IP-CCSD and CASSCF for different pairs
of states of uracil cation. The different metrics, magnitude,
direction, and rIJ are compared. Since the derivative coupling
depends on the energy difference, a better measure of how
sensitive the wave function is to the methodology is the vector h,
which is independent of the energy difference. The results in
Table 1 show that the CASSCF and EOM-IP-CCSD results are
quite similar. The directions of the coupling are always almost
parallel, while the magnitudes are mostly similar, except for the
D0−D2 and D1−D3 couplings which differ by about 30%. The
metric r shows larger differences, but the trends agree
qualitatively between the two methods.
Overall, EOM-CC agrees well with multireference results for

couplings between excited and between ionic states. The results
depend on the underlying wave functions, which are often very
sensitive to correlation. EOM-CC methods provide a viable
alternative to multireference approaches when applied to the
appropriate systems and problems.
5.4. Derivative Coupling in TDDFT

There has been extensive work to implement nonadiabatic
couplings within TDDFT during the past decade.98,402−422 The
most popular implementation of TDDFT is based on linear
response theory of the density of the noninteracting Kohn−
Sham reference system. For this reason, there are no electronic
wave functions of the excited states defined which need to be
differentiated to obtain the derivative coupling, making their
derivation more problematic.
Within LR-TDDFT the first formulation of NAC between

ground and excited states was done by Chernyak and
Mukamel.402,403 Chernyak and Mukamel using response theory
derived closed expressions for the nonadiabatic coupling matrix

Figure 19. NAC forces in NaNH3 computed using MRCI and EOM-
EA-CCSD. Adapted from ref 361. Copyright 2018 AIP Publishing.
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elements based on computing the electronic response of the
system to an external field. The Chernyak−Mukamel formula is
equivalent to the Hellmann−Feynman contribution, and it is
exact at the complete basis set limit. Although it was first
developed for couplings between the ground and excited state, it
can be extended to derivative couplings between excited
states.423 Chernyak and Mukamel used the following expression
for the derivative coupling, first shown by Pauli424

=
⟨Ψ| |Ψ⟩

−
α

∂
∂ αf

E EIJ

I
V
R J

J I

ne

(84)

where Vne is the electron−nucleus attraction operator. This
equation assumes that ΨI and ΨJ are solutions to the exact
Hamiltonian and that the Hamiltonian depends on the nuclear
position R through the electron−nucleus potential only. In
reality these assumptions are not satisfied, since approximate
wave functions based on atom-centered finite basis sets are used.
Using the above equation when one of the states is the ground
state, it can be seen that the NAC can be expressed as follows

γ
=

[ ∇ ]
−

α αf
Tr H
E EI

I

I
0

0

0 (85)

using the electron−nucleus attraction potential, the excitation
energy, and the transition density γ0I.
However, Pulay terms, arising from atom centered basis

functions, which are missing in the Hellmann−Feynman
approach, are important in finite basis sets.378,414 Send and
Furche were the first to develop a consistent formulation and
account for all Pulay terms.414 They compared their results to
FCI and found that TDDFT agreed well with FCI for regions of
the PES where the Kohn−Sham ground state reference is stable
and the character of the excitation can be correctly represented
by the chosen functional. Their derivation only applies to
coupling between ground and excited states.414 TDDFT NACs
were employed successfully in nonadiabatic studies of cyclo-
hexadiene and other derivative molecules.425

As was already discussed extensively in section 4.2, TDDFT
and all single reference methods are problematic when
describing CoIn between the ground and excited states. Thus,
the utility of TDDFT in dynamics is more important in
describing couplings between excited states. Around the same
time three different groups used time-dependent (quadratic)
response theory to derive NAC between excited states and
arrived at equivalent expressions.415−417,421 In a succinct
notation taken from Li and Liu415,416 the couplings can be
written as

∑ γ=α αf dI
pq

pq pq
I

0
0

(86)

∑ω γ= +α α α− †f dt E tIJ JI I J
pq

pq pq
IJ1

(87)

where a generalized eigenvalue equation is used

ω=Et StI I I (88)

E can be the Hamiltonian matrix in the case of CIS or the orbital
Hessian in TDHF or TDDFT. This is equivalent to eq 53 for
TDDFT. γpq

IJ and γpq
0I are transition density matrices to be

determined by TDDFT, and dpq
α are the elements of the

antisymmetric derivative matrix

ϕ ϕ= ⟨ | ∂
∂

| ⟩α

α
d

Rpq p q
(89)

over orthonormal MO orbitals ϕp. The first term in eq 87 is the
equivalent to the CI term in MRCI formalism while the second
term corresponds to the CSF term. The CSF terms involve
couplings between (O) and virtual (V) orbitals, giving rise to
OV, VO, VV, and OO terms.
Alternatively, a pseudo-wave-function approach (PWA) can

be used.418,419 For spin-flip DFT the two approaches are
formally equivalent,417 but for spin-preserving treatments, it can
be shown that in the PWA derivation the OV terms are not
included.417 Zhang and Herbert417 and Ou et al.421 explored the
differences between the derivative coupling obtained from the
quadratic response formalism and the PWA. Figure 20 compares
the results from the two approaches. The derivative coupling
obtained from the quadratic response theory is denoted as dIJ

KS

while the one obtained from the PWA is denoted dIJ
PWA. The

magnitude and the orientation of the vectors are compared.
cos θ is obtained from the dot product of the two vectors, so it is
a measure of their orientation differences. A value of 1 denotes
parallel vectors. The difference between the two couplings
between excited states was compared as a function of the gap
between the two states. When the gap is very small, the CI term
is expected to dominate, and in this case the two vectors should
be very similar. As seen in the figure, the magnitude of the two
vectors differs by less than 1% for most of the cases, and only
when the gap increases to about 5 eV do the vectors start to
deviate. The orientation is always very similar. This indicates
that the PWA can be used in most cases, and especially for a
CoIn search. The PWA is marginally cheaper to calculate since a
term is missing. On the other hand, when the energy difference
between two excited states is equal to the excitation energy of a
third excited state, the derivative couplings from adiabatic
TDDFT response theory become problematic showing a

Table 1. Energy Gaps (ΔE), NAC Force (h), and Derivative Coupling Vector (f) between the Three Lowest Electronic States of
the Uracil Cationa

States ΔEA ∥hA∥ ∥fA∥ ΔEB ∥hB∥ ∥fB∥ ΔAB cos θAB rA rB

0−1 0.60 0.02 0.788 0.78 0.02 0.816 0.004 0.97 1.90 × 10−7 1.30 × 10−4

0−2 1.01 0.08 2.281 0.83 0.13 4.353 0.05 0.99 0.01 0.044
0−3 1.57 0.02 0.384 1.46 0.02 0.272 0.007 0.95 3.80 × 10−9 8.0 × 10−5

1−2 0.41 0.02 1.238 0.05 0.01 5.986 0.008 0.98 8 × 10−9 3.50 × 10−6

1−3 0.98 0.14 3.965 0.68 0.23 9.251 0.09 0.98 0.52 1.38
2−3 0.57 0.02 0.996 0.63 0.02 0.816 0.005 0.97 3.50 × 10−7 3.10 × 10−4

aEnergy gaps are in eV; all other quantities are in a.u. Superscripts A and B denote the EOM-IP-CCSD/cc-pVDZ and CASSCF/cc-pVDZ values,
respectively. ΔAB = ∥hA − hB∥. cos θAB is defined by the dot product of the h vectors produced by the two methods, so it is a metric of their
differences in direction. Adapted with permission from ref 361. Copyright 2018 AIP Publishing.
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spurious pole. The PWA tend to give the correct qualitative
behavior of the coupling, when the underlying excited states are
described correctly with TDDFT, and it can be more useful in
nonadiabatic dynamics, since it avoids the divergence seen in the
quadratic response.417,421 Efficient implementation of NACs
between several pairs of states has been demonstrated on the
noadiabatic dynamics of thymine involving three states, and it
should be possible for molecules with up to 100 atoms and 10 ps
simulation times on single workstation nodes.422

Figure 21 compares the derivative coupling vectors obtained
in a loop around the CoIn on the branching plane x−y. TDHF

and TDDFT derivative couplings were calculated with and
without the orbital response (Pulay) terms. The full NAC is on
the branching plane while when response terms are missing
there are components out of the plane, indicating that the
branching plane is not fully represented by them. TDDFT NAC
was calculated with the PWA.
Figure 22 demonstrates the problems that can be encountered

when using TDDFT to treat NAC with the ground state. Figure

22 shows the potential energy surface of the second excited
singlet state, 1Σg

+, of H2 using FCI, TDHF, and TDDFT. FCI
shows that the state has two minima, but the other methods
(TDHF and TDDFT) cannot reproduce the second minimum
because it has a significant double excitation character. Figure
22b shows theNACs calculated at the same levels of theory. This
picture shows that NACs display the same effect as the energies,
namely that the TDDFT and TDHF fail to reproduce the
correct behavior of the state at distances longer than 2.5 Å,
where the double excitation character is important. The NAC
with FCI is very different from the ones produced from TDHF
and TDDFT at long distances.
There have not been many studies exploring how the different

functionals affect the derivative coupling. The magnitude of
NAC on the choice of functional has been tested using
numerical time derivatives using the Hammes-Schiffer−Tully
formula.426 The NACs were computed numerically for small
silicon clusters and silicon hydrides. It was found that pure
functionals can significantly overestimate NAC magnitudes in
comparison to those obtained with hybrid functionals. The ratio
of the two magnitudes increases with the system size and differs
by an order of magnitude even for small Si7 and Si26 clusters.

Figure 20. Differences between dIJ
KS and dIJ

PWA at various energy gaps.
The derivative couplings were calculated by TDDFT/TDA at the
PBE0/6-31G** level. Full (non-TDA) TDDFT results are similar and
are omitted here. Note that the horizontal scale is not linear but rather
consists of the 16 different gaps that were computed for the 8 molecules
in the test set. Reprinted with permission from ref 417. Copyright 2015
AIP Publishing.

Figure 21. CH2NH2
+ S1/S2 derivative coupling vectors on the circular

loop (r = 0.001 Å) around the CoIn point in the branching plane given
by TDHF (left) and TDDFT (right). 36 single-point calculations were
performed. NR-DC stands for no response derivative coupling.
Reprinted with permission from ref 418. Copyright 2015 American
Chemical Society.

Figure 22. Absolute value of the z-component of KS for the coupling
between the ground and EF 1Σg

+ excited state of H2. The molecule is
aligned along the z-axis. The spin unrestricted PBE0, PBE, and TDHF
results are compared with FCI results. (a) Excited state potential energy
curves. (b) Coupling elements. Reprinted with permission from ref 414.
Copyright 2010 AIP Publishing.
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6. SUMMARY AND OUTLOOK
Nonadiabatic effects are ubiquitous in photophysics and
photochemistry, and there have been many theoretical develop-
ments to properly describe these effects. CoIns are central in
nonadiabatic processes, as they promote efficient and ultrafast
nonadiabatic transitions between electronic PES. A proper
theoretical description requires developments in nonadiabatic
dynamics, as well as in the description of the electronic structure
of the ground and excited electronic states, the CoIns between
them, and nonadiabatic coupling terms. In this review we
focused on the electronic structure developments, which have
been numerous in the last years. Both multireference and single
reference methods have advanced in their description of CoIns,
and there have been many new implementations of NACs.
Several methods, however, do not describe properly CoIns, and
particularly their topology, so one has to be very careful in
choosing the appropriate method. Multireference methods have
traditionally been the methods of choice for CoIns and
nonadiabatic dynamics; nevertheless, even within this group of
methods, there are some problematic ones. On the other hand,
single reference methods are more problematic by design,
especially for CoIns between the ground and excited states, but
there has been enormous progress recently and many
corrections and extensions have been developed. The current
developments and interest in the field make us optimistic that
progress will continue, and we will be able to study nonadiabatic
processes quite accurately in the future, despite the many
challenges involved.
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ABBREVIATIONS
2-RDM = two-electron reduced density matrix
ACSE = anti-Hermitian contracted Schrödinger equation
ADC = algebraic-diagrammatic-construction method
AO = atomic orbital
B3LYP = hybrid functional, Becke’s 3 paramater exchange,
and LYP correlation functional
BH&HLYP = Becke-half and-half-LYP functional
BLA = bond length alternation
BO = Born−Oppenheimer
BP = branching plane
CAS = complete active space
CASCI = complete active space configuration interaction
CASPT2 = complete active space second-order perturbation
theory
CASSCF = complete active space self-consistent field
CC2 = approximate coupled-cluster method of second order
CCSD = coupled cluster singles and doubles
CDFT-CI = configuration interaction based on constrained
density functional theory
CI = configuration interaction
CIC-TDA = configuration interaction-corrected Tamm−
Dancoff approximation
CIS-1D = CIS with one doubly excited configuration added
CIS(2) = a doubles correction to CIS based on
quasidegenerate perturbation theory that includes coupling
with the ground state
CIS(D) = size-consistent doubles correction to CIS
CIS(Dn) = doubles correction to CIS based on quasi-
degenerate perturbation theory
CISNO = configuration interaction singles natural orbitals
CoIn = conical intersection
CP-MCSCF = coupled perturbed MCSCF
CSF = configuration state function
DF-TDA = dual-functional Tamm−Dancoff approximation
DMRG = density matrix renormalization group
DOCC = doubly occupied orbitals
EOM-CCSD = equation of motion coupled cluster with
single and double excitations
EOM-EA = equation of motion for electron attachment
EOM-EE = equation of motion for excitation energies
EOM-IP = equation of motion for ionization potential
FCI = full configuration interaction
FOMO = floating occupation molecular orbitals
FORS = full optimized reaction space
GPU = graphical processing unit
GUGA = graphical unitary group approach
GVVPT = generalized Van Vleck perturbation theory
hh-TDA = hole hole Tamm−Dancoff approximation
HMNO = high multiplicity natural orbitals
IPEA = empirical shift parameter used inmulticonfigurational
perturbation theory
LSDA = local spin density approximation
LR-TDDFT = linear response TDDFT
MCQDPT2 = multiconfiguration quasi-degenerate second-
order perturbation theory
MCSCF = multiconfigurational self-consistent field
MC-PDFT = multiconfiguration pair-density functional
theory
MECI = minimum energy conical intersection
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MP2 = Møller−Plesset second-order perturbation theory
MRCI = multireference configuration interaction
MRCI+Q = MRCI with Davidson correction
MRCISD = multireference configuration interaction with
single and double excitations
MRPT = multireference perturbation theory
MRSF-TDDFT = mixed-reference spin-flip time-dependent
density functional theory
MS-CASPT2 = multistate CASPT2
NAC = nonadiabatic coupling
NEVPT2 = N-electron valence state perturbation theory
OO-CIS = orbital optimized CIS
OMx = orthogonalization models (semiempirical methods)
ORMAS = occupation-restricted-multiple-active-space
PBE1PBE = hybrid functional using the Perdew, Burke, and
Ernzerhof functional
PES = potential energy surface
pp-RPA = particle−particle random phase approximation
pp-TDA = particle−particle Tamm−Dancoff approximation
PSB3 = penta-2,4-dieniminium cation
PWA = pseudo-wave-function approach
QD-NEVPT2 = quasidegenerate n-electron valence state
perturbation theory
QD-PC-NEVPT2 = quasidegenerate partially contracted
NEVPT2
QD-SC-NEVPT2 = quasidegenerate strongly contracted
NEVPT2
QM/MM = combined quantum mechanics and classical
mechanics
RASPT2 = restricted active space perturbation theory
RASSCF = restricted active space self-consistent field
RAS-SF = restricted active space spin-flip
REKS = spin-restricted ensemble referenced Kohn−Sham
RI-CC2 = resolution of the identity approximation CC2
ROKS = spin-restricted open-shell Kohn−Sham
SA-REKS = state-averaged spin-restricted ensemble refer-
enced Kohn−Sham
SA-SFCIS = spin-adapted SF-CIS
SA-SF-DFT = spin-adapted SF-DFT
SCCSD = similarity constrained CCSD
SCF = self-consistent field
SCS = spin component-scaled
SC-SF-CIS = spin-complete SF-CIS
SF = spin-flip
SFPCIS = spin-flip projected CIS
SF-ORMAS = spin-flip ORMAS
SF-XCIS = spin-flip extended configuration interaction
singles
SI-SA-REKS = state-interaction state-averaged spin-restricted
ensemble referenced Kohn−Sham
SS-NEB = seam space nudged elastic band
SS-NEVPT2 = state specific NEVPT2
SORCI = spectroscopy oriented configuration interaction
SOS = spin-opposite-scaled
TDA = Tamm−Dancoff approximation
TDDFT = time-dependent density functional theory
TDDFT-1D = time-dependent density functional theory with
one double excited configuration
TDHF = time-dependent Hartree−Fock
VOA-CIS = variationally orbital-adapted configuration
interaction singles
XMS-CASPT2 = extended multistate complete active space
second-order perturbation theory

XMCQDPT2 = extended multiconfiguration quasi-degener-
ate second-order perturbation theory
XDW-CASPT2 = dynamic weighting XMS-CASPT2
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