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1. Introduction

Let £2 C R? be a bounded convex polygonal domain, 8 be a positive constant, and y4 € L,(£2). The optimal control
problem is to

. _ o o1
find (9, 8) = argminz Iy — yall% @) + Blluli o)) (1.1)
(y,u)eKk

where (y, u) € K C Hj(£2) x L,(£) if and only if

/Vy-Vzdx:/uzdx Yz € Hy(R2), (1.2)
2 2
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and

Y1 <y<y2 aeing, (1.3)
¢1 <u=<ge a.e.in £2. (1.4)

We assume that (i) ¥1, ¥ € W2(2) NH3(£2), (i) ¥1 < ¥ on £2, (iii) ¥1 < 0 < ¥, on 382, (iv) ¢1, ¢ € W'(£2) and
(V) ¢1 < ¢ on £2.

Remark 1.1. Throughout the paper we follow standard notation for differential operators, function spaces and norms
that can be found for example in [1-3].

There are three different approaches to solving the optimal control problem (1.1)-(1.4) by finite element methods.
The first one is based on the first order optimality condition of the reduced minimization problem involving the control
variable [4,5]. The second one is based on a regularization of the state constraints, such as the Lavrentiev regularization
approach in [6,7] and the Moreau-Yosida regularization approach in [8,9]. The third is based on a reformulation of the
optimal control problem as a fourth order variational inequality [10]. The goal of this paper is to design and analyze a
cubic C? interior penalty method based on the third approach. We note that the idea of the reformulation was discussed
in [11] and a nonconforming finite element method based on this idea was investigated in [12] for state constrained
problems. Other finite element methods for state constrained problems based on this approach can be found in [13-20].

The cubic finite element method in this paper performs better than the Morley finite element method in [ 10]. Moreover,
by taking advantage of the internal degree of freedom for the cubic element, the discrete problem becomes a quadratic
programming problem with box constraints that can be solved efficiently by a primal-dual active set method [21-24].
Our interest in the cubic finite element method is also motivated by the observation (cf. [19,25]) that cubic adaptive
finite element methods for fourth order variational inequalities can capture the free boundary of the coincidence/active
set much more effectively than their quadratic counterparts.

The rest of the paper is organized as follows. We recall some relevant results for the continuous problem in Section 2
and introduce the finite element method in Section 3. Tools for the convergence analysis are presented in Section 4. We
establish a preliminary estimate in Section 5 and derive error estimates in Section 6. Numerical results that illustrate
the performance of our method are presented in Section 7, followed by some concluding remarks in Section 8. Technical
results concerning the tools in Section 4 are provided in Appendices A and B.

We will use C (with or without subscript) to denote a generic positive constant independent of the mesh size. To avoid
the proliferation of constants, we also use the notation A < B (or B > A) to represent the statement A < (constant)B, where
the positive constant is independent of the mesh size. The notation A ~ B is equivalent to A < B and B < A.

2. The continuous problem

Since £2 is convex, the constraint (1.2) implies y € H?(£2) by elliptic regularity [26-28]. Hence the optimal control
problem (1.1)-(1.4) can be reformulated as follows:

o 1 , , /1
Find = argmin (W = yalyay + Bl AYIE ) = arygg;m(iA(y, Y = 0ay), (2.1)
where
K={y e H(2)NH)(2): Y1 <y <, and ¢y < (—Ay) < ¢, ae.in 2}, (22)
Aly.2) = Baly.2) + (0. 2).  aly.2) = / (AyXAz2)dx, and (,2) = / yz dx. (2.3)
2 2

Remark 2.1. Note that we have an alternative expression (cf. [29, Lemma 2.2.2])

2
0%y 9%z
= dx =: | D’y:D%zd v H*(£2)NH(). 2.4
ay. 2) ZL(axiax)(E)xiaxj)X /Q y:Dzdx  Vy.zeH(Q)NHY(2) (2.4)

i,j=1

We assume the following Slater condition:
There exists y € H2(£2) N Hy($2) such that (i) ¥; <y < ¥ in £2, and (ii) u = — Ay
satisfies the constraint (1.4). (2.5)

Under the condition (2.5), the closed convex subset K of H 2(.Q)OHS(.Q) is nonempty. Therefore, in view of the coercivity
of A(-, -), the convex optimization problem (2.1) has a unique solution y € K (cf. [30,31]) characterized by the fourth order
variational inequality

AG,y —¥)— e,y —¥)=0, VyeKk. (2.6)
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Moreover, we have the following generalized Karush-Kuhn-Tucker (KKT) conditions (cf. [24, Chapter 1, Theorem 1.6]):

AW, 2) — (g, 2) = / zdu +/ M—Az)dx  Vz e HA(2)NH)(R), (2.7)
2 2
where A € [5(£2) and u € M(£2) (the space of regular Borel measures on £2) satisfy
A>0 if —Ay = ¢y, (2.8)
A <0 if —Ay = ¢y, (2.9)
A =0 otherwise; (2.10)
u=0 if y=vyn, (2.11)
n=0 if y=1yn, (2.12)
u =0 otherwise. (2.13)
The derivations of the following regularity results, which are based on [26-28,32-36], can be found in [ 10, Section 2]:
re W) Vs ell,2), (2.14)
wews(2) Vs ell,2), (2.15)
i =—Ay € H(£2)N Loo(2), (2.16)
J e Hp(2)NWEN(Q2)NHY(2)  V¥pell,o0), (2.17)

where « € (0, 1] is determined by the angles at the corners of £2.
Under additional assumptions, the regularity of A, u, & and ¥ can be improved.
In the case where suppA N suppu = @, we have

e H(R2), (2.18)
weH(R), (2.19)
¥ belongs to W*(G) in a neighborhood of supp. (2.20)

In the case where ¢; < 0 < ¢,, we have
il = —Ay € Hy(£2). (2.21)

3. The discrete problem

Let 7, be a quasi-uniform simplicial triangulation of £2. We denote the diameter of T by h; and h ~ maxre;, diamT is
a mesh parameter. The set of interior (resp., boundary) edges of 7 is denoted by 5{, (resp., 5,’: ). The cubic Hermite finite
element space V;, C H3(£2)N H&(Q) (cf. [2,3]) consists of piecewise cubic polynomial functions that are continuous up to
first order derivatives at the vertices of 7.

3.1. A modified cubic Hermite finite element

Let T be a triangle. The degrees of freedom (dofs) for the standard cubic Hermite finite element are given by v(p;) and
Vu(p;) for 1 < i < 3 and v(c), where p1, py, p3 are the vertices of T and c is the center of T. For handling the control
constraint (1.4), it is convenient to modify the internal degree of freedom, which does not change the finite element space
Vh.

Let ¢; be the barycentric coordinate associated with p; and ¢; = ¢1¢,¢3 be the cubic bubble function on T.

Lemma 3.1. Let py, p; and ps be the vertices of a triangle T. A cubic polynomial v is uniquely determined by v(p;) and Vv(p;)
for 1 <i < 3 together with the integral

[+ venavas
T
where y is any nonnegative number.

Proof. It suffices to show that v is uniquely determined by the 10 dofs. Suppose v(p;) and Vu(p;) vanish for 1 <i < 3.
Then v vanishes on 9T and hence v is a multiple of ¢;. It remains to verify that [.(1+ y¢r)(Ag;)dx # 0.

A direct calculation shows that the normal derivative of ¢; is < 0 on 9T except at the vertices py, p, and ps. Therefore
we have

f (1+ yor ) Apr)dx = / (dgr/an)ds — y / (Ver) - (Vor)dx <0. O
T aoT

T
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According to Lemma 3.1 with y = 0, we have a modified cubic Hermite finite element by replacing the dof v(c) with
the dof fT(Av)dx. We will use this element in the computations.

Remark 3.2. The case where y = h? will play a useful role in the convergence analysis.
3.2. The C° interior penalty method

In the C interior penalty approach [37-39], the bilinear form a(-, -) in (2.4) is replaced by the bilinear form ay(-, -)
defined by

o [ D2vdx+z/<ﬂanz [EEEIEIE

TeTy
o u) v
— — | ds, 3.1
* Z e /e on an (3.1
cEp

where |e| is the length of the edge e, 0 > 0 is a penalty parameter, and the jumps and averages of the normal derivatives
for piecewise H? functions are defined as follows.
Let e € &, be the common edge of T € 7; and n, be the unit normal of e pointing from T, to T,F. We define on the

edge e
v _1 v, N 82v_ and [[al]] _ vy du
an? 2\ 9n? on? on one ane
e e e e
where vy = U| -
For o suff1c1ently large (cf. [39]), we have
a(zn 20) 2 ) 2alpay + Z o I0z/onllitg  Van € Vi (3.2)

TeTh eesh

Let I, be the nodal interpolation operator for the P; finite element space (cf. [2,3]) associated with 73, and Qy be the
L, projection onto the space of piecewise constant functions defined by

(Qu)|, = (l/|T|)[ vdx  Yvely(R), TeT, (3.3)
T
where |T| is the area of the triangle. The discrete constraint set K, C V}, is given by

Ko ={yn € Vi : Int1 <Ihyn < and  Que1 < Qu(—Anyn) < Qu2}, (34)
where Ay is the piecewise defined Laplace operator.
Remark 3.3. According to the definition of Kj, the constraint (1.3) is imposed at the vertices of 7, and the constraint

(1.4) is imposed on each T € 7, in the mean-value sense. These constraints are box constraints for the modified Hermite
element introduced in Section 3.1.

The discrete problem for (2.6) is to find y, € K}, such that

AnGn, Yn = Yn) — Wa, Yn —yn) 20 Vyn € Ky, (3.5)
where

An(zn, yn) = Ban(zn, yn) + (20, ¥n) ~ V¥n, zn € Vh. (3.6)

We will use the following mesh-dependent norm || - ||, in the error analysis:
217 = B(D" 2l2agry + D lel™ [10z/0m1 [} ) + 121, (3.7)
TeTh ecl

It follows from (3.2), (3.6) and (3.7) that

An(y:2) < 1y lnlizlln Vy.z € [H*(£2) N Hy(2)] + Vi, (38)
and

An(zn, z1) 2 Izl Vzp € Vp, (3.9)

provided that o is sufficiently large, which is assumed to be the case from here on.
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Note that
Iz} = Blzlp o) + 12y Yz € HA(S). (3.10)

4. Tools for the convergence analysis

Interpolation and enriching operators with appropriate properties are the two main tools in the convergence analysis
developed in [40] for optimal control problems with state constraints that was extended to problems with both state and
control constraints in [10].

We will use the following notation in the construction of these operators.

e V¢ is the set of the corners of £2.
e V), is the set of the vertices of 7y.
° v}; is the subset of V), consisting of the vertices that belong to 952.

For each p € v, we assign an element T, € 7, such that

(i) p is a vertex of Ty, (ii) if p € V,f is the common endpoint of two edges in 5,’1’, then

one of these edges should be an edge of T,,. (4.1)
4.1. Interpolation operators

Let H,f’T be the nodal interpolation operator on T for the cubic Lagrange element (cf. [2,3]). The interpolation operators
My, Iy, , : H*(2) N Hy($2) —> V;, are defined as follows:

(IT¢ )p) = ¢p) = (Ih,¢)Xp) VYDE W, (4.2)
O (ITh¢ )(p) = axi(ﬂﬁ,rpi)(p) =0Ty, pC)p) VYpeWw\V (i=1,2), (4.3)
O (ITh g )(p) = 0 =0y, p¢)p) VYpel (i=1,2) (4.4)
and

/A(I'Ih;“)dx = /A; dx VT €7, (4.5)

T T
pr(Hh,pg)dx = /pA; dx VTEeT, (4.6)

T T

where the weight function p is defined by
pr=pl, =1+hke; VTeT. (4.7)
Remark 4.1. It follows from Lemma 3.1 that (4.5) and (4.6) are well-defined. Moreover the choice of T, specified in (4.1)
guarantees that /7,¢ and [Ty, ,¢ vanish on 352 for ¢ € H?(£2) NHY($2).
Note that (3.3) and (4.5) imply

Qu(AZL) = Qul An(IThg)] V¢ € H(£2) N Hy(£2), (4.8)
and similarly, the relation (4.6) implies
Qn. p(AL) = Q. [ AR(ITh, )] V¢ e H¥(2) N Hy(£2), (4.9)

where Qp, , is the L, projection onto the space of piecewise constant functions defined by

(Qnpv)|, = (/Tprvd)()/(/T ,onx) Vuel(2), T €T (4.10)

Since piecewise constant functions are invariant under Qp, ,, we have a standard interpolation error estimate
In— Qn pnlly2) S Klnlusey  Yn eH(2) and 0<s<1 (4.11)

by the Bramble-Hilbert lemma [41,42].
It follows immediately from (3.4), (4.2) and (4.8) that

K C K. (4.12)

In particular, the closed and convex discrete constraint set Kj, is nonempty, which together with (3.9) implies (3.5) has a
unique solution y, € K.
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We have the following interpolation error estimates:

2
D G = M oy S BEPIElpessyy YT E€Th 0<5<2, (4.13)
k=0

where St is the union of the triangles of 7, that share a common vertex with T, and

16 = Mnlln + 18 = My p&lln < BIE l2es(@) YO <s<2. (4.14)
Moreover we have

1 Th o8 lln < 1S llkzge) V& € H?(82) N Hg(2). (4.15)

The closely related operators I, and [Ty, , satisfy the estimates

2
D BTG = a8 Ly S W 0 = Clipggy ¥ ¢ € H(2) N HY(82), (4.16)
k=0
T = Th & lln S W 1ITn 8 = Elipy V¢ € HA(R2) N Hy(R2). (4.17)

The derivations of (4.13)-(4.17) are given in Appendix A.
4.2. An enriching operator

Let Wy C H3(2)N H(}(.Q) be the Hsieh-Clough-Tocher (HCT) finite element space associated with 7, (cf. [43]). On
each T € Ty, the space Zycr(T) of shape functions consists of C! functions that are piecewise cubic with respect to the
triangulation of T determined by the vertices of T and the center of T. A function v € Xycr(T) is uniquely determined by
the values of v and Vv at the three vertices of T together with the means of dv/dn over the three edges.

We will need an enhanced HCT finite element for the construction of the enriching operator.

Lemma 4.2. A function v in Zuci(T) = Zucr(T) & (¢2) is uniquely determined by the values of v and Vv at the vertices of
T, the means of dv/dn over the three edges of T and the value of fT prAv dx, where pr is given in (4.7).

Proof. Suppose v € Zycr(T) vanishes up to its first order derivatives at the three vertices and the means of dv/dn vanish
on the three edges, then v is a multiple of ¢? and it only remains to show that fT prA(p?)dx # 0. Indeed we have

/ prA(g7)dx = —h; / (Ver) - V(g7)dx = —2hj / ¢r|VerPdx < 0. O
T T T

Remark 4.3. Note that fT A(p?)dx = 0, which is why it is necessary to include a weight function in the constructions of
the enhanced HCT finite element and the enriching operator Ej , (see below). This in turn necessitates the construction
of the weighted interpolation operator 7y , (cf. Section 4.1) that is compatible with Ej .

Let W, C H3(2)N H(}(Q) be obtgined from W, by enlarging the space of shape functions Zyucr(T) to Zycr(T) on each
T € 7T;. The operator Ej, , : Vi, —> W, is defined as follows:

(En, pv)(p) = v(p) Vp € Vh, (4.18)
V(En, pv)(p) = Vu(p) Vp €V, (4.19)
d(E 1 0 ov_ :
/ ( h’pv)ds:—</ v+ds+/ v ds) Vee ¢, (4.20)
e one 2 e one e one
where e is a common edge of Tei, Ne is a unit normal of e and v+ = v .
o(E 0
fMds = /—vds Veeél, (4.21)
e 0N e OMe

where 1, is the unit normal of e pointing towards the outside of £2,

/pTA(Eh,pv)dx:/pTAvdx VT € Tp. (4.22)
T T

Remark 4.4. Note that (4.22) is well-defined because of Lemmas 3.1 and 4.2. Since v and Ej, ,v are cubic polynomials
on the edges of 7y, they are identical on the edges by the conditions (4.18)-(4.19).



S.C. Brenner, L.-y. Sung and Z. Tan / Results in Applied Mathematics 7 (2020) 100119 7

It follows from (4.10) and (4.22) that
Qn, p(AER, pv) = Qp, ,(Apv)  Yv eV, (4.23)
which together with (4.9) implies
Qu, o[ A(En, o T, p 51 = Qu, o[ An(ITh, )] = Qu p(AL) V& € H(2) N Hy(£2). (4.24)
The operator Ej , enjoys the following properties:

le]

TeTh ecgy

2

1
§ h2 § v —Eh,puﬁ{km <h* § — [0v/on]ll},.y Vv € Vh, (4.25)
k=0

and for ¢ € H*"(£2)NH}(£2)and 0 <s <2,

2
D HNE = En o TTh p8 Ly S W 1E lwisg (4.26)
k=0
IS = En, pITh, o lwi2s-ey@y S h7C sy V0 <e<1/2, (4.27)
| AR, p ¢, v) — A&, En, p)l S B NIC llg2es(yllv]ln Vv € V. (4.28)

The derivations of (4.25)-(4.28) are given in Appendix B. Note that (3.7) and (4.25) imply in particular
En, pVlp2(0y S lvlln - Vv € V. (4.29)

Remark 4.5. The estimate (4.25) indicates that the norms of v—Ej, ,v measure the distance between v and H 2(.Q)ﬁH(}(.Q).
The estimates (4.26) and (4.27) state that E, ,ITy, , behaves like a quasi-local interpolation operator. The estimate (4.28)
means that Ej, , is essentially the adjoint of [T, , with respect to the bilinear forms A(-, -) and A(:, -).

5. A preliminary estimate

We will follow the approach in [10,40] and begin with a preliminary estimate that reduces the error analysis to the
continuous level. From (2.17), (3.5), (3.9), (4.12) and (4.14), we have

17 = Fnlly < 217 — Mg li; + 2045 — il
< I+ AyIThy — Yn, TThY — Vi)
< W + Ay(IThY, IThy — V) — Va, Ty — In)
= 1" + [An(ITy, Y. TTh, Y — I1) — Was TTh, Y — )]
+ [An(IThy, Ty — §n) — AT, 3. TTh, o — I0)] + Va, T, oY — TThY), (5.1)
and
Y ITh oY — TThY) S WVally@)h® | TTh, o3 — Tl @) S B < 02, (5.2)
by (2.17), (4.13) and (4.16).
Furthermore, it follows from (2.17), (3.8), (4.14), (4.15) and (4.17) that
An(Iyy, IThy — Y1) — AT, oY, T, oY — Yn)
= Ay(IThy — Iy, ¥, I, )Y — Vi) + An(I1py — Iy, py, Iy — Iy, )
+ Ap(Iy, oy, Iyy — Iy ,Y)
STy — I, Y e (1T, o3 — Fulln + 1TT6Y — ITh, o3 0 + 175, ,3 1)
S h2+a(|lnh,p}_’ =l + 17 = Iulln + 0>+ + 115, ,31n)
S h2+20l + h2+a”}—/ _.)_/h”h + h4+2a + h2+a
< W+ 1§ = Fulln. (5.3)
Next we consider the second term on the right-hand side of (5.1). We can write

An(ITh, o3, My, o3 — I1) — Vs Th, oY — In) = AV, En, o(ITh, o3 — 1)) — (Vas En, o(ITn, o3 — In))
+ [Ah(nh, p}_’a Hh, p)_’ - )_’h) - -A(}_/; Eh,ﬂ(nh,p}_/ - }_/h))]
— (va. (Th, )3 — V1) — En, p(ITn, o3 — ¥1)), (5.4)
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and we have
An(ITy, p3, Ty, o3 — 91) — A(V. En, p(ITh, o5 — 1))
S WY llyzve @)1 Th, oY — Yalln
< W Nzraqay(IHTh, o7 — Va4 17 = Iulln) < B+ h* 17 — Falln (5.5)
by (2.17), (4.14) and (4.28),

— (va: (ITh, o3 =31) = En, o(ITn, p3 = 1)) < W11, 3 —Fnlln < 0> (170, o7 =310+ 17 = Fnlln) < h** +h*[[§=Fnlla (5.6)
by (2.17), (4.14) and (4.25).
Putting (5.1)-(5.6) together with Young’s inequality, we arrive at the preliminary estimate
15 = nlli < B> + [A@: En, p(ITh. oY — I1)) = (Var En. p(ITh, o3 — 1)) ]- (5.7)

Note that the second term on the right-hand side of (5.7) only involves the bilinear form A(-, -), which is defined on the
continuous level.

6. Error estimates

It follows from (2.7) that

A(F. En (T 7 — 51)) — (vas En (o — 51)) = / En (I o3 — J)dpt + / M= ABy (T, 5 — gw)]dx.  (6.1)
2 2

The first (resp., second) integral on the right-hand side of (6.1) measures the discretization error due to the state (resp.,
control) constraint.

6.1. Discretization errors due to state constraints

Using (2.11)-(2.13), (2.15) and (4.25)-(4.27), we can obtain the estimate

C(h** +h*[[y — ynlln) if o<1

o . , 6.2
C(W=C +h'Cly —ynlln)  if @ =1 (62)

f En (T 3 — J)dpt < {
2

where ¢ is any number strictly greater than 0.
Under the additional assumption that suppi N suppu = @, we can take € to be 0 by exploiting (2.19)-(2.20) and the
estimate becomes

f En o(ITh 7 — )i < COP* + 15 — Julln)  forer < 1. (63)
2

The derivation of (6.2) and (6.3) follows the same steps in [ 10, Section 4.2] by replacing the operators T, and Ej there
with the operators [Ty, , and Ej_, from Section 4 of this paper. We omit the identical arguments.

6.2. Discretization errors due to control constraints

If the discrete control constraint in (3.4) is replaced by

Qh,pd’l =< Qh,p(_Ahyh) = Qh,,o¢27

then the estimate for the second integral on the right-hand side of (6.1) can again be obtained as in [10, Section 4.1].
Since we use Qy in (3.4) for a simpler implementation of the discrete problem, it is necessary to modify the arguments
as follows. _

In view of the fact that ¢; < ¢, on §2, we can write

/ M= ABy (I 5 — 7a)]dx = f Ja[ = AEn (ITh 7 — )] dx + f ha[ = AEn (T — )], (6.4)
2 2 2
where

Mz{x if — Ay = ¢,

A if — AV =
0 otherwise ’

6.5
0 otherwise (6.5)

and A, = {

Note that A; = max(, 0) by (2.8) and (2.10), and A, = min(A, 0) by (2.9) and (2.10). Therefore A; € W'¥(£2) for any
1 <s < 2by(2.14) and Lemma 7.6 in [44]. It then follows from a standard interpolation error estimate (cf. [2,3]) that,
forj=1,2,

1A — Qn. pAjlliy0) < Cch'™ VT € Ty and € > 0. (6.6)
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Remark 6.1. Under the assumption that suppA N suppy = @, we have A; € H!(£2) by (2.18). Consequently we can take
€ in (6.6) (and below) to be 0 and remove all dependence on €.

We split the first integral on the right-hand side of (6.4) into
[ 2l a8 5 - e
= LPM[-AEh,p(Hh,pJ_’ — ¥n)]dx + /Q(,O — DAq[—AEn, ,(ITh, o5 — )] dx, (6.7)
and observe that (4.7), (4.14) and (4.29) imply
[ 0 = VR 880 h 5 = 300)b <  h | ABn o o = T

< W 1En, o(TTh, ¥ = In)lipg)
< B, 7 =Vl + 17 — Ialln)
SHF Ry = Ialln < B2 + 0y — Inlln. (6.8)

In view of (6.5), we can decompose the first integral on the right-hand side of (6.7) into the sum of four integrals:
[ ol 28 (1T~ 50
2

_ / [ = AEn p T 7 — 7)]dx + f P — Qn b )dx
2 2

T / P [ 1+ AEn )] + / [ ABn pn — Qn. o(ABs, p7)]dx. (69)
2 2
For € > 0, we have
/ PA[=A(En, oy, )y — Y)ldx = / p(A1 — Qu pA1)[—A(En, p Ty, ,y — §)]dx < Cch' T (6.10)
2 2

by (2.17), (4.10), (4.24), (4.26) and (6.6), and
/ pri(r — Qup1)dx = / p(A — Qu, ph1 N1 — Qu, p1)dx < Ch*~¢ < C Mo (6.11)
2 2

by (4.10), (4.11) and (6.6), because ¢; € W1*°(£2) by assumption.
Since A1 > 0, the third integral on the right-hand side of (6.9) satisfies

/Q:O)‘lQh,p[¢1 + A(Ep, pyn)]dx = /Q PAQn, o(P1 + Apyn)dx
- /Q P 211 + AT
- /ﬂ (p = 1XQu 1)1 + APYX + /ﬂ (p — 1@ 1) A — AF)x
+ /Q (Qn 1)1 + A

< / (p — 10Qu p21 ) A — AF)dx
2

S Pl ly = nlln < h1Y — Falln (6.12)

by (1.4), the discrete control constraint in (3.4), (3.7), (4.7), (4.10) and (4.23).
Finally we split the last integral on the right-hand side of (6.9) into

/ pA[AEn, p¥h — Qu, p(AEn, pyn)]dx = / PAMLA(En, y3n —¥) — Qn, p A(En, p¥n — ¥)ldx
2 2
+ / (AT — Q) APYix.
2
We have

f pri(AY — Qu, pAy)dx = f P(h1 = Qu 21 )(AY — Qu, , AP)dx < Ch'He~
2 2
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by (2.17), (4.10), (4.11) and (6.6), and

/ PMLA(En, p¥n —¥) — Qu, p A(Ep, pyn — ¥)]dx = / P(A1 — Qu, pA)[A(Ep, pyn — ¥)]dx
2 2

S A1 = Qn, pAlliy2) | AER, pYn — Wllipc2)

= C'™ (1En G = o ooy + v o T o7 = Pl

< C(h'™ Ty, 3 — Pulln + R 7€) < Ce(h™ |1y — Fnlln + R F7)
by (2.17), (4.10), (4.14), (4.29) and (6.6). We conclude that

[ LB 1) Qo . ]k = N1 =Tl + 175 ), (613)
Putting (6.7)-(6.13) together, we find

];ZAI[_AEh,p(Hh.py — yn)]dx < C(H** + K[|y — Julln) + Ce (A" + W' =4(1y — Fnlln)- (6.14)
Similarly we have

/Q A= AEn Iy, Y — ¥n)]dx < C(H** + h¥ (|7 = Fnlln) + Ce (A7 + R |1y = Fnlln)- (6.15)
It follows from (6.4), (6.14) and (6.15) that

J, M~ e {g(?;—i_ifl']y_”;/h—”h;h W a1 (618

where ¢ is any number strictly greater than 0.

As mentioned in Remark 6.1, under the assumption that suppA N suppu = ¥ we can replace (6.16) by

/Q M ABn (T 7 — n)]dx < CCH + K7 — Jal)  for o < 1. (6.17)

6.3. Convergence results
The following theorem is a direct consequence of (5.7), (6.2), (6.16) and Young’s inequality.

Theorem 6.2. We have
Ch* ifa <1
C.h'—¢ fa=1"

where « is the index of elliptic regularity in (2.17) and € is any number strictly greater than 0.

Iy = ynln < {

The following corollary is obtained by using the Poincaré-Friedrichs (resp., Sobolev) inequality for piecewise H?
functions in [45] (resp., [46]).
Corollary 6.3. We have
Ch* ifa<1
C.hl—¢ fa=1"

where « is the index of elliptic regularity in (2.17) and € is any number strictly greater than 0.

1Y = Yullare) + 1Y = Yhlle(2) < :

The optimal control 4 = — Ay can be approximated by i, = — Ay and the following corollary is immediate.

Corollary 6.4. We have
Ch ifa <1
C.h'—¢ fa=1"

where « is the index of elliptic regularity in (2.17) and € is any number strictly greater than 0.

lu — tplliy2) < {

In the case where suppA N suppu = @, we can use (6.3) and (6.17) to improve these error estimates.

Theorem 6.5. Under the assumption that suppA N suppu = @, we have

1y = Ynlln + 11y = Yallgie) + 1Y — Yalliwio) + lu = Unlly2) < Ch%,
where « < 1 is the index of elliptic regularity in (2.17).
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Fig. 7.1. Graphs of y; and i, from Example 7.1 with h =275,

(a) The active set for the upper bound of the state (b) The active set for the upper bound of the control

Fig. 7.2. The discrete active sets from Example 7.1 with h = 27>,

Remark 6.6. Since || - ll,2), |'ly1e) and | - [l () are lower order norms, the error estimates in these norms are not
expected to be sharp. This is confirmed by the numerical results in Section 7.

7. Numerical results

In the first two examples, which are taken from [10], we solve the optimal control problem defined by (1.1)-(1.4) (or
equivalently the fourth order variational inequality defined by (2.2), (2.3) and (2.6)). Since the exact solutions for these
examples are not available, the errors are estimated by comparing the solutions on consecutive levels. In the last two
examples, we solve more general optimal control problems where the exact solutions are available, so that the errors
can be computed directly. We take & = 10° and use uniform meshes in all the computations. The discrete variational
inequalities are solved by a primal-dual active set method [21-24].

The errors in the tables are defined as follows:

en =y —¥nlln, evn =19 —¥nlyra)y €con= max [¥(p) —yn(p)l and eon = Iy — Yulliy2)s
where V), is the set of the vertices of 7p,.

Example 7.1. This is Example 5.1 in [10], where £ = (0, 1)?,
B=10"3, y4=2, ¥y =—00, ¥y =1, ¢; = —1and ¢, = 25.

The Slater condition (2.5) is satisfied by y = 0.

The graphs of the discrete optimal state and optimal control are displayed in Fig. 7.1. The active sets for 1y and ¢, are
empty, and the discrete active sets for v, and ¢, are presented in Fig. 7.2. Both figures match the corresponding figures
in [10].

Since suppA N suppu = @, Theorem 6.5 predicts that the magnitude of e; is O(h*). Note also that ¢; < 0 < ¢, on 942,
and hence @ = 1 by (2.21) and elliptic regularity [26, Section 5.1]. From the numerical results in Table 7.1, we observe O(h)
convergence for e, and better than O(h) convergence for the lower order norms. The errors for h = 27> are comparable to
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Table 7.1

Estimated errors for Example 7.1.
h e Order e Order €xo.h Order €o.h Order
21 2.9849%e—1 - 6.618e—1 - 1.5976e—1 - 8.9645e—2 -
272 8.3961e—2 1.77 8.9707e—2 2.90 1.5322e—-2 3.38 7.4102e—3 3.60
273 3.9797e—2 1.07 2.2393e—2 2.00 4.0938e—3 1.90 1.7041d-3 2.12
274 1.9308e—2 1.04 5.2152e—3 2.10 52191e—4 2.97 1.6135e—4 3.40
27> 9.4405e—3 1.03 1.3166e—3 1.99 1.5938e—4 1.71 8.1776e—5 0.98

SN
RN
AR
555%“‘“\““\\,3\\ NN
Nm*{ug,‘w AN
ANV §w,\““nﬂ‘wu

\‘

lm\n‘u, U‘ N

(@) i (b) iy

Fig. 7.3. Graphs of y; and i, from Example 7.2 with h =275,

(a) The active set for the upper bound of the state (b) The active set for the lower bound of the control

Fig. 7.4. The discrete active sets from 7.2 with h =275,

the corresponding errors in [10, Example 5.1] for h = 278, Therefore the method in this paper outperforms the method
in [10] because the number of global dofs of the cubic finite element space is only (roughly) 25% more than that of the
Morley finite element space.

Example 7.2. This is Example 5.2 in [10], where £2 = (0, 1)?,

B=10"3 ys=1, Y1 = —00, ¥ = 4(x; — X} )X — %3), ¢ = 100,
and

Ix — (0.5, 0.5)? .
8 exp 5 if |[x — (0.5,0.5)] < 0.5
$1 = |x —(0.5,0.5)]> — 0.25 .

0 otherwise

The Slater condition (2.5) is satisfied by y = 9(x; — x3)(x, — x3).

The graphs of the discrete optimal state and optimal control are presented in Fig. 7.3. The active set for ¥/, and ¢, are
empty, and the discrete active sets for v, (the singleton {(0.5, 0.5)}) and ¢; are displayed in Fig. 7.4. Both figures match
the corresponding figures in [10].

Since ¢; < 0 < ¢, on 3$2, the optimal state y € H3(£2) by (2.21) and elliptic regularity. Therefore the convergence
rate for ey, predicted by Theorem 6.2 is O(h'~¢), which is observed in Table 7.2. The rate of convergence in the lower order
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Table 7.2

Estimated errors for Example 7.2.
h e Order ein Order €co.h Order €0.n order
271 1.1139e—-1 - 2.4540e—1 - 5.8482e—2 - 3.2612e—-2 -
272 3.4974e—2 1.67 4.3529e—2 2.50 9.8614e—3 2.57 4.80403-3 2.76
273 1.6461e—2 1.09 7.8545e—3 2.47 6.4930e—4 3.92 3.3728e—4 3.83
274 8.7523e—3 0.91 2.2021e-3 1.83 2.6570e—4 1.29 9.1899e—5 1.88
275 4.5458e—3 0.95 5.5334e—4 1.99 6.6175e—5 2.01 2.2178e—5 2.05

norms are better than the results in Corollary 6.3. Again the errors for h = 27> are comparable to the corresponding

errors in [10, Example 5.2] for h = 278,

In order to test our method on examples where the exact solutions are available, we consider the following more

general optimal control problem: Given f, uq, yq € L($2),

. - - 1
find (7. @)= argmmi(ny — Val g+ Bllu = el )
(y,u)eK

where (y,u) e K C H(}(.Q) x Ly($2) if and only if

/Vy-Vzdx:/(u—i—f)zdx Yz e Hj(2)
2 2

and the constraints (1.3)-(1.4) are satisfied.
By elliptic regularity, the problem (7.1) can be reformulated as follows:

. _ .1
Find § = argmin; (Ily — Yalltyo) + BIAY +f + udllfz(m),
ye

(7.1)

(7.2)

(7.3)

where K is given by (2.2). It follows from the classical theory that (7.3) has a unique solution provided K is nonempty.

The corresponding fourth order variational inequality is to find y € K such that

AY.y =¥) = Wa.y =¥+ B +us. Ay—y) =0  VyeKk,
where A(-, -) is given by (2.3), and the KKT conditions are given by

A, 2) — Ya, 2) + B + ug, Az) = /deu + /Q M—Az)dx Yz e HA(R)NH)(R)
together with (2.8)—(2.13). The finite element method for (7.4) is to find y, € K} such that

Ann, Yn = Yu) — Va, Yn — Yu) + BU + g, An(yn —Yn)) =0 Vyn € Ky,
where Ap(-, -) is given by (3.6) and

Kp ={yn€Vh: In¥1 <Ipyn <Yy and Quép1 < Qu(—Anyn —f) < Quep2}.

Under the condition that f + ug € H&(.Q), we can rewrite (7.4) as

A@,y—y)—(yd,y—y)—ﬁ/ Y +u)- Vy—Jx =0 Vyek,
2

and replace (7.5) by

A(y,z)—(yd,z)—ﬁ/ V(f—}-ud)‘Vzdx:/zd/L—k/ M—=Az)dx ¥z e H*(Q)NHy(R2).
2 2 2

The finite element method for (7.8) is to find y; € K}, such that

An(Yhs Yo = Yn) — Vs Yo — Yn) — 5/ V(I +ug)- Vp —yn)dx >0 Yy € K.
2

Example 7.3. Let £2 = (0, 1)>. We consider (7.1)/(7.8) with the data
B=1, Y1 =—00, ¥ =00,¢1 =5, ¢ =10,
f = min{0, 272 sin(7rx; ) sin(zrx,) — 5} + max{0, 272 sin(;rx;) sin(rx,) — 10},
Yq = sin(wxq) sin(mwxy), ug = 2% sin(x;) sin(zwx,) — f.

The exact solution is y = sin(wxq)sin(wx;) and u = —Ay — f = uq.

(7.4)

(7.5)

(7.6)

(7.7)

(7.8)

(7.9)

(7.10)
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Fig. 7.5. Graphs of y; and i, from Example 7.3 with h =275,

(a) The active set for the lower bound of the control
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Fig. 7.6. The discrete active sets from Example 7.3 with h = 27>,

(b) The active set for the upper bound of the control

Table 7.3

Errors for Example 7.3.
h en Order Order €oo,h Order €o.h Order
27! 8.6875e—1 - 47617e—2 - 1.4409e—3 - 4.8153e—3 -
272 2.2394e—1 1.96 6.2988e—3 2.92 4.8527e—4 157 4.4907e—4 3.42
273 5.6528e—2 1.99 7.8618e—4 3.00 5.7519e—5 3.08 3.7587e—5 3.58
274 1.4166e—2 2.00 9.8563e—5 3.00 7.9290e—6 2.86 3.9788e—6 3.24
273 3.5446e—3 2.00 1.5045e—5 271 3.9227e—6 1.02 1.7779e—6 1.16

This is an example with only control constraints so that i does not appear in the KKT conditions. (A similar example
can be found in [47].) Since f + ug = —Ay € H(}(Q), we use the formulation (7.10) in the computations.
The graphs of the discrete optimal state and optimal control are shown in Fig. 7.5, and the active sets for ¢y and ¢,
are displayed in Fig. 7.6. They capture accurately their exact counterparts.
It is straightforward to check that (7.9) holds for A = 0, and the analysis in Sections 5 and 6 can be extended to the
variational inequality (7.8) because we can estimate |IT,¢ — Hh,p§|H1(m (resp., [v — Epvlyiey and |¢ — Eh,pﬂh,pﬂm(m)
by (4.16) (resp., (4.25) and (4.26)). Therefore for this example Theorem 6.5 holds with o = 2. The O(h?) convergence rate
of e, is observed in Table 7.3. The convergence rate for the lower norms are higher up to h = 274, before round-off errors

due to ill-conditioning take effect.

where « = 5. The data for (7.1)/(7.4) are given by

Example 7.4. This is the example in [6, Section 6], with 2 =

y(x) = sin(mxq) sin(mx,),

B =0.1, ;1 =0, ¢, =100, ¥, = 100,

u = max(—Ay —«, 0),

(0, 1)? and the exact solution is
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Fig. 7.7. Graphs of y; and i, from Example 7.4 with h = 27>,

(a) The active set for the lower bound of the state (b) The active set for the lower bound of the control

Fig. 7.8. Discrete active sets from Example 7.4 with h =275,

_ ) if y(x) > ¢ o
V= {25/(X)—c if j(x) < c f=-4y—-u,
— J_/(X) - 1 lf_)_/(x) > C _ l_l(X) _ 27T2C
vt = {ﬁAZS/(x) + y(x) i) <c x) = {_K

where ¢ = 0.6. We use the formulation (7.6) in the computations.

if y(x) > ¢
if y(x) < ¢

)

15

The graphs of the discrete optimal state and optimal control are displayed in Fig. 7.7. The active sets for i, and ¢, are
empty and the discrete active sets for 1/; and ¢, are presented in Fig. 7.8. Both figures capture their exact counterparts

accurately.
It is straightforward to check that (7.5) holds with A € H!(£2) given by
5 = —Ay — K if —Ay—«x <0
o otherwise ’

and u € H'(£2) given by

a7
fzduzf zdx—anﬂ/ z—yds,
2 y>c y=c on

where n is the unit outer normal on the boundary of the domain defined by y > c (cf. (a) of Fig. 7.8).
For this example we have t = f 4+ uy € H'(£2) and the analysis in Sections 5-6 can be extended to the variational

inequality (7.6) by using the estimate
(t, An(ITY — yn)) — (T, AEn, o(ITh, o3 — 1))

= (., An(IThy — M, ,3)) + (1 = p)T, An(ITh, oY — V) — AEn, p(ITn, p3 — V1))

+ (0(t = Qu, pT), An(ITh, ¥ — J) — AEn, o(ITh, ,3 — V1))
S (P + h)|§ — Palln
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Table 7.4

Errors for Example 7.4.
h e Order e1n Order ook Order €o.h Order
21 6.0834e—1 - 1.5616e—1 - 1.5392e—-2 - 2.0150e—2 -
272 2.7959e—1 1.12 5.4201e—2 1.53 1.1094e—2 0.47 5.1841e—3 1.96
273 1.3699e—1 1.03 2.6974e—2 1.01 6.6380e—3 0.74 2.5055e—3 1.05
274 8.4630e—2 0.70 1.5003e—2 0.85 3.2834e-3 1.02 1.3833e—3 0.86
27> 4.1034e—2 1.04 6.4865e—3 1.21 1.1477e—3 1.52 5.7424e—4 1.27

that follows from (2.17), (4.7), (4.11), (4.16), (4.23) and (4.29). Consequently we can apply Theorem 6.5 to this example
with & = 1. The O(h) convergence of ey, is observed in Table 7.4, and the convergence rates in the lower order norms are
higher.

8. Concluding remarks

We have developed a modified cubic Hermite finite element method for the optimal control problem defined by (1.1)-
(1.4). By using the mean value of the Laplacian of a shape function as a dof of the modified cubic Hermite element, the
resulting discrete variational inequality is a quadratic programming problem with box constraints that can be solved
efficiently by a primal-dual active set method. This method performs better than the Morley finite element method in
[10], and it is also less expensive than either a C° interior penalty method based on the cubic Lagrange element or a C!
finite element method based on the Hsieh-Clough-Tocher element.

The cubic Hermite finite element method can be extended to three dimensional domains by adding a quartic bubble
function on each tetrahedron. It can also be extended to the following problem where (1.1) is replaced by

1

. = argmin (Ily = Yl o) + Bllul )
(y,u) ek

for a subdomain w of §2, and the constraints (1.2) and (1.4) are replaced by

/Vy-Vzdx:/uzdx Vz € H)(£2)
2

[0

and ¢; < u < ¢, a.e. in w.
These extensions and the adaptive version of the cubic finite element method are ongoing projects.
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Appendix A. Properties of the interpolation operators

Let p, a corner of £2, be the common vertex of e, 1, €y € 5}1’, which are edges of the triangles T, 1, T, » € 75 (that may
coincide). Observe that, for { € H(£2)N H(}(.Q), the definition (4.4) is equivalent to

L
o) ) MW ) 0T p8)
dte, dte,; dte, ;

(p) fori=1,2. (A1)

We can use (4.2), (4.3), (4.5), (4.6) and (A.1) to extend the definitions of I7; and ITj, , to H2(£2), and the interpolation
error estimate (4.13) (for the extended I7; and [Ty ,) follows immediately from the Bramble-Hilbert lemma [41,42], since
Iy = ¢ = Iy, ,¢ if ¢ is a cubic polynomial on Sy.

The estimate (4.14) follows from (3.7), (4.13) and the trace inequality with scaling:

lel™"||[9z/an] ||fz(e) <Y (2l + l2ly) Ve e, (A2)
TeTe

where z is any piecewise H? function and 7, is the set of the two triangles in 7 that share e as a common edge.
Note that we also have

I1Z = Mh pCllyry S 21 lkzs,y  VC € HX(R), T € Th,
which implies
IE =M, ptlln < WSllw2y Y& € HY(R2) (A3)

by (3.7), (A.2) and standard inverse estimates [2,3]. The estimate (4.15) follows from (3.10), (A.3) and the triangle
inequality.
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Finally we turn to the estimates (4.16) and (4.17). Let P3(T) be the space of cubic polynomials on T. We have, by scaling,

3 2
Il ~ Z(h?[v(pi)]z + h;ll(Vv)(pi)lz) + h?(/(Av)ax) VovePyT), T € T, (A4)
T

i=1

and
/ A(Ty¢ — Ty, )dx = f (1= pr)A(C — Ty p8)dx < B2IAGE — T o0l (A5)
T T

by (4.5)-(4.7).
The case of k = 0 in (4.16) follows immediately from (A.4) and (A.5). The rest of the estimates in (4.16) and the
estimate (4.17) then follows from standard inverse estimates, (3.7) and (A.2).

Appendix B. Properties of the enriching operator

We have, by scaling,

3

I, ¢y ~ Z(h?[v(pi)]z + H(VO)p)P + h%[/(au/an)ds]z) + B2 (/T pT(Av)dx)2 (B.1)

i=1 €

forall v € Sucr(T) and T € 7.
Let &1 be the set of the edges of T that are interior to 2. It follows from (4.18)-(4.22) and (B.1) that

dur  d(En ,v) ’
2 T h, p
lv — Ep, pU||1_2(T) Z hy |:/<3ne B one ) d5i|

eeST

[ / [9v/nc] ds} <h8 S Jel 900l 12, (82)

eeET ecér

The estimate (4.25) follows from (B.2) and standard inverse estimates.

Note that we can use (4.18)-(4.22) to extend Ej , to an operator that maps the modified Hermite finite element space
without any boundary condition to H($2). For the extended operators ITj, o and Ey ,, both (4.26) and (4.27) follow from
the Bramble-Hilbert lemma since Ey [T ,¢ = ¢ on T if ¢ is a cubic polynomial on Sr, the union of all the triangles that
share at least a vertex with one of the triangles in St.

In order to establish (4.28), it suffices to show that

lan(ITy, p&, v) = a(¢, En, p0)| < BIIE g2y llvlin (B.3)
for all ¢ € H?*S(£2) N Hy($2) and v € Vj. Indeed, it follows from (3.7), (4.13), (4.25) and (B.3) that
|Ah(nh¢p§a U) - A(Cv Eh,pU)|

= |Blan(ITy, ¢, v) = a(Z, En, )] + (ITh, o — £, 0) + (£, v — Ep p0))|
S PN p2es@yllvlin + [1HTh, ¢ = ¢ lly@)Ivlin@) + 1 ln@)llv = En pvline) S RIS g2eseyllvlln

forall ¢ € H**(2)NHY(2),ve Vy,and 0 <s < 2.
The proof of (B.3) proceeds as in [40, Appendix B], where a quadratic C° interior penalty method was treated. It begins
with the formula

an(Iy, ¢, v) — a(g, Ep, pv)

=y (/ D¥(Iy, ,¢) : D*(v — E,,,pv)dx+/D2(nh,p; —2): DZ(Eh,,,v)dx>
T

TeTh

+2/ ({{ N }} o )
= ] ]

that follows from (3.1) and the fact that [d(En, ,v)/dn] = 0 = [d¢/dn] across e € &}.
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Using (4.13), (4.25), (4.29), (A.2), the Cauchy-Schwarz inequality and standard inverse estimates, we obtain

‘Z‘/\Dznhp;_g) D(Ehp”dx)"i_‘Z/{{anZ}} Wﬂds‘

TeTh
Ei H’“’; Of [ov ds| < RIIE llgzes iy 1Vllh- (B.5)
le] on

In view of Remark 4.4 and the integration by parts formula

2wy 9w av A
/Dzw:Dzvdx=/ Ywov  dwdv  dw) ds+/(A2w)vdx (B.6)
T o7 \ On2 9n  onat ot on T

that holds for w € H4T) and v € H(T), we have

9%(17, v —E
/T‘Dz(nh,pg) : DZ(U — Ep, pv)dx = ‘/;T ( (31”:2p§)> ( © 8nh,pv)> ds.

Therefore we can rewrite the sum of the two remaining terms on the right-hand side of (B.4) as

2 J—
Z/ (I, pé‘) D(U_Eh pV dx+2/{{a ggzpé‘)}}ﬂ © aih'pv)]] ds
TeTy
az(nhpf) (v — Ehpv) (ITh, p¢) (v — Ep, pv)
-2 [, (550 (e 2 [ ]

TeTh

[Pt

eegy

Finally, the estimate

(I, p¢) (v — Ep, ,v) s
Z/ﬂ 3:;2’) ﬂ {{ anh p }} ds| S NS Ngziseylivlln (B.8)

can be derived by the same arguments in [40, Appendix B].
The estimate (B.3) follows from (B.4), (B.5), (B.7) and (B.8).

References

(1]
2]
(3]
(4]
(5]
(6]
[7]

8

[9

[10]
(11]
(12]

(13]
(14]

[15]

Adams RA, Fournier JJF. Sobolev spaces. 2nd ed.. Amsterdam: Academic Press; 2003.

Ciarlet PG. The finite element method for elliptic problems. Amsterdam: North-Holland; 1978.

Brenner SC, Scott LR. The mathematical theory of finite element methods. 3rd ed.. New York: Springer-Verlag; 2008.

Meyer C. Error estimates for the finite-element approximation of an elliptic control problem with pointwise state and control constraints.
Control Cybernet 2008;37:51-83.

Rosch A, Wachsmuth D. A posteriori error estimates for optimal control problems with state and control constraints. Numer Math
2012;120:733-62.

Cherednichenko S, Rosch A. Error estimates for the regularization of optimal control problems with pointwise control and state constraints. Z
Anal Anwend 2008;27:195-212.

Cherednichenko S, Résch A. Error estimates for the discretization of elliptic control problems with pointwise control and state constraints.
Comput Optim Appl 2009;44:27-55.

Hintermtiller M, Hinze M. Moreau-Yosida regularization in state constrained elliptic control problems: error estimates and parameter adjustment.
SIAM ] Numer Anal 2009;47:1666-83.

Hintermiiller M, Schiela A, Wollner W. The length of the primal-dual path in Moreau-Yosida-based path-following methods for state constrained
optimal control. SIAM ] Optim 2014;24:108-26.

Brenner SC, Gudi T, Porwal K, Sung L-Y. A Morley finite element method for an elliptic distributed optimal control problem with pointwise
state and control constraints. ESAIM:COCV 2018;24:1181-206.

Pierre M, Sokotowski J. Differentiability of projection and applications. In: Control of partial differential equations and applications (Laredo,
1994). Lecture notes in pure and appl. math., vol. 174, New York: Dekker; 1996, p. 231-40.

Liu W, Gong W, Yan N. A new finite element approximation of a state-constrained optimal control problem. J] Comput Math 2009;27:97-114.
Gong W, Yan N. A mixed finite element scheme for optimal control problems with pointwise state constraints. ] Sci Comput 2011;46:182-203.
Brenner SC, Sung L-Y, Zhang Y. A quadratic C° interior penalty method for an elliptic optimal control problem with state constraints. In:
Feng OKX, Xing Y, editors. Recent developments in discontinuous Galerkin finite element methods for partial differential equations. The IMA
volumes in mathematics and its applications, vol. 157, Cham-Heidelberg-New York-Dordrecht-London: Springer; 2013, p. 97-132, (2012 John
H. Barrett Memorial Lectures).

Brenner SC, Davis CB, Sung L-Y. A partition of unity method for a class of fourth order elliptic variational inequalities. Comput Methods Appl
Mech Engrg 2014;276:612-26.


http://refhub.elsevier.com/S2590-0374(20)30029-7/sb1
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb2
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb3
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb4
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb4
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb4
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb5
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb5
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb5
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb6
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb6
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb6
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb7
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb7
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb7
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb8
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb8
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb8
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb9
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb9
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb9
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb10
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb10
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb10
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb11
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb11
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb11
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb12
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb13
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb14
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb14
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb14
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb14
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb14
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb14
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb14
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb15
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb15
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb15

[16]

[17]

[18]
[19]
[20]
[21]
[22]
[23]
[24]
[25]

[26]
[27]

[28]
[29]
[30]

[31]

[32]
[33]
[34]
[35]
[36]

[37]

[38]
[39]
[40]
[41]

[42]
[43]
[44]
[45]
[46]
[47]

S.C. Brenner, L.-y. Sung and Z. Tan / Results in Applied Mathematics 7 (2020) 100119 19

Brenner SC, Sung L-Y, Zhang Y. Post-processing procedures for a quadratic C° interior penalty method for elliptic distributed optimal control
problems with pointwise state constraints. Appl Numer Math 2015;95:99-117.

Brenner SC, Oh M, Pollock S, Porwal K, Schedensack M, Sharma N. A C° interior penalty method for elliptic distributed optimal control
problems in three dimensions with pointwise state constraints. In: Brenner S, editor. Topics in numerical partial differential equations and
scientific computing. The IMA volumes in mathematics and its applications, vol. 160, Cham-Heidelberg-New York-Dordrecht-London: Springer;
2016, p. 1-22.

Brenner SC, Gedicke ], Sung L-Y. C° interior penalty methods for an elliptic distributed optimal control problem on nonconvex polygonal
domains with pointwise state constraints. SIAM ] Numer Anal 2018;56:1758-85.

Brenner SC, Sung L-Y, Zhang Y. C° interior penalty methods for an elliptic state-constrained optimal control problem with Neumann boundary
condition. ] Comput Appl Math 2019;350:212-32.

Brenner SC, Oh M, Sung L-Y. P; Finite element methods for an elliptic state-constrained distributed optimal control problem with Neumann
boundary conditions. RINAM 2020. http://dx.doi.org/10.1016/j.rinam.2019.100090, (published online 7 January 2020).

Bergounioux M, Ito K, Kunisch K. Primal-dual strategy for constrained optimal control problems. SIAM ] Control Optim 1999;37:1176-94,
(electronic).

Bergounioux M, Kunisch K. Primal-dual strategy for state-constrained optimal control problems. Comput Optim Appl 2002;22:193-224.
Hintermiiller M, Ito K, Kunisch K. The primal-dual active set strategy as a semismooth Newton method. SIAM ] Optim 2003;13:865-88.

Ito K, Kunisch K. Lagrange multiplier approach to variational problems and applications. Philadelphia, PA: Society for Industrial and Applied
Mathematics; 2008.

Brenner SC, Gedicke ], Sung L-Y, Zhang Y. An a posteriori analysis of C® interior penalty methods for the obstacle problem of clamped Kirchhoff
plates. SIAM ] Numer Anal 2017;55:87-108.

Grisvard P. Elliptic problems in non smooth domains. Boston: Pitman; 1985.

Dauge M. Elliptic boundary value problems on corner domains. Lecture notes in mathematics, vol. 1341, Berlin-Heidelberg: Springer-Verlag;
1988.

Maz'ya V, Rossmann J. Elliptic equations in polyhedral domains. Providence, RI: American Mathematical Society; 2010.

Grisvard P. Singularities in boundary value problems. Paris: Masson; 1992.

Ekeland I, Témam R. Convex analysis and variational problems. Classics in applied mathematics, Philadelphia, PA: Society for Industrial and
Applied Mathematics (SIAM); 1999.

Kinderlehrer D, Stampacchia G. An introduction to variational inequalities and their applications. Philadelphia: Society for Industrial and Applied
Mathematics; 2000.

Frehse J. On the regularity of the solution of the biharmonic variational inequality. Manuscripta Math 1973;9:91-103.

Hoérmander L. The analysis of linear partial differential operators. IIl. Berlin: Springer-Verlag; 1985.

Casas E. [? estimates for the finite element method for the Dirichlet problem with singular data. Numer Math 1985;47:627-32.

Evans LC. Partial differential equations. 2nd ed.. Providence, RI: American Mathematical Society; 2010.

Casas E, Mateos M, Vexler B. New regularity results and improved error estimates for optimal control problems with state constraints. ESAIM
Control Optim Calc Var 2014;20:803-22.

Engel G, Garikipati K, Hughes TJR, Larson MG, Mazzei L, Taylor RL. Continuous/discontinuous finite element approximations of fourth order
elliptic problems in structural and continuum mechanics with applications to thin beams and plates, and strain gradient elasticity. Comput
Methods Appl Mech Engrg 2002;191:3669-750.

Brenner SC, Sung L-Y. C° Interior penalty methods for fourth order elliptic boundary value problems on polygonal domains. ] Sci Comput
2005;22/23:83-118.

Brenner SC. C° Interior penalty methods. In: Blowey ], Jensen M, editors. Frontiers in numerical analysis-Durham 2010. Lecture notes in
computational science and engineering, vol. 85, Berlin-Heidelberg: Springer-Verlag; 2012, p. 79-147.

Brenner SC, Sung L-Y. A new convergence analysis of finite element methods for elliptic distributed optimal control problems with pointwise
state constraints. SIAM ] Control Optim 2017;55:2289-304.

Bramble JH, Hilbert SR. Estimation of linear functionals on Sobolev spaces with applications to Fourier transforms and spline interpolation.
SIAM ] Numer Anal 1970;7:113-24.

Dupont T, Scott R. Polynomial approximation of functions in Sobolev spaces. Math Comp 1980;34:441-63.

Ciarlet PG. Sur I'élément de Clough et Tocher. RAIRO Anal Numér 1974;8:19-27.

Gilbarg D, Trudinger NS. Elliptic partial differential equations of second order. Classics in mathematics, Berlin: Springer-Verlag; 2001.
Brenner SC, Wang K, Zhao ]. Poincaré-Friedrichs inequalities for piecewise H? functions. Numer Funct Anal Optim 2004;25:463-78.

Brenner SC, Neilan M, Reiser A, Sung L-Y. A C° interior penalty method for a von Karman plate. Numer Math 2017;135:803-32.

Meyer C, Rosch A. Superconvergence properties of optimal control problems. SIAM ] Control Optim 2004;43:970-85.


http://refhub.elsevier.com/S2590-0374(20)30029-7/sb16
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb16
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb16
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb17
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb17
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb17
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb17
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb17
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb17
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb17
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb18
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb18
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb18
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb19
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb19
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb19
http://dx.doi.org/10.1016/j.rinam.2019.100090
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb21
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb21
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb21
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb22
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb23
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb24
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb24
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb24
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb25
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb25
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb25
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb26
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb27
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb27
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb27
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb28
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb29
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb30
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb30
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb30
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb31
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb31
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb31
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb32
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb33
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb34
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb35
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb36
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb36
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb36
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb37
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb37
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb37
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb37
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb37
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb38
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb38
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb38
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb39
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb39
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb39
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb40
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb40
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb40
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb41
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb41
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb41
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb42
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb43
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb44
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb45
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb46
http://refhub.elsevier.com/S2590-0374(20)30029-7/sb47

	A cubic C0 interior penalty method for elliptic distributed optimal control problems with pointwise state and control constraints
	Introduction
	The continuous problem
	The discrete problem
	A modified cubic Hermite finite element
	The C0 interior penalty method

	Tools for the convergence analysis
	Interpolation operators
	An enriching operator

	A preliminary estimate
	Error estimates
	Discretization errors due to state constraints
	Discretization errors due to control constraints
	Convergence results

	Numerical results
	Concluding remarks
	Declaration of competing interest
	Appendix A. Properties of the Interpolation Operators
	Appendix B. Properties of the Enriching Operator
	References


