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Abstract— In this paper, we consider the problem of detecting
hardware Trojans in an Integrated Circuit (IC) from a game
theoretic standpoint. The paper considers the presence of multiple
classes of Trojans, with each class containing multiple Trojan
types, and characterizes the Nash Equilibrium (NE) strategy for
inserting a Trojan (from the perspective of a malicious entity)
and detecting a Trojan (from the perspective of a defender)
under consideration of the impact that an undetected Trojan has
on the defender’s system. The paper also models a sequential
hardware Trojan testing game, where the defender tests for the
presence of Trojans over time, and characterizes the NE strategy
of such a game. Numerous simulation results are presented to
gain insights into the game theoretic hardware Trojan testing
techniques presented in the paper.
Index Terms—Hardware Trojans, Game Theory, Security.

I. INTRODUCTION

The detection of hardware Trojans in Integrated Circuits

(ICs) is an important problem and has received attention in

the past [1]–[6], [11]–[15], [17]. For example, in [4] the

authors propose a region-based partitioning and excitation

approach for circuit designs that can accurately estimate the

location of Trojans in ICs. In [12], the authors have used

random sequences of test patterns that can generate noticeable

differences between the power profile of a genuine IC and

the Trojan counterpart, but their effectiveness is limited in

terms of the manufacturing processes, behavior and size of the

Trojans. Again, in [13], the authors propose a methodology,

referred to as MERO (Multiple Excitation of Rare Occurence),

for statistical test generation that maximizes the probability

of detecting inserted Trojans. Since exhaustive testing of all

possible Trojan types can be prohibitive, the works in [7]–

[9], [18] model the detection of hardware Trojans using Game

Theory [10] to determine which Trojan type to test against

a strategic malicious manufacturer. Specifically, in [7], the

authors develop a game theoretic strategy for testing Trojans

in an IC, but rely on software-based techniques to find the

equilibrium solution. [8] investigates metrics for analyzing

defense measures against strategic insertion of hardware Tro-

jans. [9] presents a two-person Trojan detection game, but

limits investigation of the equilibrium to a specific instance of
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the model. The work in [18] analyzes game theoretic testing

strategies via simulations.

It should be noted that past work on game theoretic Trojan

testing (e.g., [7], [9], [18]) relies on software-based techniques

for determining the equilibrium solution. Moreover, to the

best of our knowledge, past work has not accounted for the

hierarchical classification structure exhibited by Trojans in

analyzing attack-defense strategies. Furthermore, to the best of

our knowledge, past work has also not modeled and analyzed

from a game theoretic perspective sequential Trojan testing

where the defender can test for the presence of Trojans over

time. In this paper, we aim to develop game theoretic hardware

Trojan testing techniques while overcoming the aforemen-

tioned limitations of past work. Specifically, we present a

game theoretic framework for testing hardware Trojans in an

IC considering Trojans to exhibit a hierarchical structure con-

sisting of multiple Trojan classes and analytically characterize

the Nash Equilibrium (NE) based testing strategies. The main

contributions of the paper are as follows.

• We consider the presence of multiple classes of Trojans,

with each class containing multiple Trojan types, and

analytically characterize the NE strategy for inserting a

Trojan (from the perspective of a malicious entity) and

detecting a Trojan (from the perspective of a defender).

• We first consider the scenario where an IC can be

tested once for determining the presence of a hardware

Trojan and characterize the NE-based Trojan insertion

and detection strategies.

• We also model and analyze a sequential hardware Trojan

testing game where an IC can be tested repeatedly for

determining the presence of a Trojan and characterize

the NE-based Trojan insertion and detection strategies.

• Extensive simulation results are provided to gain insights

into the game theoretic techniques presented in the paper.

The rest of the paper is organized as follows. Section II

presents our game theoretic results for testing Trojans when

the defender can test an IC once for the presence of a Trojan.

Section III presents our results for sequential hardware Trojan

testing. Section IV presents simulation results that provide

insights into the game theoretic techniques presented. Finally,

Section V concludes the paper.
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II. GAME THEORY-BASED HARDWARE TROJAN TESTING

WITH HIERARCHICAL TROJAN TYPES

In practice, Trojans exhibit a hierarchical structure consist-

ing of multiple classes with each class containing multiple

Trojan types. To illustrate our model and result, we first

consider two classes of Trojans, viz. Class 1 and Class 2,

with class i ∈ {1, 2}, containing Ni Trojan types. For e.g.,

Class 1 can contain information leaking type of Trojans (e.g.,

[14], [15]) while Class 2 can contain those that increase the

power consumption of a device (e.g., [16], [17]). We refer the

reader to [1] for a treatise on the classification of Trojans.
We consider that a malicious manufacturer (referred to as

the attacker (A)) chooses to insert a Trojan from Class 1 with

a probability q1 (and a Trojan from Class 2 with a probability

1 − q1) into the manufactured IC. Again, we consider the

buyer of the IC, whom we refer to as the defender (D), to

test the IC once for the presence of a Trojan from Class 1
with a probability p1 (and to test the IC for the presence of a

Trojan from Class 2 with a probability 1− p1). For simplicity

of exposition, we consider the defender and the attacker

to uniformly pick a Trojan type for testing and insertion,

respectively, from their chosen Trojan classes (i.e., to pick a

Trojan type from chosen class i with a probability 1/Ni). We

consider that if the defender tests the IC against the inserted

Trojan, the Trojan is detected, and the malicious manufacturer

is imposed a fine F (which negatively impacts the attacker’s

utility and positively impacts the defender’s utility). However,

if the defender tests the IC for the presence of a Trojan

which was not inserted by the attacker, the Trojan remains

undetected and we consider that an undetected Trojan of class

i, where i ∈ {1, 2}, provides a benefit Vi to the attacker (which

positively impacts the attacker’s utility and negatively impacts

the defender’s utility). The strategic interaction between the

defender and the attacker, in this paper, is modeled as a zero-

sum game. Next, we characterize the mixed strategy NE of the

game in terms of the Trojan detection and insertion strategies

of the defender and the attacker, respectively.

LEMMA 1. Given two classes of Trojans, viz.Class 1 and Class
2, with class i containing Ni types of Trojans, at NE, the
defender tests the IC for the presence of a Trojan from Class 1

with a probability p1=
F+V2
N2

+(V1−V2)

1+
N2(F+V1)

N1(F+V2)

and the attacker inserts

a Trojan from Class 1 with a probability q1 = 1

1+
N2
N1

(
F+V1
F+V2

) .

Proof. The expected utility (say, E1
D) of D (defender) from

testing the IC for the presence of a Trojan from Class 1 is,

E1
D=

[
Fq1
N1

+ (−V1)q1

(
N1 − 1

N1

)
+ (−V2)(1− q1)

]
(1)

Similarly, the expected utility (say, E2
D) of D from testing the

IC for the presence of a Trojan from Class 2 is,

E2
D = −V1q1 +

[
F (1− q1)

N2
+ (V2q1 − V2)

(
N2 − 1

N2

)]
(2)

Equating (1) and (2) to make the defender indifferent between

choosing a Trojan from Class 1 and Class 2 at the mixed

strategy NE yields,

q1 =
1

1 + N2

N1

(
F+V1

F+V2

) (3)

Now, the expected utility (say, E1
A) of A (attacker) from

choosing to insert a Trojan from Class 1 is,

E1
A =

(−FP1)

N1
+

(V1P1)(N1 − 1)

N1
+ V1(1− P1) (4)

Similarly, the expected utility (say, E2
A) of A from choosing

to insert a Trojan from Class 2 is,

E2
A = V2P1 +

(−F )(1− P1)

N2
+

(V2)(1− P1)(N2 − 1)

N2
(5)

Equating (4) and (5) to make the attacker indifferent between

choosing to insert a Trojan from Class 1 and Class 2 at the

mixed strategy NE yields,

p1=
F+V2

N2
+ (V1 − V2)

1 + N2(F+V1)
N1(F+V2)

(6)

This proves the lemma.

Next, we generalize the aforementioned game considering

M classes of Trojans to be present.

A. Game Theoretic Trojan Testing with M Trojan Classes

We now generalize the aforementioned game model by con-

sidering that there are M classes of Trojans, viz. {1, · · · ,M},
with each class i containing Ni types of Trojans. We consider

that the strategy of the attacker is to adopt q = (q1, · · · , qM )
such that

∑M
i=1 qi = 1, where qi is the probability of the

attacker inserting a Trojan from class i with the attacker

considered to uniformly choose a type of Trojan from its

chosen class. Again, the strategy of the defender is to adopt

p = (p1, · · · , pM ) such that
∑M

i=1 pi = 1, where pi is

the probability with which the defender tests the IC for the

presence of a Trojan from class i with the defender considered

to uniformly choose a type of Trojan from its chosen class. We

consider that if the defender tests the IC against the inserted

Trojan, the Trojan is detected, and the malicious manufacturer

is imposed a fine F . However, if the defender tests the IC

for the presence of a Trojan which was not inserted by the

attacker, the Trojan remains undetected and we consider that

an undetected Trojan of class i provides a benefit Vi to the

attacker. Next, we characterize the mixed strategy NE of the

aforementioned game where M classes of Trojans are present.

THEOREM 1. At NE,
• The defender, for any chosen i ∈ {1, · · · ,M}, tests the IC

for the presence of a Trojan from class i with a probability

pi =
1+

∑M
j=1

Nj(Vi−Vj)

F+Vj

1+
∑M

j=1,j �= i

Nj(F+Vi)

Ni(F+Vj)

and tests the IC for the

presence of a Trojan from class j with the probability

pj =
F+Vi
Ni

pi+(Vj−Vi)
F+Vj
Nj

, ∀j ∈ {1, · · · ,M}, j �= i.

• The attacker, for any chosen i ∈ {1, · · · ,M}, in-
serts a Trojan from class i with a probability qi =

1

1+
∑M

j=1,j �= i

Nj(F+Vi)

Ni(F+Vj)

and inserts a Trojan from class
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j with the probability qj =
Nj(F+Vi)
Ni(F+Vj)

qi, ∀j ∈
{1, · · · ,M}, j �= i.

Proof. The expected utility (say, Ei
D) of D from testing

the IC for the presence of a Trojan from class i, where

i ∈ {1, · · · ,M}, is,

Ei
D=

[
Fqi
Ni

+ (−Vi)qi

(
Ni − 1

Ni

)
+

M∑
j=1,j �= i

(−Vj)(qj)

]
(7)

At the mixed strategy NE, we must have E1
D = E2

D = · · · =
EM

D . Now, for i, j ∈ {1, · · · ,M}, i �= j, equating Ei
D = Ej

D,

after some manipulations yield,

qj = qi
Nj(F + Vi)

Ni(F + Vj)
(8)

Now, for q = (q1, · · · , qM ) to be a feasible strategy, for any

chosen i ∈ {1, · · · ,M}, we must have

qi +

M∑
j=1,j �=i

qj = 1 (9)

⇒ qi +

M∑
j=1,j �=i

qi
Nj(F + Vi)

Ni(F + Vj)
= 1 (using(8))

⇒ qi =
1

1 +
∑M

j=1,j �= i
Nj(F+Vi)
Ni(F+Vj)

(10)

Clearly, from the above, if the attacker, for any chosen

i ∈ {1, · · · ,M}, chooses qi as given in (10) and qj , ∀j ∈
{1, · · · ,M}, j �= i, as given in (8), any strategy of defender

becomes a best response against the attacker’s strategy since

the defender becomes indifferent between choosing a Trojan

class for testing (as well as q = (q1, · · · , qM ) is ensured to

be a feasible strategy).

Now, the expected utility (say, Ei
A) of A from choosing to

insert a Trojan from class i, where i ∈ {1, · · · ,M}, is,

Ei
A=

[
(−F )pi

Ni
+ (Vi)pi

(
Ni − 1

Ni

)
+ (Vi)(1− pi)

]
(11)

At the mixed strategy NE, we must have E1
A = E2

A = · · · =
EM

A . Now, for i, j ∈ {1, · · · ,M}, i �= j, equating Ei
A = Ej

A,

after some manipulations yield,

pj=
F+Vi

Ni
pi + (Vj − Vi)

F+Vj

Nj

(12)

Now, for p = (p1, · · · , pM ) to be a feasible strategy, for any

chosen i ∈ {1, · · · ,M}, we must have

pi +

M∑
j=1,j �=i

pj = 1 (13)

⇒ pi +

M∑
j=1,j �= i

F+Vi

Ni
pi + (Vj − Vi)

F+Vj

Nj

= 1 (using(12))

⇒ pi =
1 +

∑M
j=1

Nj(Vi−Vj)
F+Vj

1 +
∑M

j=1,j �= i
Nj(F+Vi)
Ni(F+Vj)

(14)

Clearly, from the above, if the defender, for any chosen

i ∈ {1, · · · ,M}, chooses pi as given in (14) and pj , ∀j ∈
{1, · · · ,M}, j �= i, as given in (12), any strategy of attacker

becomes a best response against the defender’s strategy (as

well as p = (p1, · · · , pM ) is ensured to be a feasible strategy).

Thus, if the attacker chooses qi, for any chosen i ∈
{1, · · · ,M}, as given in (10) and qj , ∀j �= i, as given in (8)

while the defender chooses pi, for any chosen i ∈ {1, · · · ,M},
as given in (14) and pj , ∀j �= i, as given in (12), both would

be playing their best responses against each other. This proves

the theorem.

Next, we provide numerical results to corroborate the above

results. In Figure 1, we consider that there are two Trojan

classes, viz. Class 1 and Class 2, and show the defender’s

expected utility versus the probability (q1) of inserting a Trojan

from Class 1. For the figure, we consider N1 = 3, N2 = 3,

V1 = 3, V2 = 2, and F = 25, and plot the defender’s utilities

from always testing a Trojan from Class 1 (i.e., from choosing

p1 = 1) and from always testing a Trojan from Class 2 (i.e.,

from choosing p2 = 1). The point where the two utilities

intersect implies that the expected utility of the defender from

testing a Trojan from Class 1 equals that of the defender from

testing a Trojan from Class 2 (as needed at the mixed strategy

NE), which as can be seen from the figure, occurs at q1 = 0.49
and which can be shown to tally with the attacker’s NE strategy

found from Theorem 1.
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Fig. 1. Defender’s expected utility versus the attacker’s strategy.
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Fig. 2. Attacker’s expected utility versus the defender’s strategy.

In Figure 2, we show the attacker’s expected utility versus

the probability (p1) of testing a Trojan from Class 1 when

two Trojan classes (viz. Class 1 and Class 2) are present. For

the figure, we consider V1 = 10, V2 = 10, F = 15, N1 =

20, and N2 = 25, and plot the attacker’s utilities from always

inserting a Trojan from Class 1 (i.e., from choosing q1 = 1)
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and from always inserting a Trojan from Class 2 (i.e., from

choosing q2 = 1). The point where the two utilities intersect

implies that the expected utility of the attacker from inserting

a Trojan from Class 1 equals that of the attacker from inserting

a Trojan from Class 2 (as needed at the mixed strategy NE),

which as can be seen from the figure, occurs at p1 = 0.44 and

which can be shown to tally with the defender’s NE strategy

found from Theorem 1. This corroborates Theorem 1.

Next, we present our game theoretic model and analysis

when the defender can test an IC to check for the presence of

a Trojan over multiple time slots.

III. SEQUENTIAL HARDWARE TROJAN TESTING

In this section, we again consider the presence of M Trojan

classes with each class i, i ∈ {1, · · · ,M}, containing Ni

Trojan types and the attacker inserting a Trojan from class

i into the IC with a probability qi. We consider the defender

to sequentially choose a Trojan from the available classes for

testing with the defender being able to perform testing for

at most K time slots. Specifically, we consider the defender

to test the IC for the presence of a Trojan from class i with

a probability pi in every time slot until the IC tests positive

for the presence of a Trojan or until the maximum number

of time slots (K) available for testing is reached. We also

consider that, as can be considered practical, if the IC tests

negative for the presence of a specific Trojan type in a class

in a certain time slot, the defender does not test the IC for the

presence of that Trojan type in any subsequent time slot. The

defender and the attacker is considered to uniformly pick a

Trojan type for testing and insertion, respectively, from their

chosen Trojan classes for simplicity of exposition. We also

consider that if the defender tests the IC against the inserted

Trojan while performing the sequential testing, the Trojan is

detected, and the malicious manufacturer is imposed a fine F ,

and that an undetected Trojan of class i provides a benefit Vi

to the attacker.

In the above game, denoting the strategy of the defender

and the attacker as p = (p1, · · · , pM ) and q = (q1, · · · , qM ),
respectively, the expected utility of the defender is,

ED(p,q) = F +

M∑
i=1

(Vi + F )(
Kpi
Ni

− 1)qi (15)

Denoting,
γi(pi) = (Vi + F )(

Kpi
Ni

− 1) (16)

we can express (15) as

ED(p,q) = F +

M∑
i=1

γi(pi)qi (17)

The goal of the defender is to choose p to maximize (17) and

that of the attacker is to choose q to minimize (17). It can

be noted that when
∑M

i=1 Ni < K (i.e.,
∑M

i=1
Ni

K < 1), at

NE, the defender chooses pi > Ni

K ∀i ∈ {1, · · · ,M} (such

that
∑M

i=1 pi ≤ 1) and the attacker chooses qi = 0 ∀i ∈
{1, · · · ,M}. It is easy to verify that there does not exist

any profitable unilateral deviation for the defender and the

attacker from their aforementioned strategies under the above

condition. In the following, we characterize the NE for the

more challenging scenario when
∑M

i=1 Ni ≥ K. We first prove

some properties of γi(pi) (16).

LEMMA 2. γi(pi) (16) is an increasing function of pi having
the slope (Vi + F ) K

Ni
, with γi(pi) = 0 when pi =

Ni

K .

Proof. Clearly,
d(γi(pi))

dpi
= (Vi + F ) K

Ni
> 0. Again, equating

γi(pi) = 0 yields pi =
Ni

K . This proves the lemma.

Next, we prove a condition that must be satisfied for the

defender’s strategy to form a NE when
∑M

i=1 Ni ≥ K.

LEMMA 3. At NE, we must have,
γi(pi) = constant, ∀i ∈ {1, · · · ,M} (18)

Proof. Consider a strategy profile p = (p1, · · · , pM ) such

that
∑M

i=1 pi ≤ 1, denote g = mini∈{1,··· ,M} γi(pi), g =
maxi∈{1,··· ,M} γi(pi), and suppose that2 g < g. Moreover,

define the set G = {i|i ∈ {1, · · · ,M} and γi(pi) = g} and

the set G = {i|i ∈ {1, · · · ,M} and γi(pi) = g}. Consider

also that
∑M

i=1 Ni ≥ K (i.e.,
∑M

i=1
Ni

K ≥ 1). In such a

scenario, to satisfy
∑M

i=1 pi ≤ 1 it can be noted that we must

have g < 0. This is because, otherwise (if g ≥ 0), using

Lemma 2, ∀j ∈ G we would have pj >
Nj

K (i.e., γj(pj) > 0)

and ∀i ∈ {1, · · · ,M} − G we would have pi ≥ Ni

K (i.e.,

γi(pi) ≥ 0) which implies
∑M

i=1 pi > 1 making p infeasible.

Now, it should be noted that, since the attacker aims to

minimize (17), the best response of the attacker against the

strategy p is to adopt the strategy q = (q1, · · · , qN ) such

that
∑

i∈G qi = 1. Consider now that g > 0. In this case,

∀i ∈ G we have pi < Ni

K and ∀j ∈ G we have pj >
Nj

K

with
∑M

i=1 pi ≤ 1. Consider now w ∈ G for which qw > 0
and z ∈ G and consider changing the strategy of the defender

from p = (pw, pz, p−wz) to p′ = (pw+δ, pz−δ, p−wz), where

0 < δ ≤ min(1−pw, pz) and p−wz denotes the vector of prob-

abilities with which the defender chooses the classes except for

classes w and z. Now, we have γw(pw + δ) > γw(pw) (using

Lemma 2) implying that ED(p′,q) > ED(p,q) showing that

there exists a profitable unilateral deviation for the defender

from the strategy p. Similarly, it can be shown that there

exists a profitable unilateral deviation for the defender from the

strategy p when g ≤ 0. From the above, it can be concluded

that at NE we must have g = g (i.e., γ1(p1) = γ2(p2) = · · · =
γM (pM )), which proves the lemma.

We next characterize the NE.

THEOREM 2. When
∑M

i=1 Ni ≥ K, at NE,
• The defender’s strategy corresponds to
p = (p1, · · · , pM ) = (N1

K −δ1, · · · , NM

K −δM ) where, for

any chosen i ∈ {1, · · · ,M}, δi =
∑M

j=1

Nj
K −1

1+
∑M

j=1,j �=i

Nj
Ni

Vi+F

Vj+F

and δj =
Nj

Ni

Vi+F
Vj+F δi, ∀j ∈ {1, · · · ,M}, j �= i.

• The attacker’s strategy corresponds to q = (q1, · · · , qM ),
where, for any chosen i ∈ {1, · · · ,M}, qi =

2In other words, for such a strategy profile, there exists i, j ∈ {1, · · · ,M}
for which γi(pi) �= γj(pj)

Authorized licensed use limited to: Tennessee State University. Downloaded on June 24,2021 at 23:47:47 UTC from IEEE Xplore.  Restrictions apply. 



τ

1+
∑M

j=1,j �=i

Nj
Ni

Vi+F

Vj+F

and qj = Vi+F
Vj+F

Nj

Ni
qi, ∀j ∈

{1, · · · ,M}, j �= i, with τ ∈ [0, 1] when in the defender’s
strategy δk = 0 ∀k ∈ {1, · · · ,M}, and τ = 1, otherwise.

Proof. It should be noted that Lemma 3 implies that the

NE strategy p of the defender must be of the form p =
(p1, · · · , pM ) = (N1

K − δ1, · · · , NM

K − δM ) (since, other-

wise, (18) will be violated). Moreover, for such a strategy
to be feasible, we must have,

M∑
i=1

pi =

M∑
i=1

Ni

K
− δi = 1 (19)

Further, from Lemma 3, at NE, ∀i, j ∈ {1, · · · ,M}, i �= j,

we must have
γi(pi) = γj(pj)

⇒ (Vi + F )
K

Ni
δi = (Vj + F )

K

Nj
δj (using Lemma 2)

which implies,

δj
δi

=
Nj

Ni

Vi + F

Vj + F
, ∀i, j ∈ {1, · · · ,M}, i �= j (20)

Now, for any i ∈ {1, · · · ,M}, from (19), we have,

δi +

M∑
j=1,j �=i

δj =

M∑
j=1

Nj

K
− 1

⇒ δi +

M∑
j=1,j �=i

Nj

Ni

Vi + F

Vj + F
δi =

M∑
j=1

Nj

K
− 1 (using (20))

⇒ δi =

∑M
j=1

Nj

K − 1

1 +
∑M

j=1,j �=i
Nj

Ni

Vi+F
Vj+F

(21)

Thus, if the defender, for any i ∈ {1, · · · ,M}, chooses δi
according to (21) and δj , ∀j ∈ {1, · · · ,M}, j �= i, according

to (20), the strategy p = (p1, · · · , pM ) = (N1

K −δ1, · · · , NM

K −
δM ) both becomes feasible (i.e., satisfies

∑M
i=1 pi = 1) as well

as satisfies Lemma 3.

Now, since the aforementioned strategy of the defender

makes γi(pi) = constant, ∀i ∈ {1, · · · ,M}, several strate-

gies of attacker can become a best response against the

defender’s strategy. However, not all such strategies of the

attacker result in a NE since some may allow profitable

unilateral deviations to exist for the defender from the strategy

defined above. To prevent profitable unilateral deviations of the

defender to exist, ∀i, j ∈ {1, · · · ,M}, i �= j, we must have

(Vi + F )
K

Ni
qi = (Vj + F )

K

Nj
qj (22)

which implies,

qj
qi

=
Nj

Ni

Vi + F

Vj + F
, ∀i, j ∈ {1, · · · ,M}, i �= j (23)

Now, for the strategy q = (q1, · · · , qM ) to be feasible,

we must have
∑M

i=1 qi = τ , τ ∈ [0, 1], which, for any

i ∈ {1, · · · ,M}, implies that,

qi +

M∑
j=1,j �=i

qj = τ

⇒ qi +

M∑
j=1,j �=i

Nj

Ni

Vi + F

Vj + F
qi = τ (using (23))

⇒ qi =
τ

1 +
∑M

j=1,j �=i
Nj

Ni

Vi+F
Vj+F

(24)

Now, in the defender’s strategy, if δi = 0 (i.e., pi = Ni

K )
∀i ∈ {1, · · · ,M}, we would have γi(pi) = 0 ∀i, which

implies that any τ ∈ [0, 1] would form a best response of

the attacker against the defender’s strategy (since any strategy

q = (q1, · · · , qN ), such that 0 ≤ ∑M
i=1 qi ≤ 1, would

make the expected utility in (17) to be F ). However, in the

defender’s strategy, if δi �= 0 ∀i ∈ {1, · · · ,M}, τ = 1 forms

the attacker’s best response (i.e., the attacker’s best response

becomes adopting q such that
∑M

i=1 qi = 1). Thus, if the

attacker, for any chosen i ∈ {1, · · · ,M}, chooses qi according

to (24) (with τ chosen appropriately as described above) and

qj , ∀j ∈ {1, · · · ,M}, j �= i, according to (23), the attacker’s

strategy is feasible, the strategy forms a best response against

the defender, and no profitable unilateral deviations for the

defender exist. This proves the theorem.

IV. SIMULATION RESULTS

In this section, we provide simulation results to provide

important insights into our developed game theoretic Trojan

testing techniques. In Figure 3, we show the NE-based strate-

gies of the attacker and the defender versus the number of

Trojans (N1) in Class 1 when two Trojan classes (Classes 1
and 2) are present with the defender testing the IC once for

the presence of a Trojan. For the figure, we consider that N2

= 20, V1 = 10, V2 = 10, and F = 25. The NE strategies in the

figure are calculated using Lemma 1. As can be seen from the

figure, as we increase the number of Trojans (N1) in Class 1,

the probabilities with which the attacker inserts a Trojan from

Class 1 (q1) and the defender tests a Trojan from Class 1 (p1)

at NE increase. This is because as N1 increases, it becomes

easier for the attacker to go undetected by inserting a Trojan

from Class 1, making the attacker increase its probability (q1)

of inserting a Trojan from Class 1 with increasing N1 at NE.

Accordingly, as a best response, the defender also increases

its probability of testing a Trojan from Class 1 at NE with

increasing N1.

In Figure 4, we show the NE-based strategies of the attacker

and the defender versus the benefit V1 acquired by the attacker

from an undetected Trojan from Class 1 (in other words, the

damage sustained by the defender when a Trojan from Class 1

goes undetected) considering two Trojan classes (Classes 1 and

2) to be present. We again consider the defender to test the IC

once for the presence of a Trojan. For the figure, we consider

N1 = 20, N2 = 20, V2 = 10, and F = 25. The NE strategies in

the figure are calculated using Lemma 1. As can be seen from

the figure, and as is also intuitive, with the increase of V1, i.e.,

as Trojans in Class 1 become more damaging in nature, the

probability (p1) with which the defender tests a Trojan from
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Fig. 3. NE-based strategy of the attacker and the defender versus the number
of Trojans (N1) in Class 1.
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Fig. 4. NE-based strategy of the attacker and the defender versus V1.

Class 1 at NE shows a non-decreasing trend. Accordingly, the

attacker, with increasing V1, as a best response decreases its

probability (q1) of inserting a Trojan from Class 1 at NE.
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Fig. 5. Expected utility of the defender versus the number of time slots (K).

In Figure 5, we show the expected utility of the defender

(15) at NE versus the number of time slots (K) available for

sequential hardware Trojan testing considering three classes

of Trojans to be present. For the figure, we consider N1 =

10, N2 = 12, N3 = 14, V1 = 10, V2 = 15, and V3 = 20. The

NE strategies of the defender and the attacker were computed

using Theorem 2. As can be seen from the figure, for any

given fine (F ), as the number of time slots (K) increases, the

expected utility of the defender at NE increases, since with

increasing K, the defender’s chances of detecting the inserted

Trojan increases. Moreover, as can be seen from the figure,

and as is also intuitive, for any given K, the expected utility

of the defender increases at NE as the fine (F ) increases.

V. CONCLUSION

This paper presented techniques for employing game

theory-based hardware Trojan testing. The presented game

models considered the presence of multiples classes of Tro-

jans, with each class containing multiple Trojan types. In

such a scenario, the paper first characterized the NE strategy

for inserting a Trojan (from the perspective of a malicious

manufacturer) and testing a Trojan (from the perspective of a

defender) when the defender can test the IC for the presence of

a Trojan once. Moreover, the paper also presented a sequential

hardware Trojan testing game, where the defender sequentially

chooses Trojans for testing over time, and characterized its NE.

Numerous simulation results were presented to gain insights

into the presented game theoretic Trojan testing techniques.
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