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A Continuous, Impedimetric Parylene Flow Sensor
Trevor Q. Hudson , Student Member, IEEE, and Ellis Meng , Fellow, IEEE

Abstract— A continuously recording, impedimetric thermal
liquid flow sensor fabricated on a Parylene C thin film substrate
is presented for the first time. The sensing concept, inspired by
hot-film anemometry, includes an additional upstream unheated
reference electrode pair which enabled attenuation of envi-
ronmental drift in impedance by more than 5×. This sensor
design and transduction approach was motivated by the need
for an alternative to traditional hot-film anemometers for in vivo

applications. An analytical model was developed to describe the
axial fluid temperature surrounding the impedimetric sensor
and its effect on solution conductivity. The impact of heater
power was modeled and matched with experimental data; similar
analysis was conducted for other parameters including chan-
nel height, ambient temperature, and electrolyte concentration.
The sensor achieved a 2σ resolution of 17 µL/min over the
range 43-200 µL/min. The models and fabricated device signif-
icantly expand our understanding of thermal impedimetric flow
sensing. [2020-0357]

Index Terms— Thermal flow sensor, anemometer, Parylene C,
electrochemical impedance, simulation, implantable device.

I. INTRODUCTION

T
HERMAL flow meters measure fluid mass flow using at
least one heating element and one temperature sensor.

They are common in a variety of applications for their low
cost, ease of manufacture, and simple operation.

These thermal sensors are distinguished by their measure-
ment principle and specific layout [1]–[3]; here, the focus is on
hot-wire or hot-film anemometers that measure heat transfer
resulting from the interaction of fluid flow and a heating
element.

Anemometric sensors were developed in the early
1900’s, when the idea of using temperature changes in
constantly-powered copper wires to measure wind velocity
was put forward by Kennelly and others [4]–[6], and later
expanded upon by King and Barnes [7]. Later, a microfab-
ricated thermal flow sensor was developed by replacing the
copper wire with a thin film resistive layer deposited on bulk
silicon, then on isolated membranes and thin micro-bridges
for improved thermal isolation [8]–[10]. Progress in this field
continues with promising materials such as SiC [11] and
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temperature-sensitive fluorescent detection elements [12], and
new geometries to control heat transfer [13], [14]. Thermal
liquid flow sensors exist in a variety of flow rates, sensitivities,
response times, and overheat temperatures to match their use
cases.

Traditional materials used in these sensors are rigid which
can enhance the odds and severity of the inflammatory
foreign body response post-implantation [15]–[18]. Thermal
flow sensors can instead be fabricated on flexible polymer
substrates [19]–[22]. Polymers also have low thermal conduc-
tivities compared to silicon and glass, attenuating dissipative
losses through substrate [23].

Most liquid thermal flow sensors require a barrier layer
to electrically insulate their temperature sensor. This in turn
necessitates relatively high power for sensitive operation.
Local overheat temperatures are commonly 12 – 15 ◦C,
though certain sensors require temperatures around 60 ◦C [24].
However, many tissues begin to suffer damage at 43 ◦C [25],
suggesting overheat temperature for chronic implants should
be kept below 6 ◦C. Additionally, ISO guidelines require
exterior surfaces of an implantable device to be no greater
than 2 ◦C over body temperature.

Flow sensors that detect changes in the solution electro-
chemical impedance (EI) between exposed electrodes can
operate at lower temperatures [26]–[28]. Recently, an EI-based
thermal flow sensor was demonstrated which exploits the high
temperature coefficient of resistance (TCR) of ionic solution
by using fluid between two exposed platinum electrodes as a
highly-responsive temperature sensor [29]. This novel method
obviates the need for sensor passivation, thus enabling a new
class of flow sensor for chronic biological fluid monitoring.

To date, pseudo-time-of-flight [24] and calorimetric [30]
EI-based sensors have been explored. Time-of-flight sensors
measure the transit time of a thermal pulse to a downstream
temperature sensor. Calorimeters detect asymmetry in the
fluid temperature profile around the heater via upstream and
downstream temperature sensors. In prior work, pulsed heater
activation was used to minimize the effect of sensor drift and
minimize overheat temperature to 1 ◦C. However, this strategy
suffered from momentary interruptions of flow, required rel-
atively complex circuitry to control timing and data analysis,
and was restricted to discrete measurements.

Here, a continuous EI-based flow sensor and analytical
model are presented. Continuous monitoring represents a
significant advance from prior work, where proof-of-concept
experimental results were presented [31]. By measuring the
EI of fluid above a heater, an impedimetric analog of a
hot-film anemometer is introduced. Flow sensing was per-
formed using two separate dies, each having microfabricated
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Fig. 1. Diagram of flow sensor operation. Impedance in the upstream
reference cell is compared against the active cell to obtain stable tracking
of flow rate.

EI temperature sensors, to acquire a differential signal resis-
tant to common-mode impedance drift from temperature,
solute-electrode adhesion, and solution ingress to sensor com-
ponents. Analytical and finite element models were developed
and facilitated understanding of sensor behavior. This new
continuous EI sensor concept targets lower liquid flow rates for
eventual use in vivo with comparable performance to existing
pulsed EI sensors. The modeling and experimental data pre-
sented here are a significant advance in our understanding of
thermal impedimetric flow sensing concepts and design.

II. DESIGN AND FABRICATION

A. Sensor Design

The flow sensor layout consisting of two separate sensor
dies is illustrated in Fig. 1. This approach leverages prelim-
inary results from prior work which utilized only a single
sensor die [24]. One die is designated the active cell and
contains a heater and EI pair. The second is a reference cell,
which is placed upstream of the active cell to avoid thermal
interference from flow passing across the sensor. The passage
of current through the resistive heater (serpentine trace) warms
adjacent fluid via Joule heating. The overheat temperature
is detected via the change in solution conductivity, which
is sensitive to temperature [29]. Solution resistance is then
transduced by measuring electrochemical impedance between
a pair of exposed electrodes.

The heater has a trace width of 25 µm, nominal resistance of
400 �, and total footprint of 400 × 900 µm2. Measurement
electrodes have exposed areas of 180 × 80 µm2 (GSA =
1.44 × 104µm2). Electrodes are placed above and below the
heater (with respect to flow velocity) with a separation distance
of 1 mm. Parylene was chosen as the substrate material
because of its biocompatibility and strong barrier properties.
Platinum was selected as the sensing material for its corrosion
resistance, compatibility with micromachining techniques, and
biocompatibility [32].

B. Fabrication and Packaging

Sensor fabrication follows established micromachining
processes for Parylene C [33] (Fig. 2a). First, 10 µm of Pary-
lene C was deposited onto a silicon carrier wafer at 35 millitorr
using the Gorham process (Labcoter 2, Specialty Coating
Systems, Indianapolis, IN) [34]. Heaters, sensing electrodes,
and contact pads were defined using a lift-off procedure by

Fig. 2. (a) Flow sensor fabrication diagram. (b) Parylene die containing three
flow sensors. (c) Packaged flow sensor.

electron-beam-deposition of 2000 Å of platinum (International
Advanced Materials, North Charleston, SC) onto patterned
AZ5214 photoresist (1.6 µm; Merck KGaA, Darmstadt, DE).
A second 10 µm layer of Parylene C was deposited as an insu-
lation layer. Then, electrodes and contact pads were exposed
using a Bosch process-like oxygen-based deep reactive ion
etch with AZ4620 (10 µm; Merck KGaA, Darmstadt, DE)
photoresist as an etch mask [35]. Devices were released from
the carrier silicon wafer (University Wafer, Boston, MA) by
gently peeling while submerged in deionized water. Finally,
devices were annealed at 200 ◦C for 48 hours under vacuum
to increase adhesion between Parylene layers, reduce risk of
delamination, and improve barrier properties [36].

Sensor packaging involved placing and sealing the sensor
(Fig. 2b) into its flow chamber, electrically connecting its
contact pads to measurement apparatus, and insulating sensor
electronics from the fluid under test (Fig. 2c). To enable
electrical contact, a ∼180 µm (7 mil) thick polyetherether-
ketone backing was attached to the reverse side of the
contact pad region to provide rigidity, allowing devices to
be locked in a flip-lock zero insertion force connector in
a solder-less packaging scheme [37]. Sensors were inserted
into Luer-compatible modules (ID 3.25 mm)(80379, Qosina,
Edgewood, NY) through 0.56 × 8 mm machined slits which
allowed for easy integration into catheter systems currently
used in the clinic. Biocompatible epoxy (EpoTek 353 ND-T,
Epoxy Technology, Inc., Billerica, MA) was then used to pot
contact pads and fluidically seal the sensor in the Luer module.

III. ANALYTICAL MODEL

An analytical model of the thermal anemometer was devel-
oped using a one-dimensional lumped parameter approach
to derive fluid temperature as a function of axial distance
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Fig. 3. (a) Rendering of a sensor cell packaged in the lumen of the Luer
module as viewed from above the sensor (top) and through the module lumen
(bottom). Module diameter is twice the channel height h added to substrate
width wsub . (b) Volume slices of fluid located above heater (left) and upstream
and downstream of the heater (right).

through the sensor. This mimics prior approaches used in
microscale hot film anemometers [9], [38]–[40]. The cor-
responding change in solution resistivity of a fluid volume
centered around the heater was derived and compared to
experimental results.

A. Fluid Temperature Distribution

The active cell of the sensor consists of a central heater
flanked by two identical and equidistant exposed electrodes.
The heater is energized at constant power so that energy is
transferred into solution via Joule heating at a constant rate.
Heat is removed by the adjacent solution primarily through
conduction and convection. Given sufficient time and under
steady flow, these competing effects result in a steady state
temperature distribution in the local fluid which can be used
to solve for flow velocity.

To determine the temperature distribution, the fluid volume
adjacent to the sensor was divided into axial slices of infini-
tesimal thickness �x (Fig. 3). Fluid temperature was assumed
to decrease from some Tabsolute to a minimum Tambient in
the direction orthogonal to the substrate (y) and be constant
over the sensor width (z). Through section III-A, T refers to
the overheat temperature Tabsolute – Tambient . The heat flux
balance in any control volume is then:

Qcond,x + Qconv,x = Qcond,y (1)

where Qcond,x and Qconv,x represent heat transferred from
adjacent volumes due to conduction and convection, respec-
tively, and Qcond,y is heat lost to diffusion in y. Substrate
conduction in Parylene C was disregarded due to its order-
of-magnitude lower thermal conductivity compared to water
(84 and 598 mW/(m·K), respectively). By adding expressions
for these quantities as �x → 0, (1) becomes:

−λ
T (x)

2dx
wH δ̄ + ρCP u

T (x)

2
wH δ̄ = λ

T (x)

δ̄
wH dx (2)

where λ is the thermal conductivity of fluid, wH is heater
width in z, ρ is the density of fluid, CP is the specific heat
capacity of water, and u is the flow velocity of fluid. δ̄ is the
average height of the heated fluid layer in y, which we assume
is equal to our channel height h due to the very low flow rates
in our system and consequent lack of a thermal boundary layer.

Fig. 4. Axial overheat temperature distribution of fluid along x in the
sensor lumen at 20 evenly spaced flow velocities from 10 – 1000 µm/s. The
flow velocity corresponding to average adult cerebrospinal fluid production
(687 µm/s) is highlighted as a reference for a physiologically relevant velocity.
lu and ld define the upstream and downstream limits of the electroactive
volume (see section III-C).

Equation (2) can then be rewritten as an ordinary differential
equation:

1

2

d2T (x)

dx2 − u

2α

dT (x)

dx
− k

h2 T (x) = 0 (3)

where α is the thermal diffusivity of water. A correction
coefficient 0 < k < 1 was added to the Qcond,y term to
model the reduced heat transfer capacity of the thermoplastic
channel wall as compared to water at y = δ̄. After applying the
boundary conditions T (±W ) = TH , T (±∞) = 0, where TH is
the temperature above the heater, the temperature distribution
is:

T (x) = TH er1,2(x±W ) f or x = (−∞,−W ) ∪ (W,∞)

r1,2 = uh ±
√

h2u2 + k8α2

2αh
(4)

To find TH , the heat flux balance for the single control
volume is:

Qheater = Qcond,y + Qupstream + Qdownstream (5)

or:

P = kλ2WwH
/

h
TH + λ (hwH ) r1TH − λ (hwH ) r2TH (6)

where P is the constant power dissipated by the heater. Solving
this expression for temperature yields:

T (x) = TH = h P

λwH

(

k2W + h2 (r1−r2)
) for x = [−W, W ]

(7)

Temperature is plotted versus axial distance x as a function
of flow velocity u (Fig. 4). T is highest above the heater
and decreases with distance x in both directions. T decreases
more rapidly with distance in the upstream direction compared
to downstream, especially at higher flows. This is caused by
convective heating, or warm fluid being pushed downstream.
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Similarly, T and
∣

∣

∣

∂T (x)
/

∂u

∣

∣

∣
are large at low flows, then

diminish with larger values of u due to convective cooling
of TH . At far downstream regions (x � W ) however, tem-
perature initially increases with u due to convective heating
then decreases as the drop in TH begins to dominate the
response. For example, ∂T (x)

/

∂u is positive at x = 5 mm
for the 5 lowest velocities, then negative after. This inflec-
tion point is the so-called “turnover velocity” described by
Lammerink et al. [9] which would indicate the maximum
useful range of a traditional resistive calorimeter at x = 5 mm.
However, the impedimetric thermal anemometer will behave
differently, as discussed below.

B. Conductivity-Temperature Relation

Temperature transduction via the measurement of electrolyte
conductivity is considered. Past work established that conduc-
tivity is temperature dependent [24], [29], but the causative
mechanisms remain under investigation.

It is helpful to start with the behavior of ions at infinite
dilution, or when their concentration approaches zero and
interionic forces can be disregarded. Debye, Hückel, and
Onsager established important limiting laws for ion transport
and diffusion in this context based on the continuum model,
which represents ions as hard spheres in an infinite dielectric
medium [41]–[44]. While the limiting molar conductivity is a
function of several variables such as temperature, pressure,
and solvent identity, the effect of solute radius has been
studied in the most detail, and in particular its nonmonotonic
relationship with conductivity [45]–[54]. The effect of tem-
perature has received much less attention from an analytical
perspective.

Alternatively, it has been shown that the limiting molar
conductivity 	0

i of ion i can be semiempirically linked to
temperature and viscosity (η) of pure solvent via an Arrhenius
relation:

ln

(

	0
i η (T )

10−4S m mol−1kgs−1

)

= Ai + Bi
/

T (8)

where Ai and Bi are adjustable constants tabulated for individ-
ual ions [55]–[57]. The viscosity of pure water as a function
of temperature can also be expressed empirically using an
exponential fit [58].

An underlying motivation for the development of this
impedimetric flow sensor is use with bodily fluids such as
cerebrospinal fluid (CSF), which contains much lower amino
acid, protein, and cell content compared with blood but similar
electrolyte levels, rendering it isotonic with serum [59]. CSF
has a total ionic strength of 148 mM, with sodium and
chloride combined contributing ∼88% of the total osmolarity
and the remainder from bicarbonate and other more dilute
ions [60]. For simplicity, only the limiting molar conductivities
of sodium and chloride were considered. It is possible to use
more complex methods to account for all ions for additional
accuracy [55], [61].

At limiting ionic concentrations, Kohlrausch’s law states
that the equivalent conductivity can be obtained by simply
summing the contributions from each individual species [57].

Practically, interionic interactions decrease molar solution con-
ductivity at concentrations above ∼1 mM.

Bernard and Turq et al. presented a convincing model
for electrolyte mixtures [62], [63] using the mean spher-
ical approximation (MSA) [64] in the continuum model.
This method enables relatively simple and accurate analytical
expressions for conductivity values up to molar concentrations.
The MSA model uses the following general solution for
the equivalent molar conductivity 	i of an ion i which is
dissociated from a 1:1 electrolyte:

	i = 	0
i

(

1 +
δνel

i

ν0
i

)

(

1 + δX

X

)

(9)

where
δνel

i

ν0
i

is a correction factor due to electrophoretic effects

and δX
X

for dielectric relaxation effects. These correction
factors are functions of the valence, radii, concentration, and
diffusion coefficient of the solute, and the viscosity, relative
permittivity, and temperature of the solvent. Exact expressions
are given in the appendix. Since a majority of the parameters
are functions of temperature, the total equivalent conductivity
of a given solution must be recalculated for any temperature
change.

C. Conductivity Weighting and Apparent Impedance

The closed-form analytical expressions for both solution
temperature as a function of distance and flow velocity
from (4) and (7), and solution conductivity of CSF as a
function of temperature from (8) and (9), are now established.
Returning to the geometric sensor model, the transducer con-
sists of two electrodes which pass current through solution
(see Fig. 1). The affected volume of fluid, or electro-active
volume (EAV), is therefore the sample volume of the sensor.

However, varying current density throughout the electrolyte
means that precisely defining the EAV is problematic, and
implies that not all regions of the EAV will contribute equally
to temperature sensing. For example, high current density
near the sensing electrodes suggests fluid over the heater
will dominate the overall response. Additionally, more current
should flow through the low resistivity (high temperature)
regions, further concentrating current density near the heater
and causing a downstream skew as flow rate increases.

These effects can be accounted for by using weighted
averages. First, reasonable functions for the temperature and
current distributions must be created. Finite element analysis
(see section V) yielded plots of temperature and current
density distribution in y, which were approximated using
polynomial regression (Fig. 5). The one-dimensional current
density-weighted temperature average T̄

j
y can then be calcu-

lated for this sensor:

T̄
j

y =
∫ hc

0 T (y) j (y) dy
∫ hc

0 j (y) dy
= 0.464T (x) (10)

Based on this result, we can estimate that impedimetric
temperature measurement of any control volume would return
46.4% of the substrate temperature. This estimate is subject to
some variation, because the current and temperature functions
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Fig. 5. FEA was used to model the distribution of temperature and current
density in the fluid above the sensor. Data are sampled from a line midway
between and aligned with each sensing electrode in x and z. Polynomial fits
of sufficient degree were applied to each distribution to enable current density
weighted temperature compensation (see section III-C).

Fig. 6. The simplified Randles’ circuit contains a double layer capacitance
in parallel with a charge transfer resistance to model the electrode interface,
in series with solution resistance.

shown in Fig. 5 depend on axial location and flow velocity.
The above estimate was made just downstream of the sensing
electrodes (x = 500 µm) at u = 670 µm/s.

As in section III-A, we assumed uniform temperature and
current density across z. The situation in x is complex due
to the semi-infinite boundary conditions we imposed as the
electrolyte column extends from both sides of the sensor
through lengths of tubing. We defined the upstream and
downstream limits of the EAV in x as lu and ld . An unweighted
average of fluid volume between these limits was taken as an
approximation of the physical EAV, which would in reality be
larger.

To compare the theoretical output to experimental data, the
electrode-electrolyte-electrode path was modeled as a simpli-
fied Randles’ circuit (Fig. 6) [65]. To calculate the solution
resistance term RS , the total conductivity κ , which is the sum
of the constituent equivalent conductivities, is required:

κ =
∑

i
ci |zi |	i (11)

where ci is concentration and zi is valence of ion i . Solution
resistance can then be modeled using the following expres-
sion for spreading resistance, or the resistance from current
spreading infinitely into solution from one electrode, modified

from the source to account for two equally-sized rectangular
electrodes in series [66]:

RS = 2 ln 4

κπ
√

lewe

(12)

where le and we are the length and width of the sensing
electrode.

The double-layer capacitance forms when counterions
assemble near the electrode-electrolyte interface in varying
degrees of adhesion. Inquiry into the precise nature of this
capacitance and its dependencies is still ongoing [67]–[72],
and the effect of temperature in particular remains unclear.
From typical experimental values for the platinum/electrolyte
interface [70], the estimated magnitude of the apparent capaci-
tance is 60 µF/cm2, resulting in a reactance ZC of ∼350 � at a
typical measurement frequency of 50 kHz. The charge transfer
resistance Rct in parallel with ZC is typically >400 k� and
can be disregarded [66].

From the above analysis, the expression for the total appar-
ent impedance Za of the electrochemical circuit is:

Za (T ) = RS (T ) + 2ZC (13)

The response Za is calculated as an average over the EAV.
To compare against experimental data, the normalized differ-
ence �Ẑa between Za for a given flow rate versus Za at
ambient temperature Tamb can then be calculated:

�Ẑa (T ) = 100 × Za (T ) − Za (Tamb)

Za (Tamb)
(14)

IV. MODEL OUTPUT ANALYSIS

A. Effects of Sensor Design Choices

Model input parameters were adjusted to predict sensor
behavior. Decreasing the thermal conductivity of the channel
wall increases sensitivity especially at low flows (Fig. 7a). This
is due to the decreased conductive heat loss, which results
in more available heat for dissipation through the convective
(flow-dependent) mechanism. Some specialized polymers such
as fiberglass with known low thermal conductivities may be
used as the channel material to increase performance for
certain applications.

The trend for EAV size in x suggests that constraining the
EAV close to the heater will slightly improve sensitivity and
response magnitude, as longer EAV’s contain more cold fluid
and therefore contribute a weaker thermal signal (Fig. 7b). It is
unclear how electrode spacing in z affects EAV, but alternate
designs with electrodes arranged parallel to flow can more
easily achieve tuning of lu,d (see section VII-E).

Decreasing the channel diameter should flatten the response
curve, so that increased linearity and range are traded for
higher sensitivity at low flows (Fig. 7c). For applications with
flow rates in the hundreds of microliters per minute, shrinking
the channel likely confers the most efficient gain in overall
performance. Additionally, while the analytical model here
cannot predict time-dependent effects, it is anticipated that a
smaller fluid volume per length will result in shorter settling
times from flow rate changes due to the smaller total thermal
mass. Potential downsides of a narrow channel include the
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Fig. 7. These plots show the effect of (a) channel wall thermal conductivity,
(b) EAV limits in x , and (c) channel height on sensor response. (d) Behavior
in upstream, downstream, and above-heater fluid subvolumes is also shown.
The effects of environmental variables are presented, specifically (e) ambient
temperature and (f) concentration. The simulated heater power is 10 mW for
all plots.

requisite smaller electrodes and corresponding lower SNR.
In addition, there is increased occlusion risk for implanted
sensors [73].

Sensor response in subvolumes of the overall EAV was
also examined. Distinct behavior was observed in the fluid
upstream of, downstream of, and just above the heater
(Fig. 7d). Notably, the downstream fluid segment responds
negatively to flow up until a certain inflection point, disrupting
the overall response curve. In contrast, the upstream and
above-heater segments exhibit similar sensitivities. Therefore,
shifting the electrode pair upstream should improve both
linearity and sensitivity.

B. Effects of Environmental Variability

The effects of environmental change on sensor response
are relevant, especially in biological applications where high
variability is expected. Lower ambient temperature results in
slightly decreasing sensitivity and rather large shifts in the
response curve (Fig. 7e), suggesting that compensation is
required if temperature variation is expected. This effect is
largely attributed to the temperature effect on viscosity [58]
and has been validated empirically in related EI thermal flow
sensors [74].

In contrast, large changes in ion concentration are
well-tolerated by the sensor thanks to normalization of the
response to solution conductivity at ambient temperature
(Fig. 7f), suggesting consistent performance regardless of
varying bodily fluid compositions and patient hydration states.
Experimental data for this and other parameters has been

gathered for related sensors in prior work [24]; such sensors
were not greatly affected by solute concentration change,
supporting model results here.

V. FINITE ELEMENT MODELING AND RESULTS

Numerical simulation was performed in three dimensions
using COMSOL Multiphysics (COMSOL Inc., Stockholm,
SE). The sensor was modeled as a thin rectangle centered
in a fluid channel and the model consisted of 191,010 free
tetrahedral mesh elements.

Heat transfer from the heater, a constant power source, and
through the fluid and substrate were considered. Fluid velocity
was also considered, with the column walls modeled using
a no slip boundary condition. Electrical current through the
fluid was modeled by assigning the fluid a bulk conductivity
and assuming a DC voltage differential between sensing elec-
trodes. Aspects specific to electrochemical current flow such
as electrode kinetics and concentration-dependent conductivity
effects were neglected for simplicity. Steady state simulations
were performed to replicate behavior at equilibrium. Elec-
trodes, heater, and substrate sizes were equal to fabricated
device dimensions. The plastic enclosure was modeled as a
cylinder of fluid and was extended axially to model silicone
tubing connected at its end. The heater and each electrode
were modeled as uniform blocks of platinum embedded in
the Parylene substrate, omitting the serpentine trace patterning
of the heater. Convective cooling of the enclosure with air
was assumed. The heat transfer coefficient was calculated
according to:

h = k
/

t (15)

where k is thermal conductivity and t is wall thickness.
Because the enclosure material is proprietary and thus k

is unknown, h was adjusted to obtain reasonable results.
In terms of fluid flow, a fully developed laminar flow profile
was assumed to enter the enclosure with average velocity
670 µm/s. These parameters were used unless otherwise noted.

At steady state, an increase in fluid temperature centered
on the heater is apparent (Fig. 8a). Radial temperature slices
are also presented (Fig. 8b), in which the slight skew of the
temperature distribution downstream expected in calorimetric
sensing can be discerned. The color of the thin lines descend-
ing from each slice is the temperature of the housing encasing
the fluid cylinder.

Fluid velocity was represented using planar heatmaps in
the xy (Fig. 9a) and yz (Fig. 9b) planes. The fully-developed
input boundary condition is clearly visible in the undisturbed
region of pipe to the left of the sensor substrate, with the
maximum velocity equal to double the average input velocity,
as expected. As the flow is bifurcated by the substrate,
the laminar profile is disrupted for a distance L known as the
entrance length, which can be estimated according to [75]:

L = 0.035ReD = 123µm (16)

where Re is the Reynolds number and D is channel diam-
eter. This result supports Fig. 9 and suggests that the flow
sensor interacts with fluid primarily in the laminar regime.
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Fig. 8. Thermal response of sensor at 10 mW heater power and 200 µm/s
with flow moving from left to right. (a) Volume heatmap plot of fluid and
substrate. (b) The fluid temperature distribution taken at 5 yz planes. Inner
planes are centered on the heater and sensing electrodes, while outer planes
are ±1500 µm from the heater.

Fig. 9. (a) The xy plane fluid velocity (u) distribution around the sensor film.
Arrow indicates flow sensor. (b) The fluid velocity magnitude taken at 5 yz

planes. (c) Flow velocity along y-direction centered in the sensor enclosure
in z (x locations indicated in (b)).

The arrow in Fig. 9a indicates the sensor, which is 700 µm
downstream from the substrate edge. Model results confirm
this analytical result, with fully developed flow at the sensor
location (Fig. 9c).

Fig. 10. a) Volume voltage isosurface plot of fluid near the sensing
electrodes. Coloring indicates current density. b) yz plane slice of current
density, centered equidistantly between sensing electrodes. c) Current density
along a y data line located in the same plane as in (b) in x , centered with the
sensing electrodes in z. d) Current density along the x-direction centered on
the sensing electrodes in z, and 100 µm above the substrate in y.

Mapping current density facilitates identification of fluid
contributing to sensor response. A 3D isovoltage surface plot
was generated (that is, each surface is a locus of all points
at some voltage). The coloration of each surface indicates
current density (Fig. 10a). For this plot, 100 equally spaced
potentials are shown. Most of the current passes through fluid
just above the front side of the substrate, centered on the
sensing electrodes in z, as seen in the yz slice of current density
(Fig. 10b). Current density along the y-direction passing
orthogonally through the substrate plane is also presented
(Fig. 10c), showing some current passing behind the substrate
as well. Current density along the x-direction 100 µm above
the sensing electrodes reveals peaks above each electrode
which decay to 1% of their maximum after ∼1 mm (Fig. 10d).

These results suggest that regions of high current density
will be overly represented when transducing temperature.
As in (10), the current density-weighted temperature average
T̄ j throughout the fluid volume was calculated according to
the following formula, this time using volume integration over
the entire fluid:

T̄ j =
∫∫∫

f luid T jdxdydz
∫∫∫

f luid jdxdydz
(17)

where T and j are the temperature and current density
function in x , y, and z. This method naturally accounts for
the changing position and width of sampled fluid and varying
current density within that fluid, allowing comparison with
experimental data.

VI. EXPERIMENTAL METHODS

The resistive heater was controlled using 3.3 V square
wave pulses (2400 SourceMeter, Keithley Instruments, Solon,
OH) and impedance was measured at 50 kHz, as sen-
sor resolution and sensitivity were found empirically to
not improve past ∼35 kHz (4980A Precision LCR Meter,
Keysight Technologies, Santa Clara, CA); experiments and
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Fig. 11. Typical experimental configuration for flow sensing. The test fluid
and sensors are kept within the sealed oven for precise temperature control.

data collection were automated via LabView, which acquired
data at 5 Hz. The heater was biased at constant power
using a PID algorithm, resulting in a overheat temperature
of 1.75 – 6.02 ◦C. Phosphate-buffered saline (PBS) was chosen
for testing as a common analog for physiological fluids.
Flow was driven with a pressure-controlled, pneumatic, and
gravimetrically-calibrated pump for precise flow control (Flow
EZ, Fluigent, Paris, FR). A multiplexer array consisting of
four ADG1206 ICs (Analog Devices, Norwood, MA) enabled
alternating measurements between electrode pairs at 5 Hz.
The sensor and fluid under test were housed in a temperature
enclosure (EC0A, Sun Electronic Systems, Titusville, FL) to
control ambient temperature (Fig. 11).

Impedances of the active and reference cells were normal-
ized to their respective initial values to account for slight
differences in electrode impedance which arise during fabrica-
tion and packaging. These normalized impedances were then
subtracted during heater activation to attenuate conductivity
drift.

VII. EXPERIMENTAL RESULTS

A. Input Power and Model Validation

Analytical and finite element model results were fitted to
experimental data at three different input powers (Fig. 12).
For the analytical model, fitting using the model parameters
k from (3) and with lu = ld , the upstream and downstream
limits in x of the EAV, yielded k = 0.5 and lu,d = 1900 µm.
These fits are physically reasonable (the thermal conductivity
of plastic is similar to the proprietary channel wall material
range from 200 to 500 mW/(m K) compared with water at
598 mW/(m K), for instance) and demonstrate the validity
and predictive power of the model. The high variance in
experimental data at stagnant flow is due in part to the long
settling time characteristic of low flows, which can obscure
the steady state point and increase error. The characteristic
inflection point at low flows observable in both analytical and
experimental data is encouraging and suggests good model
accuracy. Sensitivity, resolution, and linearity were calculated
for each input power from 20/25 - 200 µL/min (Table I).
Sensitivity is the slope of the linear fit between sensor response
in absolute impedance drop versus flow rate. Resolution was

Fig. 12. Simulation fitting to experimental results using k and lu,d . Analytical
model outputs are solid lines, finite element model outputs are unfilled points,
and experimental data are filled points.

TABLE I

EXPERIMENTAL SENSOR PERFORMANCE AT 3 INPUT POWERS

calculated by dividing sensitivity by the twice the average
standard deviation per point (2σ resolution). The coefficient of
determination (R2) versus the linear fit was used to quantify
linearity.

FEM-derived results fell within experimental standard devi-
ation for most points at 10 and 20 mW. Divergence at low
flows was ascribed to the long times necessary to reach steady
state, which may have resulted in premature recording of data.
Model predictions at 40 mW were 3 – 5 ◦C colder than
experimental data, which likely resulted from not including
a sufficiently long fluid column in the model, such that the
far downstream temperature effects which occur at higher
velocities and heater temperatures were not included and
requires further evaluation.

B. Impedance Drift in Adjacent Cells

Sensor design assumed that adjacent measurement cells
record congruent impedance drift signals. We tested this
assumption by interrogating two adjacent cells with no heater
activation at zero flow, allowing each signal to freely drift
(Fig. 13a). After several minutes of settling time, the dif-
ferential signal was quite constant, varying only ∼50 �

nonmonotonically over 45 minutes.
A similar experiment was performed using an active heater

and a fluid flow. The response of both the active and reference
cell were unstable due to downward drift with time (Fig. 13b).
The four input flow rates and their timing are indicated

Authorized licensed use limited to: University of Southern California. Downloaded on June 02,2021 at 23:45:16 UTC from IEEE Xplore.  Restrictions apply. 



464 JOURNAL OF MICROELECTROMECHANICAL SYSTEMS, VOL. 30, NO. 3, JUNE 2021

Fig. 13. (a) Impedance drift in adjacent cells with no heater activation or
flow. (b) Drift with heater activation at four set flow rates. (c) Differential
signal from (b).

Fig. 14. Results of (a) temperature cycling and (b) PBS concentration
increase on the impedances of adjacent cells. The differential signal corre-
sponding to the right ordinate axis is also shown. Dotted lines indicate PBS
aliquot addition.

on the graph. By measuring the differential impedance sig-
nal, flow rate can be transduced in this proof-of-concept
demonstration (Fig. 13c).

Drift resistance was also tested under more disruptive
conditions. In one experiment, the ambient temperature of
adjacent cells was rapidly cycled using the temperature enclo-
sure set to 60 ◦C and an ice pack originally at −4 ◦C
(Fig. 14a). In this way, the common-mode impedance was
cycled between 4-6 k� (∼20–40 ◦C). Again, the difference

Fig. 15. The maximum impedance response at various separation distances
between the active and reference cells is shown. Inset: representative plot of
an impedance trace in the reference cell. Red and blue bars indicate heater
activation and deactivation, respectively.

signal showed only minor nonmonotonic drift over ±2% of the
original impedance offset over 56 minutes, indicating accept-
able drift-compensation performance beyond a physiological
range.

Solution conductivity was also adjusted by adding 6 sequen-
tial 500 µL aliquots of 10× PBS to a beaker containing
10 mL of 1× PBS and two impedimetric cells (Fig. 14b).
The difference in impedance between each cell was constant
apart from transients occurring after addition of the PBS
concentrate. A drift of 4.20 �/min was observed in the
differential signal, as opposed to the 270 �/min drift in the
uncompensated signals.

C. Reference and Active Cell Spacing

The impedimetric cells must be placed far enough apart to
avoid any detection of the active thermal signal in the refer-
ence cell. This thermal crosstalk, should it occur, would be
detected as an ambient temperature increase and induce error.
To determine the minimum acceptable separation distance in
the worst case (i.e. at stagnant flow), impedance was measured
across 6 electrode pairs placed at set distances from an active
heater. The first 2 pairs were fabricated on the same die as
the heater, the next 3 were on a die placed adjacently in the
same Luer module, and the final pair was on a device in a
separate module. The heater was operated for ∼180 s, then the
maximum response was recorded (Fig. 15). Results indicate
that the sensor should be operated with cells >10 mm apart,
where the thermal crosstalk is comparable to other sources
of experimental error. Note these impedance changes are due
to conductive heat transfer only; at even modest forward
flows, forced convective transfer would narrow the acceptable
separation distance significantly (see Fig. 1).

D. Response Time

The time necessary for impedance of the active cell to
reach a steady state was measured at 4 different input powers
(Fig. 16). Warm-up time was calculated by activating the
cold heater, then recording impedance after it was constant
for ∼2 minutes. The maximum possible warm-up time was
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Fig. 16. Sensor warm-up times at four different input powers are plotted.
Each data set indicates the necessary time to reach the given percentage of
the final impedance value.

obtained by measuring at stagnant flow. Results indicate a lin-
ear relationship between input power and warm-up time. The
time necessary for impedance to reach a certain percentage
of its final value (indicated in the legend) describes varying
levels of performance.

The actual response time varies with flow velocity due to
differing rates of convective heat loss [76]. Since the actual
flow rate is not known a priori̧ the maximum response time
should be the reported value. The warm-up time represents the
largest possible temperature change during normal operation
and is therefore equal to the response time. Assuming a target
of 63.2% of the final value, sensor response time at 20 mW
is 18.9 seconds.

E. Varying Design Geometry

Two device variants were tested experimentally, one with
electrodes above and below the heater (type A) and one with
electrodes upstream and downstream of the heater (type B).
The heat distribution through the channel should be similar
for both device variants, because the channel geometry is
unchanged. However, it is expected that the EAV would vary in
shape and size between variants. The experimental data shows
a decreased magnitude of response from type B compared
to type A, which appears mostly independent of flow rate
(Fig. 17). This dampened response suggests type B devices
have a wider EAV (higher values of lu,d) due to the lower
average temperature (see Fig. 7b).

F. Hysteresis

The degree of hysteresis was characterized by increasing,
then decreasing flow rate through the sensor throughout its
range. There was negligible hysteresis in the sensor through
3 full testing cycles (Fig. 18a). One cycle of raw data used to
construct the calibration curve is shown (Fig. 18b).

VIII. DISCUSSION

EI-based thermal flow sensing can provide highly sensitive
flow measurements in a small form factor and at low overheat
temperatures. Such sensors are conducive to lightweight wire-
less interrogation [77] and could thereby enable the collection

Fig. 17. Experimental sensor response curves from two device variants.
In type B, impedance is measured between the top two electrodes as pictured.
Data suggests device type B has a wider EAV than A.

Fig. 18. (a) Sensor hysteresis is plotted over three consecutive trials. Each
trial is seven data points with increasing flow rates (right-facing triangles)
followed by seven with decreasing flow rates (left-facing triangles). (b) Raw
reference and active cell hysteresis data from one trial. Flow rates are
in µL/min.

of personalized, granular biomedical data through distributed
implantable sensing networks. More complete characterization
of these sensors accompanied by modeling establishes their
strengths and limitations and can provide a roadmap for further
development.
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TABLE II

MICROFABRICATED EI AND THERMAL FLOW SENSORS REPORTED IN LITERATURE AND INDUSTRY

By measuring the temperature of fluid directly above the
heater, we realized an impedimetric analog of a traditional
hot-film anemometer, which instead measures the temperature
of the active heating element. The sensitivity and resolution
of this device are comparable to previously-reported EI flow
sensors [24], [30], but can be measured continuously, obviating
the need for cooldown time. Additionally, previous pulsed
designs required precise timing and clean data recording for
accuracy. This measurement scheme is much more tolerant
of the low-power, noisy implantable environment, as a series
of measurements can be quickly collected and averaged if
necessary.

Sensor performance is compared with other thermal flow
sensors in Table II. Experimental sensitivity values in � µL−1

min can be converted to µV µL−1 min for comparison with
existing flow sensors in the literature assuming a low-side
current sensing circuit [81]. Assuming a 2V source and
100 � shunt resistor, the sensitivity at 20 mW would be
22.3 µV µL−1 min over 43 – 200 µL min−1, which compares
favorably to existing rigid substrate-based sensors of similar
ranges. Vilares et al. [78] and Dijkstra et al. [79] report
roughly one order of magnitude higher sensitivities (485 and
218 µV µL−1 min), but at two orders of magnitude lower
ranges (0 – 6 and 0 – 2 µL min−1). Overheat temperatures
used in this work (6.17 ◦C) are also much lower than were
reported (50 and 34 ◦C, respectively). Response times for this
work are similar to relevant impedimetric sensors but are much
higher than reported for conventional devices, which are typi-
cally in the tens of milliseconds to low seconds range. EI sen-
sor response time performance will likely lag that of RTD and
thermocouple-based thermal sensors due to the thermal inertia
of the large sensitive fluid volume, but a clear roadmap for
additional improvement exists due to model results presented
here (see discussion below). The minimum detectable flow rate
for this work was calculated by subtracting twice the average
standard deviation from the response of the B type device at

zero flow (Fig. 17), then finding the corresponding flow rate
value. The result of 43 µL/min is again similar to existing EI
sensors but falls short of traditional substrates. Moving sensing
electrodes to increase linearity in future designs would greatly
improve performance here. Similarly, resolution is limited by
imperfections in fabrication, packaging, and age differences
between measurement cells inherent to academic device pro-
totypes, leading to varying rates of drift and flow response.
The development of more automated, jig-based construction
of such devices could improve sensor performance.

The current design is restricted to unidirectional flows, since
the reference cell must be placed upstream of the active cell.
However, a second reference cell could be included to enable
bidirectional flow sensing.

Sensor drift in liquid systems is often problematic. The same
mechanism which confers high sensitivity for EI sensors –
interrogating fluid temperature directly, with no passivation
layer – contributes additional drift, because EI is a function
of other quantities such as ionic concentration and identity,
pressure [57], and electrode impedance and size [82], [83].
The EI reference cell shows promise in mitigating these effects
on flow transduction accuracy. Drift can also occur from
ingress of solution across the Parylene film, which can be
particularly impactful for multi-layer polymer devices [84].
Referenced measurements are expected to eventually fail due
to stochastic deviations in solution ingress between cells but
appear successful over the time scales tested.

Modeling results provided actionable results for future
designs to improve sensor range, linearity, and sensitivity.
Over the parameters swept, future sensors should minimize
the thermal conductivity of the channel material, minimize
inter- electrode spacing, and minimize channel diameter. Sens-
ing electrodes could also be placed upstream of the heater
to improve linearity at low flows. These changes should
improve the senstivity, linear range, and response time of the
sensor.
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A weakness of the current approach is its response time
performance at no flow. Response times at stagnant flows are
high but shorten significantly with increasing velocity, typi-
cally approaching 1/3 of the no flow response time [76], [85]
There is a tradeoff between sensitivity or resolution and
response time when adjusting input power which can be
tailored to the application. Strategies to improve response
time are known and include changes to fabrication, packaging,
and sensing algorithm [86]. Long response times may be
acceptable in chronic implantable applications involving low-
frequency, slow flows [87].

The sensitivity minimum at very low flows (see Fig. 12)
also disrupts response linearity. This behavior was known to
be possible after modeling given the crossover in downstream
temperature with increasing flow rate in Fig. 4. However,
EAV size was unknown and thus the degree of nonlinearity
of fluid about the heater could not be anticipated. Moving the
sensing electrodes upstream of the heater in future designs
should notably improve performance by sampling a different
and more linear fluid subvolume (see section IV-A).

The real-world application of implantable flow sensing
involves confounding factors not explored in this work, e.g.
mechanical flexion, noise from vibration and micro-motion,
and pulsatility. For soft polymer devices packaged without a
hard thermoplastic channel, bending and torsion in particular
would be expected to change the EI response due to varying
interelectrode spacing. Preliminary results with mechanical
shaking and flow rate pulsatility using pulsed heater activations
showed little effect on sensor response (data not shown).
A similar or lesser effect is expected using continuous sensing,
considering the low response bandwidth of the sensor, but
further work is necessary to confirm this. Future work will
also explore sensor behavior in vivo as in the drainage of CSF
in porcine models [88].

IX. CONCLUSION

An impedimetric analog of a traditional hot-film sensor was
presented. Long-term sensing was enabled via an identical
companion cell to attenuate common-mode EI drift. Continu-
ous sensing significantly improved response times compared
with prior EI sensors. Analytical and finite element models
for EI-based thermal flow sensing showed good agreement
with experimental data and provided avenues for future devel-
opment. Best practices for input power and cell spacing
were discussed, and response time as well as an alternate
sensor layout were characterized. The sensor is ideal for
biological fluid tracking and implantable applications due
to its biocompatible construction, low power, low overheat
temperatures, and noise tolerance compared with previous EI
sensors.

APPENDIX

Expressions from MSA theory for the dielectric and elec-
trophoretic correction factors to the limiting conductivity are
below [62], [63]. The dielectric correction factor is composed
of three factors:
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Here, �i is the number density of ion i , σi is the crystallo-
graphic diameter of ion i , ei = zi e is the charge of ion i

where zi is the valence and e is the elementary charge, and
the closest approach distance between ions i and j is:

σi j = σi + σ j

2

The permittivity of pure solvent converted from cgs units is:

ε = 4πε0εs

where ε0 and εs are the vacuum and relative permittivity,
respectively. For the diffusion coefficient of ion i at infinite
dilution, we use the semiempirical revised Stokes-Einstein
relation [89]:

D0
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ηd

where c and d are experimental constants. For sodium, c =
20.2 and d = 1 and for chloride, c = 19.4 and d = 0.95.
Additionally,
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The magnitude of the second order contribution is ∼10% of
the first order in our application, and is given by:
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Next, the electrophoretic correction factor is composed of two
factors:
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The velocity of ion i at infinite dilution in voltage field E is:
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