
Unraveling the intrinsic atomic physics behind x-ray absorption line shifts in warm

dense silicon plasmas

Valentin V. Karasiev1, ∗ and S. X. Hu1

1 Laboratory for Laser Energetics, University of Rochester,

250 East River Road, Rochester, New York 14623 USA

(Dated: February 12, 2021)

We present a novel free-energy density functional theory (DFT)-based methodology for optical
property calculations of warm dense matter to cover a wide range of thermodynamic conditions and
photon energies including the entire x-ray range. It uses Mermin–Kohn–Sham density functional
theory with exchange-correlation (XC) thermal effects taken into account via a fully temperature
dependent generalized gradient approximation XC functional. The methodology incorporates a
combination of the ab initio molecular dynamics (AIMD) snapshotted Kubo–Greenwood optic data
with a single-atom in simulation cell calculations to close the photon energy gap between the L and K
edges and extend the K-edge tail toward many-keV photon energies. This gap arises in the standard
scheme due to a prohibitively large number of bands required for the Kubo–Greenwood calculations
with AIMD snapshots. Kubo–Greenwood data on snapshots provide an accurate description of optic
properties at low photon frequencies slightly beyond the L-edge and x-ray absorption near edges
structure (XANES) spectra, while data from periodic calculations with single atoms cover the tail
regions beyond the edges. To demonstrate its applicability to mid-Z materials where the standard
DFT-based approach is not computationally feasible, we have applied it to opacity calculations of
warm dense silicon plasmas. These first-principles calculations revealed a very interesting phenomon
of red-to-blue shift in K–L (1s → 2p) and K-edge absorptions along both isotherm and isochore,
which are absent in most continuum-lowering models of traditional plasma physics. This new physics
phenomenon can be attributed to the underlying competition between the screening of deeply bound
core electrons and the screening of outer-shell electrons caused by warm-dense-plasma conditions.
We further demonstrate that the ratio of 1s → 2p to the K-edge x-ray absorptions can be used
to characterize warm-dense-plasma conditions. Eventually, based on our absorption calculations,
we have established a first-principles opacity table (FPOT) for silicon in a wide range of material
densities and temperatures.

PACS numbers:

I. INTRODUCTION

Accurate knowledge of radiative properties of matter
in a wide range of material densities across different tem-
perature regimes is of growing importance in many areas
of research such as planetary science, astrophysics, and
inertial confinement fusion (ICF) [1–4]. The traditional
opacity models based on isolated atomic physics with
plasma effect corrections [5–13], which are often reliable
and frequently used at low density and hot plasma condi-
tions, can be called into question when applied to warm
dense and superdense plasmas [14–19]. For instance, sig-
nificant discrepancy between experimental opacity mea-
surements of transition metals at the solar corona con-
ditions and traditional opacity models has been recently
revealed [14, 19], while good agreement was seen in rela-
tively low densities. The incompletion of our current un-
derstanding of atomic physics in dense plasmas has also
been exampled by recent measurements of the ionization
potential depression (IPD) in warm/hot dense aluminum
plasmas [20–22], which have called into question the tra-

∗Electronic address: vkarasev@lle.rochester.edu

ditional continuum-lowering plasma physics models such
as Ecker–Kröll [23] and Stewart–Pyatt [24]. Later these
experimental data were reanalyzed with an alternative
approach suitable for the analysis of IPD of solid density
plasmas. The atomic-solid-plasma (APS) model devel-
oped in Ref. [25] identified the importance of a remaining
crystal structure and explained these IPD measurement
data.

A different approach to understand the intrinsic atomic
physics and radiative properties of dense plasmas relies
on quantum mean-field theory such as density functional
theory (DFT) and Hartree–Fock–Slater-type modeling
[26–28]. Recent DFT calculations of continuum lower-
ing in strongly coupled aluminum and compound plas-
mas [27, 28] have shown some success in comparison with
experiments while revealing the inadequacy of standard
plasma models at warm dense conditions. However, these
simplified DFT calculations adopted approximations of
using a projector augmented wave (PAW) data set with
K- and L-shell electrons frozen in the core.

A fully self-consistent calculation of the IPD effect on
1s electrons and related K-edge location requires invok-
ing deeply bounded core electrons with the bare Coulomb
potential or an all-active-electron PAW data set [29–
32]. Using this approach, a free-energy DFT realized
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via orbital-dependent Mermin–Kohn–Sham [33] or via
orbital-free (OF) [34–38] schemes for electronic degrees
of freedom can be coupled to drive ab-initio molecular
dynamics (AIMD) for ionic motion in dense plasmas. It
can naturally take into account ionization degree, screen-
ing by both bound and free electrons, and interaction
among neighboring ions self-consistently [16, 29–32, 39].
However, the orbital-based form of this first-principles

approach, when applied to calculation of optical prop-
erties, requires explicitly handling deeply bounded core
electrons in an equal footing with free electrons in the
system. This requirement has posed great challenges on
fully self-consistent DFT calculations of optical proper-
ties of warm dense matter, in particular for mid-Z mate-
rials at a wide range of x-ray photon energies.
In this work, we develop a novel methodology based

on all-electron DFT for calculating the optical properties
of warm dense plasmas of mid-Z materials in a broad
range of x-ray photon energies (up to hν ∼ 10 keV).
To demonstrate its applicability, we have used this novel
method to systematically calculate the x-ray absorption
of dense silicon plasmas for a wide range of densities and
temperatures (ρ = 0.5 to 500 g/cm3 and T = 5 × 103

to 107 K). Based on these data, a first-principles opacity
table (FPOT) of silicon has been built for inertial con-
finement fusion (ICF) and high-energy-density physics
(HEDP) applications. These ab-intio results revealed in-
teresting trends of density/temperature-induced red-to-
blue shifts of K edge and 1s → 2p absorption lines along
both the isotherm and isochore. These absorption line
shifts provide an ubiquitous measure of the competition
between screening of deep bound electrons and screening
of outer-shell electrons due to the warm-dense-plasma en-
vironment. Comparisons with existing atomistic models
show significant differences, with most of the traditional
plasma-physics models incapable of predicting the DFT-
predicted red shifts of absorption lines. Furthermore, our
data indicate that one can use the absorption ratio of 1s
→ 2p to K edge for characterizing thermodynamic condi-
tions of warm dense plasmas through x-ray spectroscopy
measurements [40–44] coupled with DFT calculations.
The next section introduces the methodology devel-

oped in our present work. Computational details are
presented in Sec. III. Sections IVA and IVB describe
our main results for absorption and opacity, and Sec. V
provides a short summary and conclusions.

II. NOVEL METHODOLOGY TO CALCULATE

X-RAY OPTICAL PROPERTIES

The Kubo–Greenwood formalism [45, 46] in combina-
tion with Kohn–Sham DFT is a first-principles approach
to calculate transport properties of standard condensed-
matter systems and dense plasmas. Within this ap-
proach, all bound and free electrons are treated on equal

footing and contributions of the bound-bound, bound-
free, and free-free transitions are naturally taken into ac-
count. Calculations performed on an uncorrelated sam-
ple set of fixed ionic configurations selected along molecu-
lar dynamics trajectory (so-called snapshotting) take into
account effects due to the local ionic environment and are
successful to describe x-ray absorption near edges struc-
ture (XANES) spectra [30, 40]. For this method to work,
a large number of empty bands must be included into cal-
culations to cover photon energies up to the x-ray range;
bare Coulomb or an all-electron pseudo-potential for ex-
plicit treatment of all electrons including deep 1s states
require a high plane-wave energy cutoff. All of these in
conjunction with a large real-space size simulation cell
in the case of low material density and/or a large num-
ber of atoms usually make such calculations prohibitively
expensive even on today’s high-performance computers.

To illustrate this challenge, we show in Figs. 1(a)
and 1(b) a typical situation when the number of bands
included in the DFT electronic structure and Kubo–
Greenwood optical calculations were not enough to close
the gap between L and K edges and to extend the photon
energy range above 2 keV. For this example, we consider
warm dense silicon at ρ = 5.0 g/cm3 and T = 250 kK, for
which absorption coefficients are calculated in a super-
cell of 32 atoms with 4096 bands. The resulting spectra
[blue dashed line in Fig. 1(a)] show a sharp drop to zero
for both the L-edge tail at hν ∼ 400 eV and the K-edge
tail at hν ∼ 2100 eV. This is caused by the fact that not
enough empty bands were involved in the calculation, i.e.,
there were not enough continuum states for 1s and 2p/2s
electrons to transition to. Simply increasing the number
of bands (N) is not a viable way to go because the cost
of DFT calculations scales as ∼N3 and such a calcula-
tion will require N ≈ 500, 000 to continuously cover the
photon energy range up to 10 keV!

To circumvent this difficulty, we propose to combine
the usual supercell MD results with a single-atom-in-a-

cell calculation at the same thermodynamic conditions
with the same periodic boundary condition. Note that
for the same number of bands the single-atom-in-a-cell

calculation can cover much wider photon energy range
because of the high-energy continuum states that can
be invoked. Since short-wavelength (large-hν) inter-
actions mainly probe the local atomic/plasma environ-
ment, single-atom-in-a-cell calculations can give reason-
ably good results for high-energy photon absorptions.
For instance, in Fig. 1(a) there is an overlap between
supercell molecular dynamics (MD) results (blue dashed
line marked as “Si32”) and the single-atom-in-a-cell cal-
culation (black curve marked as “Si1”) in the range of
photon energies above the L edge (hν ∼ 200 to 400 eV),
indicating an excellent agreement between these two cal-
culations for the L-edge tail. Therefore, the single-atom-

in-a-cell results can close the gap between L and K edges,
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FIG. 1: [(a),(b)] Absorption of silicon plasmas at ρ = 5.0 g/cm3 and T = 250 kK from calculations for a single-atom-in-a-cell

(black dashed curve), calculations along the MD trajectory (dashed–dotted blue curve), and final combined results (solid red
curve); (c) comparison between absorption calculated along the MD trajectory and data combined according to our methodology
for ρ = 8.0 g/cm3 and T = 1 MK; (d) comparison between the mass absorption coefficient calculated by the present method
for ρ = 2.33 g/cm3 and T = 300 K and NIST “cold solid” data for silicon (ambient conditions).

as shown in Fig. 1(a). For comparison, standard iso-
lated atomic single particle models can describe reason-
ably well the K-shell photoionization [see Ref. [47] and
citations therein]; however the calculated L- and M-shell
photoionization cross sections differ from experimental
values due to multi-electron correlations play an impor-
tant role [48].
Zooming in on the K-edge range in Fig. 1(b), we find

the supercell MD result produces the strong 1s → 2p
absorption line at ∼1700 eV and the K edge. How-
ever, it does not include a “background” absorption due
to the missing L-edge tail; this is why the MD snap-
shot dashed–dotted blue line in Fig. 1(b) lies slightly
below the dashed black line, which includes all bound-
free transitions. This L-edge tail background absorption
is extracted from the single-atom-in-cell results in sim-
ple analytical form, α(hν) ∼ (hν)−5/2, by the numerical
one-parameter fitting. By adding this background ab-
sorption to the supercell MD results, we can obtain a
combined x-ray absorption spectra of dense silicon plas-
mas in a much wider range of photon energies. To extend
the K-edge tail to the several-keV range, we again take
the single-atom absorption data fitted to the same an-
alytic form. Accuracy of this simple analytic form was
verified by comparison to the reference DFT data at se-
lected thermodynamic conditions when it was possible
to extend the Kubo–Greenwood calculations to the 10-
keV photon energy range. The standard bremsstrahlung

absorption high-photon energy asymptotes decay faster,
α(hν) ∼ (hν)−3, and should be applicable at a signifi-
cantly higher photon energy range. Extrapolation to the
photon energy range above 10 keV with such simple an-
alytic forms may introduce significant errors and require
further investigation.
Accuracy of the proposed methodology is confirmed by

the comparison shown in Fig. 1(c) for warm dense silicon
at ρ = 8.0 g/cm3 and T = 1 MK in which the number
of bands included in supercell MD calculations is enough
to close the gap between L and K edges and continu-
ously cover the photon energy range up to hν ∼ 3.5 keV.
The combined data lie right on the top of the supercell
MD reference results. To further validate our method, we
performed combined calculations for the x-ray absorption
spectra of silicon at ambient conditions (ρ = 2.33 g/cm3

and T = 300 K). The results are shown in Fig. 1(d)
demonstrate very good agreement between our calcula-
tion results and NIST reference data [49] in the x-ray pho-
ton energy range. Note that the discrepancy for hν < 30
eV outside of our x-ray photon energy range of inter-
est is due to a known shortcoming of semi-local type of
exchange-correlation (XC) functional used in calculations
that tends to underestimate the electronic band gap and
to overestimate the low-energy dynamic electrical con-
ductivity and absorption [50]. Standard isolated atomic
models based on the non-local Hartree-Fock approxima-
tion are free of self-interaction errors, provide realistic
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band gap predictions, therefore are capable to bring the
simulations for absorption at low energies very close to
the experimental data [48].

Preliminary calculations of low-density iron opacity at
stellar interior temperatures indicate that the proposed
methodology is applicable to higher-Z [than Si] materials
and can provide reliable results.

III. COMPUTATIONAL DETAILS

Using this justified and computationally feasible
method, we perform first-principles studies on the x-
ray absorption properties of silicon in a wide range of
densities from 0.5 to 500 g/cm3 and temperatures of
5 × 103 to 107 K. It is noted that our AIMD simula-
tions were driven by the Kohn–Sham DFT forces for
temperatures up to 250 kK, while the orbital-free DFT
forces [51] are used for high-T up to 10 MK. Kubo–
Greenwood optical calculations were performed on a
set of five statistically independent snapshots selected
along obtained AIMD trajectories using Abinit [52–
54] and KGEC@Quantum-Espresso [51, 55, 56] pack-
ages (two packages were used for a cross-check). Ther-
mal XC effects that are important in the warm dense
matter (WDM) regime [57–59] were taken into account
via Karasiev-Dufty-Trickey (KDT16) generalized gradi-
ent approximation (GGA) level XC functional with ex-
plicit temperature dependence [60]. DFT usually under-
estimate the absolute location of the K edge due to self-
interaction errors. For silicon at ambient conditions this
underestimation is about 100 eV. Results presented be-
low are not corrected for this constant shift. Calculations
on isolated Si ions required as input for some IPD models
were carried out using diatomic molecule code [61].

A. Ab-initio molecular dynamics simulations

We used two forms of ab-initio molecular dynamics
(AIMD) simulations, one driven by orbital-based Kohn–
Sham (KS) density functional theory (DFT) forces, and
one with the use of orbital-free (OF) DFT forces. KS-
AIMD simulations for density range between 0.5 g/cm3

and 50 g/cm3 and for temperatures between 5 kK and
250 kK were done using the Vienna ab-initio simulation
package (Vasp) [62–64] with the 12 active electrons PAW
data set modeling the electron–ion electrostatic interac-
tion and the Perdew–Burke–Ernzerhof (PBE) exchange-
correlation (XC) functional [65]. The number of atoms
in simulation cell was varied (depending on material den-
sity) between 8 and 64. The real-space cell size in all cases
was large enough to employ a Γ-point sampling of the
Brillouin zone. Convergence with respect to the plane-
wave energy cutoff was reached at 2000 eV. The number

of thermally occupied bands included in the calculation,
depending on thermodynamic conditions, varied between
500 and 4100, such that the smallest occupation number
did not exceed 10−5 reaching convergence. The MD time
step varied between 0.085 fs and 1.5 fs; the total number
of MD steps was at least 1200 [66].
At temperatures 500 kK and above we switched to the

OF-AIMD simulations. The material density range in
these simulations was extended up to 500 g/cm3. The
number of atoms in the simulation cell was between 8
and 512 with exceptions at low density and very high
temperature when we verified that the finite-size effects
for predicted optical properties are very small; simula-
tions were performed using four atoms [see Sec. III C
for finite-size convergence tests]. The singular electron–
ion interaction was regularized via local pseudo potential
(LPP) generated at each thermodynamic condition as de-
scribed in Ref. [67]. This procedure uses the Thomas–
Fermi noninteracting free-energy density functional [34];
therefore, for consistency the same approximation was
used in our OF-AIMD simulations performed with the
Profess@Quantum-Espresso computational package
[51]. High temperatures require the use of a small MD
time step. In these simulations the time step was scaled
as ∼T−1/2 and the total number of MD steps was 16,000.
It was found that the pressure differences between KS-
AIMD and OF-AIMD at overlapping temperatures were
within ∼1% (see details in Ref. [66]).

B. Kubo–Greenwood electrical and optical

properties calculations

The electrical and optical properties at each ther-
modynamic condition are calculated for a set of fixed
statistically independent ionic configurations (so-called
snapshots) selected along molecular dynamics trajec-
tory using the Kubo–Greenwood formulation imple-
mented within the PAW formalism in Abinit [52–54]
and KGEC@Quantum-Espresso [51, 55, 56] packages.
An all-electron PAW data set was generated using the
Atompaw code [68]. A small augmentation sphere ra-
dius, rPAW = 0.20a0 (where a0 = ~/(mee

2) is the Bohr
radius; a0 = 1 in the Hartree atomic units), and high
cutoff energy of 27 keV were required to obtain con-
vergence of optic properties in the x-ray photon energy
range, which depend not only on low-energy occupied
bands, but also on negligibly occupied or empty high-
energy bands (see next Subsection for details). Thermal
exchange-correlation effects were taken into account via
the KDT16 GGA-level XC functional with explicit tem-
perature dependence [60].
For this method to continuously cover photon energies

up to the x-ray range, a large number of empty bands
must be included into calculations in order to take into
account all bound-bound, bound-free, and free-free tran-
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sitions with non-negligible contributions. The maximum
photon energy that could be covered by calculation with
number of bands N is approximately given by the energy
difference between the energy of the last band and en-
ergy of 1s states hνmax ≈ εN − ε1s (for the K-edge tail),
and as a difference between the energy of the last band
and energy of 2p states, hνmax ≈ εN − ε2p, (for the L-
edge tail). In the example shown in Figs. 1(a) and (b),
the single-atom-in-a-cell calculation is performed with
N = 16384 bands, εN = 8451.10 eV, ε1s = −1760.14
eV, and ε2p = −72.52 eV. Therefore, this calculation
continuously covers the L-edge photon energies up to
∼8.5 keV and the K-edge tail is extended up to ∼10
keV, but we must keep in mind that the photon energy
range above 8.5 keV does not include transitions from
2p/2s to the high-energy continuum states (the L-edge
tail). The Fermi level in this calculation is located near
zero, so the free-free contributions are included approxi-
mately up to 8.5 keV. For the MD snapshot calculation
with 32 atoms to cover the same range of the photon
energies, the required number of bands is approximately
32× larger, i.e., such a calculation will require more than
500,000 bands, an absolutely unfeasible calculation. The
methodology presented in Sec. II, based on the combina-
tion of the usual super-cell MD snapshotted results with
a single-atom-in-a-cell calculation, is aimed to overcome
this difficulty.

Kubo–Greenwood calculations on a uncorrelated sam-
ple set of five fixed ionic configurations selected along
molecular dynamics trajectory were performed with a
number of bands between 3072 and 16384, depending
on the material density and number of atoms in simula-
tion cell, and Baldereschis mean value point (BMVP)
[69]. The single-atom-in-a-cell calculations were per-
formed with a number of bands between 4096 and 16384,
BMVP sampling for low material density, and up to
5× 5× 5 Monkhorst–Pack k grid [70] at an elevated den-
sity. The Gaussian broadening was done with δ = 4 eV in
the case of super cell calculations, and δ between 20 and
80 eV in the case of the single-atom-in-a-cell calculations.

The frequency-dependent real part of electric conduc-
tivity, σ1(ω), the real part of the index of refraction, n(ω),
the absorption coefficient, α(ω) = σ1(ω)

4π
n(ω)c (where c is

the speed of light), and the mass-absorption coefficient
αm(ω) = α(ω)/ρ were calculated and averaged over a
selected set of uncorrelated snapshots. Eventually the
grouped Rosseland and Planck mean opacities for a group
of photon energies between ~ω1 and ~ω2 were calculated
as follows

κR(ω1 : ω2) =

∫ ω2

ω1

n2(ω)∂B(ω,T )
∂T dω

∫ ω2

ω1

n2(ω)α−1
m (ω)∂B(ω,T )

∂T dω
, (1)
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FIG. 2: (a) Convergence of the electronic free-energy and
electronic pressure with respect to the energy cutoff for an
all-electron PAW data set with cutoff radius rPAW = 0.75a0

performed for a MD snapshot of Si using a 64-atom simu-
lation supercell at ρSi = 2.57 g/cm3 and T = 2000 K. (b)
Convergence of the L-edge and K-edge tail absorption coeffi-
cient with respect to the PAW cutoff radius for Si single-atom
in simulation cell at ρSi = 9.0 g/cm3 and T = 62500 K.

and

κP(ω1 : ω2) =

∫ ω2

ω1

n2(ω)αm(ω)B(ω, T )dω
∫ ω2

ω1

n2(ω)B(ω, T )dω
, (2)

where the Planck function B(ω, T ) =
(~ω3/4π3c2)/(e~ω/kBT − 1) depends on the photon
frequency and the plasma temperature. The total mean
opacity is obtained by integration between ω1 = 0 and
ω2 = ∞.

C. All-electron projector augmented wave data sets

Calculation of optical properties including x-ray range
involves transitions between the deep core states and par-
tially occupied/unoccupied high-energy bound and free
states. Therefore explicit consideration of 1s electrons
in electronic structure calculations is required, which
can only be done with use of an all-electron pseudopo-
tential. The code Atompaw [68] was used to gener-
ate the all-electron (14 active electrons) PAW data sets
with the PAW cutoff radius between rPAW = 0.75a0 and
0.12a0. Explicit inclusion of core electrons in the self-
consistent electronic structure calculation allows treat-
ment of deeply bounded core electrons in an equal foot-
ing with valence and free electrons in the system. In
this way the effects of environment on core electrons at
extreme conditions of high density and temperature are
taken into account on the self-consistent way during the
electronic structure calculations and do not require any
additional considerations on the used PAW data set due
to particular thermodynamic conditions. The all-electron
character and small cutoff radius are the only conditions
required for transferability of a PAW data set generated
at T = 0 K to extreme conditions of high temperature
and high density. An example of such transferability was
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discussed in Ref. [59], see Table I of this reference for
comparison between the zero-T PAW data set and bare-
Coulomb calculations at high temperatures.

Figure 2(a) shows the electronic free-energy and elec-
tronic pressure convergence with respect to the energy
cutoff for the “soft” PAW data set with rPAW = 0.75a0.
The total electronic energy converges to less than 0.01
eV/atom at Ecut = 5.4 keV, wherein the electronic pres-
sure convergence error is ≈1%. Electronic energy and
pressure depend on thermally occupied orbitals only.
Calculation of properties that involve high-energy unoc-
cupied orbitals may converge differently with respect to
the energy cutoff and/or rPAW value. An energy cutoff
convergence study was performed for each set of PAW
data with rPAW = 0.75, 0.60, 0.40, 0.20 and 0.12 of the
Bohr radius a0; in further calculations we used Ecut = 11,
11, 22, 27 and 76 keV, respectively. The total electronic
energy and pressure change within above mentioned con-
vergence errors when calculated with each of these harder
PAW data set. Figure 2(b) shows convergence of the ab-
sorption coefficient of silicon plasmas at ρ = 9.0 g/cm3

and T = 62500 K with respect to the rPAW value. It
is evident that soft PAW data sets with rPAW ≤ 0.40a0
do not provide convergence of the absorption coefficient
for the L-edge and K-edge tails. PAW data sets with a
large cutoff radius predict smooth 1s, 2s, and 2p core
pseudo-orbitals. The PAW formalism may not restore
accurately the all-electron nature of these orbitals if an
insufficient number of additional partial waves is included
in the generation procedure. As a result, the matrix el-
ements between too-smooth deep core bands and high-
energy free states can be strongly underestimated. A
small augmentation sphere radius, rPAW = 0.20a0, and
high cutoff energy of 27 keV are required to avoid such
an underestimation of matrix elements between the deep
bound and high-energy continuum states.

To estimate the magnitude of finite-size effects on the
absorption coefficient when the number of atoms in a
simulation cell is reduced at high temperatures, we per-
formed a series of tests for silicon plasmas at selected den-
sities and a few elevated temperatures. Figure 3 shows
the absorption coefficient as a function of photon energy
for two system sizes at two representative density and
temperature conditions. Changing the number of atoms
from N = 32 to N = 16 at ρSi = 9.0 g/cm3 and T = 0.5
MK shown in Figs. 3(a) and 3(b) does not demonstrate
any visible difference. Variation in N from eight to four
atoms in a simulation cell shown in Figs. 3(c) and 3(d)
introduces small oscillations of the absorption coefficient
near 1s → 2p line and the K edge. Therefore, all our
results are from converged calculations with N ≥ 8 with
few exceptions at low density and very high temperature
when the system size was reduced to four atoms in sim-
ulation cell without introducing significant errors.

IV. RESULTS

A. Intrinsic atomic physics behind x-ray

absorption line shifts

From our systematic calculations of the absorption co-
efficient for silicon plasmas, we present the interesting
physics findings at representative WDM conditions. We
first illustrate the detailed transition features revealed
by our computational method in Fig. 4, which shows the
mass absorption coefficient of silicon at ρ = 0.5 g/cm3

and T = 250 kK and the corresponding density of states
(DOS). Figures 4(b) and 4(d) display that deep core
states are located at near E = −1810 eV, −160 eV,
and −117 eV, corresponding to 1s, 2s, and 2p bands,
respectively. Above the Fermi level there are three broad
peaks that could be identified as the density of 3s, 3p,
and 4s+3d states; these peaks integrate to give 2, 6, and
about 12 total states correspondingly, which were shown
as jumps in the integrated DOS illustrated in Fig. 4(d)
by the solid red curve. The energy differences between
these states allow us to identify the absorption peaks that
appeared in Fig. 4(a) as follows (from low to high photon
energy): (i) 2s → 2p intra-shell absorption at near 45 eV;
(ii) strong 2p → 3s pre-edge absorption at 100 eV; (iii)
the L-edge at near 120 eV; (iv) 2s → 3p post-edge peak
at near 150 eV; (v) strong 1s → 2p line at near 1690 eV;
(vi) weak dipole-forbidden 1s → 3s absorption at near
1780 eV; (vii) a very strong 1s → 3p pre-edge peak at
1800 eV; and eventually the K edge near 1815 eV.

The 2s → 2p intra-shell and 1s → 2p absorption arise
due to the depletion of 2p states. The dipole-forbidden
1s → 3s contribution appears because the final 3s states
lose their strict spherical symmetry in dense plasma due
to interaction with closest neighboring ions, similar to
the distortion of 2s states occurring in superdense plas-
mas [71]. The elevated temperature makes ions approach
each other over to significantly smaller distances as com-
pared to distances defined by the ionic Wigner–Seitz ra-
dius, thereby increasing the distortion of bound states.
At higher density and temperature (10 g/cm3 and 4 MK),
deeper 2s states can even become distorted and a rela-
tively stronger 1s → 2s absorption peak at ∼1730 eV is
observed, see Fig. 6 below. It is important to notice that
atomistic spectroscopic models in principle cannot pre-
dict such a kind of dipole-forbidden transition without ar-
tificial distortion of atomic orbitals. We also notice that
the Fermi level shown in Fig. 4(d) is located in between
L-shell and M-shell states, hence the frequently used for-
mula for the K-edge location as an energy difference be-
tween the Fermi level and the 1s state, EK = EF − ε1s
may underestimate the K-edge energy by about 50 eV
for the conditions shown in Fig. 4.

To study how the warm-dense-plasma environment af-
fects the ionization potential of bound electrons and the
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respective location of the K-edge and 1s → 2p absorp-
tion, we consider two thermodynamic paths along an
isotherm of T = 500-kK and along two isochores of
ρ = 10.0-g/cm3 and 35.0-g/cm3 of silicon. Results for the
absorption spectra and DOS for the 500-kK isotherm are
shown in Fig. 5. The right panels of Fig. 5 indicate how

the DOS evolves with increasing ρ. Quasi-static pressure
broadening due to interaction with neighboring ions and
respective shift of energy on individual ions is observed
for both the K- and L-shell states (see also right panels
of Figs. 6 and 7 below which show similar broadening).
L-shell states can be much more easily disturbed; as a
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FIG. 5: Mass absorption coefficient and density of states of
silicon plasmas along the T = 500 kK isotherm.

result, the 2s and 2p DOS peaks, being narrow and sep-
arated at 1 g/cm3, eventually become broad and merge
together at 50 g/cm3. Figure 5(g) shows that the K-edge
at 250 g/cm3 becomes very smooth not only because of
the 1s state broadening, but also due to the fact that
the Fermi level moved completely into the continuum,
such that the K-edge absorption gradually increases as
the population of continuum states near the Fermi level
and related Pauli blocking decrease.
As what one observes from the right panels of Fig. 5,

the energies of the 1s, 2s, 2p, and outer-shell near-free
electrons move up overall due to the enhanced screening
by free electrons and the increasing ion–ion interaction
(caused by material density increase). However, the lo-
cations of the K edge and 1s → 2p absorption lines first
move toward low photon energies (“red shift”), then they
have a “blue shift” toward larger photon energies for den-
sities of ρ > 50.0 g/cm3 [Fig. 5(g)]. In this case the
broadening becomes important where the edge and peak
structures start to disappear.
A similar situation occurs to the K-edge and K-L ab-

sorption along an isochoric thermodynamic path. Fig-
ures 6 and 7 show results for the absorption spectra
and density of states for two isochores, ρ = 10 g/cm3

and 35 g/cm3. Along this thermodynamic path, the
temperature-induced ionization decreases the screening
by bound electrons, which cannot be compensated by
increased free-electron screening, leading to downward
movement of bound states, growth of the ionization po-
tential and shift of the locations of the K-edge and
1s → 2p absorption lines.
These shifts for the T = 500-kK isotherm are summa-
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rized in Fig. 8(a) for different silicon densities [solid and
dashed red curves (circles) labeled “DFT (this work)”],
where the solid and dashed horizontal lines refer to the
K edge and 1s → 2p locations for silicon at ambient den-
sity 2.33 g/cm3 and T = 500 kK. It is clearly seen that
both absorption lines have the similar trend of red-to-
blue shift as ρ increases. This behavior underlines the
competition between electron screening and ion–ion in-
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teraction effects on the deeply bound electrons and on
the outer-shell electrons. Screening of the 1s electrons
prevails up to ρ ≈ 50 g/cm3, causing the K edge to a
red shift of ∼80 eV, as shown in Fig. 8(a). Namely, the
increased free-electron density enhances the screening ef-
fect on the deeply bounded 1s states so that their energy
levels move up with a faster pace than that of 2p and
the continuum edge [see Figs. 5(a)-5(c)]. Consequently,
the energy gap between 1s and 2p (between 1s and the
continuum edge) decreases, leading to the observed “red
shifts” of 1s → 2p transition and K edge. At higher den-
sities of ρ > 50 g/cm3, the L-shell electrons start to merge
into the continuum [see Fig. 5(h)] due to density-induced
ionization so that the “2s/2p” free-electron screening ef-
fect on the 1s state rises and the Fermi level moves up.

Consequently, the 1s → 2p absorption line disappears
and the K-edge shifts to larger hν (blue shift) due to
Pauli blocking, as shown in Fig. 8(a).
Recently, energy shifts of the iron K edge and fluores-

cence lines were measured experimentally [32]. A good
agreement was found with shifts predicted by a DFT-
based average-atom self-consistent field model (which
includes free-electron screening) and disagreement with
several IPD models. This DFT-based average atom
model predicts redshifts in Kα and blue shifts in Kβ

due to decreasing screening from bound electrons. The
iron K-edge shift is desrcibed by the model quite well.
This shift reflects the interplay between the changes of
1s states binding energy due to the free-electron screen-
ing and changes in the Fermi energy.
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Figure 8(b) shows results for the ρ = 35-g/cm3 iso-
chore [solid and dashed red curves (circles) labeled “DFT
(this work)”]. Along this thermodynamic path, the
deeply bounded 1s states move down as temperature in-
creases (recall Fig. 7) as a consequence of the decreased
screening by upper-bound electrons [due to thermal-
induced ionization]. As a result, the K-edge shifts upward
overall, except for an ∼40 eV red-shift at temperatures
between 125 kK and 250 kK, shown in Fig. 8(b); mean-
while, the 1s → 2p absorption line exhibits a monotonic
blue shift.

To further understand these interesting features, we
examine the widely used continuum-lowering models.
These plasma-physics models predict the IPD for a
given plasma condition (density, temperature, and an ion
charge state Z̄) with respect to an isolated ion. Cal-
culations of charge states at each density/temperature
condition were performed with the semi-classical finite-
temperature Thomas–Fermi model [34], and the IPD was
calculated as predicted by each of the models used. DFT
calculations on isolated Si ions in charge states between
+1 and +10 were carried out using a diatomic molecule
code [61] to find the location of 1s and 2p states (the same
KDT16 XC functional [60] was used for consistency with
our extended system calculations). The K-edge location
was calculated, taking into account the Pauli blocking, as
a difference between the Fermi energy and the isolated
ion 1s one-electron energy corrected by the IPD value
as predicted by each model. A similar procedure can be
applied to the 1s → 2p line location. In this case the
IPD, applied to both 1s and 2p states, cancels out, lead-
ing to the same result for all models: E1s→2p = ε02p−ε01s,
where ε0i are one-electron energies of the isolated ion in
a given charge state. Energy of the 1s → 2p absorption
line calculated this way along the T = 500-kK isotherm
and along the ρ = 35-g/cm3 isochore is shown in Figs.
8(a) and 8(b) by the maroon dashed line (squares).

Figure 8(a) indicates that the atomic models of
Stewart–Payatt [24], corrected Stewart–Pyatt [72], mod-
ified ion-sphere [73], and Crowley [74] fail to predict the
K-edge red shift, providing only a qualitatively correct
trend for the blue shift occurring at ρ > 50 g/cm3. The
finding that the Stewart–Pyatt model augmented with
the Fermi surface rise provides a qualitatively correct
blue-shift prediction has been presented earlier in Refs.
[17, 18, 25]. Overall, the 1s → 2p absorption line and
K-edge locations predicted by these continuum-lowering
models quantitatively disagree with DFT calculations.
Specifically, the red shifts predicted by our DFT calcula-
tions are not seen by most of these continuum-lowering
models. Ecker–Kröll [23] model predicts the red shift
along the 500-kK isotherm, which is in a good agreement
with our reference DFT calculations up to only ρ ≈ 50
g/cm3, then it deviates.

A nl quantum number dependent continuum-lowering

model for hot plasmas, recently developed in Ref.
[75], represents a fourth-order analytic approxima-
tion of the arbitrary perturbation potential method
APPM [76]. This model demonstrated excellent agree-
ment with the reference multi-configurational Dirac–Fock
self-consistent finite-temperature ion sphere (MCDF-
SCFTIS) calculations and the measured data in hot
(above 600 eV) solid-density Cl plasmas. This analytic
approach generalized for a N -bound-electron system and
described in terms of scaled H-like nl quantum number
dependent matrix elements is capable to correctly predict
red shifts. However, this model was not tested in present
work.
Finally, we plot the ratio of the 1s → 2p absorption

to the K-edge absorption coefficients in Figs. 8(c) and
8(d), as the function of thermodynamic conditions varies.
Figure 8(c) shows this ratio peaks at ρ ∼ 5 to 7 g/cm3

for T = 500 kK, then decreases to zero as the density
increases. For the constant density shown in Fig. 8(d),
the ratio monotonically increases as plasma temperature
goes high and high. Guided by such DFT calculations,
one can measure this absorption ratio to infer the density
and temperature conditions in experiments.

B. The FPOT of silicon for ICF and HEDP

applications

In this section we present results of our systematic
opacity calculations of silicon plasmas over a wide range
of thermodynamic conditions for ICF and HEDP appli-
cations. The Si mass density was scanned from 0.5 g/cm3

to 500 g/cm3 with the temperature range between 5000
and 10,000,000 K. The first-principles DFT calculations
are compared to the widely used astrophysics opacity ta-
bles (AOT) [77]. The AOT model is currently used in
our hydrocodes to simulate ICF and HEDP experiments.
Figure 9 shows comparison between the grouped mean

Rosseland opacities, κR defined by Eq. (1), from our first-
principles DFT simulations and currently used AOT for
silicon densities ρ = 0.5, 5 and 35 g/cm3. At low density,
ρ = 0.5 g/cm3, both DFT and AOT opacities agree prac-
tically over entire range of photon energies at T = 250
kK. At all lower temperatures shown in Fig. 9, significant
discrepancies are observed for low photon-energy groups
of hν < 200 eV. When the mass density increases to 5
and 35 g/cm3 the AOT opacity diverges from the refer-
ence DFT values in the same low photon-energy groups,
for the photon-energy groups near K edge (hν near 2
keV) at T = 4 MK, and for the photon-energy groups
above ∼ 5 keV. Figure 10 shows similar comparisons for
three higher material densities, 100, 250, and 500 g/cm3.
For ρ = 100 g/cm3 at T ≥ 1 MK the largest discrep-
ancies occur again for the low photon-energy groups of
hν < 200 eV. For ρ = 250 and 500 g/cm3 the AOT model
significantly underestimates opacity for the intermediate



11

TC15622J1
ho (eV)

101

103

ho (eV)

(k) 5 g/cm3, 62.5 kK(j) 0.5 g/cm3, 5000 K

(h) 5 g/cm3, 250 kK(g) 0.5 g/cm3, 62.5 kK

104 102 103 104 102 103 104

O
p

a
ci

ty
 (

c
m

2
/g

)

ho (eV)

(l) 35 g/cm3, 62.5 kK

(i) 35 g/cm3, 250 kK

(e) 5 g/cm3, 1 MK(d) 0.5 g/cm3, 125 kK

(b) 5 g/cm3, 4 MK(a) 0.5 g/cm3, 250 kK

(f) 35 g/cm3, 1 MK

(c) 35 g/cm3, 4 MK

105

103102

101

103

105

101

103

105

101

103

105

DFT
AOT
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range of photon-energy groups (between 200 and 2400
eV) and for high photon energies above 5 keV. Figure
10 shows other significant differences between DFT and
AOT data: (i) AOT completely misses the K-edge shift-
ing predicted by accurate DFT simulations; (ii) the sili-
con K edge, as predicted by DFT simulations, gradually
becomes smooth as the plasma temperatures increases
(see corresponding discussion in Sec. IVA), while the
AOT model gives much sharper K-edge.

The total opacities from our DFT and AOT calcula-
tions are further compared in Fig. 11. The total/gray
Rosseland mean opacity κR of Si is shown as a function
of temperature for three representative cases ρ = 5, 35
and 250 g/cm3. Both DFT and AOT total opacities agree
well for temperatures above few tens of eV; however, the
AOT model significantly underestimates the total opac-
ity for ρ = 5 at temperatures below 10 eV. This finding
is similar to the comparison between DFT and AOT for
CH plasmas [15]. For densities ρ = 35 and 250 g/cm3 at
low temperatures (near 10 eV and below) the AOT total
opacities are higher than the reference DFT values.

V. SUMMARY AND CONCLUSIONS

In conclusion, a novel free-energy DFT-based method-
ology has been developed that enables us to perform
first-principles calculations of x-ray absorption in warm
dense mid-/high-Z plasmas for a wide range of photon
energies and plasma conditions. Applying the developed
method to warm dense silicon plasmas, we revealed in-
teresting red-to-blue shifts of K-edge and K-L absorp-
tions, which are further explained by the competition
between the free-electron screening to the K-shell core
electrons and the screening of outer L-shell and M-shell
electrons. The red-to-blue shift change occurs when the
L- and M-shell electrons start to merge into continuum
rising the free-electron screening to K-shell core and mov-
ing the Fermi level further up. It is noted that the
DFT-predicted red shifts are missing in most traditional
continuum-lowering models, except for the Ecker–Kröll
model. Other continuum-lowering models provide only a
qualitative agreement on the blue-shift magnitude.

Observing the fact that the relative magnitude of the
K-L and K-edge absorption strongly depend on plasma
environment, we propose using the ratio of 1s → 2p ab-
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sorption to the K-edge absorption to characterize the
thermodynamic properties of dense plasmas through the
x-ray spectroscopy technique.

Given the lack of HED experimental measurements of
Si opacities, we hope our ab initio results provide ref-
erence data for future improvements to atomic-physics–

based opacity models used in astrophysics and HED
physics, as well as to continuum-lowering models in
plasma physics. Novel methodology developed in this
work was applied for systematic calculations of absorp-
tion and mean grouped opacity of silicon plasmas in a
wide range of thermodynamic conditions. The resulting
FPOT data were compared with the widely used AOT
model. We found significant quantitative and qualitative
discrepancies. We anticipate that these discrepancies will
affect the radiation transport in simulations of ICF im-
plosion targets with Si-doped ablators and related HEDP
experiments.
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