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ABSTRACT

One-dimensional and two-dimensional particle-in-cell (PIC)/Monte Carlo collision simulations are performed for a balanced direct current
magnetron sputtering (DCMS) discharge. The plasma parameters obtained by both simulations above the target racetrack share similar fea-
tures and magnitudes under similar discharge intensities, i.e., similar local discharge current densities. The commonly observed high-energy
tail of electron energy distribution in DCMS discharges is reproduced in both simulations. The accuracy and applicability of using one-
dimensional simulations to qualitatively investigate the characteristics of balanced DCMS discharge are confirmed. In terms of capturing the
key physical mechanisms in DCMS, one-dimensional PIC simulation is an efficient method, which could largely alleviate the computational

expense and preserve the physical fidelity of modeling results.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0029353

Direct current magnetron sputtering (DCMS) has been developed
as a useful technique and successfully applied by various industries for
the deposition of metallic and dielectric thin films." When the discharge
is driven by high power density and short duty cycle, it is referred to as
high power impulse magnetron sputtering (HiPIMS) discharge.”” To
deposit high-quality thin films, a thorough understanding of discharge
physics and the basic plasma processes is of essential significance. As an
important tool, zero-dimensional global model has been adopted in
investigating the DCMS discharges,” specifically when the discharge is
operated at high power density (ie., HiPIMS discharges™ ") and with
complex plasma chemical reactions (reactive HiPIMS discharges™”)
However, the plasma global model cannot provide spatially resolved
information. Among other spatially resolved models,’ '~ the analytical
model'” is the least computationally expensive, but its accuracy and
applicability are the most limited. Fluid models'' "> are computation-
ally efficient; however, their accuracy is questionable and the applicability
is limited under low pressure and strong magnetic field, which are typi-
cal conditions for magnetron sputtering discharges.

The disadvantages of the above-mentioned models make parti-
cle-in-cell/Monte Carlo collision (PIC/MCC) simulation'® > a better
choice. Despite the cost of long computation time, PIC/MCC simula-
tions can provide a complete and self-consistent picture of magnetron
sputtering discharges. It is commonly believed that due to the three-
dimensional magnetic field distribution and its large curvature and
strong gradients, the geometry of a planar magnetron cannot be
reduced to one dimension (1D), but at least two-dimensional (2D)
coordinates in radial and axial directions should be considered, ignor-
ing the azimuthal E X B direction.”” For this reason, most PIC simula-
tions on DCMS discharges are performed in two or three
dimensions.”” > There are some one-dimensional models for DCMS
discharges being developed, including analytical,” fluid,”” and PIC
simulations.”*”” However, their applicability and accuracy are unclear
compared to 2D simulations. If 1D simulations can capture the pri-
mary characteristics of magnetron discharges, the high computational
load can be greatly reduced when investigating the DCMS discharge
qualitatively.
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To investigate the applicability and accuracy of 1D PIC/MCC
simulations on DCMS discharges, this work performs one-
dimensional (1d3v) and two-dimensional (2d3v) PIC/MCC simula-
tions for a typical balanced DCMS discharge. The 1D and 2D
Cartesian simulations are based on our ASTRA PIC/MCC code (see
the supplementary material in Ref. 40 for the description and the code
benchmark with Turner et al.*"). Figure 1(a) illustrates a schematic of
the modeled planar magnetron sputtering setup. The 2D simulation
region is enclosed by red lines. The plasma is generated between a
metal target and chamber walls separated by 3 cm in the y — direction
with a reflection plane at x =0 cm and confined by the right chamber
wall at x=6cm. For the 1D simulation, the line of x=29cm is
selected as the simulation region. This line is the most representative
for balanced DCMS discharges, where the magnetic field lines are par-
allel to the target surface, and the plasma region is approximately sym-
metrical with this line as the mid-plane. The metal target, with a
thickness of 0.6 cm and a width of 5.5cm, is connected to a current
source which supplies a constant current density of 0.2mA/cm? in
the 2D simulation. Note that this current density is the nominal cur-
rent density, averaged over the entire area of the target surface. Since
the plasma is highly nonuniform and concentrated above the
“racetrack” area (where the magnetic field lines are parallel to the tar-
get surface and the plasma density is the highest), the “effective target
area,” which collects the ion current, is generally about one order of
magnitude smaller.””"’ To consider this more physical relevant,
“effective current density,” a constant current density of 2mA/cm? is
applied in the 1D simulation (ten times compared with that used in

1D simulation : :
region—> 2D S|mplat|on
3cm k— 2.9cm [egion
V)
O—1
(b) Magnetic field [G] 350
36 — !
€2'4 210
() /
2 7z
1211177 = 140
70
0.
8.0 2.0 4.0 6.0
X [cm] 0

FIG. 1. (a) Schematic of a planar magnetron sputtering setup; the green line at
x=29cm from y = 0-3.6 cm represents the 1D simulation region, while the
region enclosed by the red line is for the 2D simulation. (b) The spatial distribution
of magnetic field for the 2D simulation.
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the 2D simulation). The correctness of this assumption is verified later.
The time-dependent electric potential on the metal target is automati-
cally adjusted by the charge accumulation on the target provided by
the current source and the plasma through a self-consistent circuit
model."* Figure 1(b) presents the magnetic field distribution in the 2D
simulation region. The balanced magnetic field is created by two mag-
nets located under the metal target. The maximum parallel magnetic
field B, is about 240 G. For the 1D simulation, the magnetic field com-
ponent B, along x=2.9cm is adopted, while the corresponding B,
component is relatively small and ignored. The boundary conditions
for the 2D PIC simulation are as follows:

1. The left boundary at x = 0cm is symmetric, where particles are
reflected and the electric field E, is 0.

2. The top and right boundaries at y = 3.6cm and x = 6cm are
grounded and the electric potential ¢ = 0. Particles reaching
these boundaries are absorbed.

3. At the gap at y = Ocm and x =5.5—6 cm, particles are
absorbed and the potential varies linearly.

4. The secondary electron emission (SEE) and the electron reflec-
tion are only considered on the cathode target surface.

The simulations were performed in argon gas, consisting of elec-
tron-neutral collisions (elastic, excitation, ionization) and ion-neutral
collisions (elastic, charge exchange) with the same cross section data
used in Ref. 45. Only electrons and argon ions are traced as particles.
The background gas is spatially uniform and temporally independent,
with a temperature of 300K and a pressure of 5 mTorr. Initially, the
electron and ion superparticles are uniformly distributed in space with
a density of 10 m™> and a Maxwellian distribution of 2eV and
0.026 eV, respectively. Note that for DC discharges, when a voltage
source is adopted, the addition of a ballast resistor in series is often
preferred to limit the discharge current and solve the stability prob-
lem.”' Here, we use a current source in the simulation and select an
initial density that is close to the steady state; otherwise, the high
steady-state current density may result in a failure of igniting the dis-
charge due to an overly fast voltage rising. One can also gradually
increase the current density from low to high for pre-ionization and
obtain the same steady-state results. Ions are advanced once every ten
time steps to speed up the calculation. Electrons are reflected at the tar-
get surface with a probability of 0.5, while an energy-dependent SEE
coefficient induced by argon ions on dirty metal surfaces is adopted
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where ¢ is the energy of argon ions in eV. Around 4.6 x 10° superpar-
ticles are followed in the 2D simulation and around 7 x 10* in the 1D
simulation. The time step At and the grid spacing Ax are set as
1 x 107'% s and 0.2 mm, respectively. To eliminate the major constraints
of grid spacing and time step in PIC simulation, the implicit PIC'*** >
has been developed, which damps high frequency modes while main-
tains most of the kinetic effects. Here we adopt a standard direct implicit
algorithm***** for all the simulations; therefore, the major constraints
on resolving the Debye length and the electron plasma period are elimi-
nated.”"”” Courant criterion requires vAt/Ax < 1, where v is a charac-
teristic velocity of particles. For the electrons emanated from the target
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surface and accelerated in the cathode sheath, a short At is required to
fulfill the Courant criterion, which could result in a long computational
time. However, since these fast electrons only account for a small frac-
tion of the entire electron population, At is fixed in the simulation and
the following procedure is implemented. The electron travel distance,
As, in a time step At, is checked for each electron. If As > Ax, the time
step At for this electron is split and the electron is advanced twice with
0.5At. This procedure iteratively repeats until As < Ax. The typical
convergence time is about tens of microseconds.

The left column of Fig. 2 presents the calculated 2D spatial den-
sity distributions of ions, electrons, and space charges. The plasma is
well confined by the magnetic field and has a maximum density of
about 1.2 x 10 m~3 above the racetrack. The electron density fol-
lows the argon ion density in the bulk plasma region (i.e., the quasi-
neutral region), leaving an electropositive sheath region with a thick-
ness of approximately 3 mm near the racetrack [Fig. 2(c1)]. The 2D
simulation results at x=2.9 cm are compared with their 1D counter-
parts in the right column of Fig. 2. The maximum densities calculated
by 1D and 2D PIC simulations are very close. In the 2D simulation,
the local current density at x=2.9 cm at the target surface is about
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1.85mA/cm?, ie., nearly one order of magnitude higher than the
nominal current density of 0.2 mA/cm? and close to the current den-
sity of 2 mA /cm? used in the 1D simulation. Therefore, in 1D and 2D
simulations, the similar maximum plasma density above the target
racetrack comes from the similar discharge intensity, i.e., the similar
local discharge current density. For the 1D case, electrons cannot
escape to the target along the magnetic field lines, resulting in a higher
plasma density in the bulk plasma region.

Although a higher plasma density can be achieved via the implicit
approach, we select a relatively low density for the following reasons.
First, when the density is approaching HiPIMS discharges, additional
physical processes, such as Coulomb collisions, sputtering wind, ioni-
zation of sputtered species, SEE induced by multiply charged metal
ions, etc., need to be considered. Second, the cathode sheath width is
on the order of sub-millimeter at higher densities, and a very fine
mesh is required to achieve good resolution in the sheath area. In this
case, nonuniform or unstructured mesh in the sheath region may be a
better choice, which requires further investigation and development.
More complete physical processes and more advanced simulation
techniques will be reported separately. Therefore, a low plasma density
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FIG. 2. Spatial distributions obtained from 2D PIC simulation and their counterparts from 1D PIC simulation at x = 2.9 cm for (a1) and (a2) ion densities, (b1) and (b2) electron

densities, and (c1) and (c2) space charge densities.
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is selected to meet the basic physical processes and sufficient sheath
resolution without losing the spirit of this research topic.

As illustrated in Fig. 3(al), the narrow region above the racetrack
corresponds to the cathode sheath, which is much wider outside the
racetrack. A contour line of 0V potential appears close to the top wall,
indicating a small anode sheath (approximately 0.6 V) between the con-
tour and the grounded wall. Comparing Fig. 3(al) with (a2), the dis-
charge voltage required for the 1D simulation is about —500 V, higher
than —420V of the 2D simulation. The potential of the metal target is
automatically adjusted by the charge accumulation on the target pro-
vided by the current source and the plasma, as described in detail by
Vahedi and DiPeso.”* However, neglecting the difference in absolute
value, both potential profiles have a sheath region of about 3 mm and a
potential drop across the bulk plasma region with about 15% of the dis-
charge voltage, consistent with previous theoretical and experimental
results.”” " The ionization rate, as shown in Figs. 3(b1) and 3(b2),
reaches a maximum of more than 2.5 x 10%/(m? - s) above the race-
track region. The maximum ionization rate appears at around 3 mm
from the racetrack region, where both the electron density and the elec-
tron mean energy are relatively high. As shown in Fig. 3(a2), the electric
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potential of the 1D case is about 20% greater than that of the 2D case. A
similar increase also appears in the electron mean energy ¢. as shown in
Fig. 3(c2). The greater ¢, in 1D case can be primarily linked to the larger
voltage drop; additional loss of electrons in 2D simulation to the target
surface along the magnetic field lines may play a role as well. In the 2D
case, the secondary electrons emanated from the target surface may
reach the bulk plasma region and cause nonlocal ionization. However,
the high ¢, in the cathode sheath region is mainly contributed by elec-
trons emitted from the racetrack region; they may not have an influential
impact on the DCMS discharge characteristics. The ¢, in the bulk
plasma region is more important.

From Fig. 4(a), the electron mean energy &. is approximately
6-9 eV in the bulk plasma region. ¢, has the same tendency as the elec-
tron density and decreases as it moves away from the target surface,
which has been observed decades ago.”® The increase in &, as
approaching the anode wall has been observed in previous PIC simula-
tions as well.”>”*" This increase can be attributed to the repulsion of
low energy electrons by the anode sheath.

An interesting phenomenon that has been observed in DCMS
discharges is the deviation of the electron energy from the Maxwellian
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FIG. 3. Spatial distributions obtained from 2D PIC simulation and their counterparts from 1D PIC simulation at x = 2.9 cm for (a1) and (a2) electric potential, (b1) and (b2) ion-

ization rate, and (c1) and (c2) electron mean energy.
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FIG. 4. (a) Enlarged electron mean energy profiles at x=2.9cm. (b)-(d) EEPFs collected at various regions along y — direction at (b) 0.6-0.9cm, (c) 2-2.3cm, and (d)

3.3-3.6cm. T and Ty, are the cold and hot electron temperatures, respectively.

distribution. Previous diagnostic investigations have found that the elec-
tron energy probability functions (EEPFs) are Maxwellian like near the
cathode target and bi-Maxwellian like further away from the cathode tar-
get.’;g’62 Figures 4(b)-4(d) illustrate the EEPFs obtained by 1D and 2D
simulations at various regions indicated in Fig. 4(a). EEPF with a boosted
high-energy tail is observed in all positions. Note that the Coulomb colli-
sion is not considered in our simulation Previous PIC simulations with-
out Coulomb collision”>””"” have shown a distribution substantially
differed from Maxwellian with a boosted high-energy tail for magnetron
discharges at a relatively low plasma density of equal to or less than 10"
m >, Similar distributions have been experimentally observed in lower
density magnetron discharges, such as in the substrate vicinity of DCMS
discharges™** or at the initial stage of HiPIMS discharges.”” Our EEPF
results are similar to the above-mentioned numerical and experimental
results. This non-Maxwellian distribution, with a boosted high-energy
tail, is generally referred to as two-temperature” or bi-Maxwellian like
distribution.”” However, this is usually obtained by fitting a two-
temperature model and may not necessarily mean that the electrons are
composed of two fully Maxwellianized electron groups. Generally, a PIC
simulation without Coulomb collision does not lead to an exact
Maxwellian  distribution. The similarity between simulation and

diagnostic results indicates that Coulomb collisions may not play a sig-
nificant role in lower density magnetron discharges, and PIC simulations
without Coulomb collision are qualitatively sufficient. The strong electric
field in the cathode sheath has a strong effect on electron heating, while
the electric field in the bulk plasma region is greatly reduced. The maxi-
mum electron energy in the cathode sheath can reach hundreds of eV
(data not shown here). The relatively high . in the cathode sheath
region as shown in Fig. 3(c2) originates from this high energy tail
Actually, one can obtain the . at a certain position by integrating the
&2/%f,de
l / Zf d{v
& that directly calculated by PIC simulation. Since the nonlocal effect is
suppressed by the magnetic field, the 1D EEPF outside the cathode
sheath changes slowly along the y — direction, similar to the change in
electric field. For 2D EEPFs, the low energy electrons cool down signifi-
cantly near the wall, as shown in Fig. 4(d), This is because in the 2D
case, x = 2.9 cm is not always the position with the highest potential. As
shown in Fig. 3(al), mid-energy electrons of several eV near the top wall
are attracted by a local potential maximum of more than 2V in the
upper-right corner, resulting in a low-energy electron cooling as shown
in Fig. 4(d).

EEPF f, as ¢, = f , and the results would be consistent with the
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Some previous studies have diagnosed and provided a cold elec-
tron temperature from 1eV (Refs. 60 and 62) to 2.7 eV and a hot
electron temperature from 3 eV (Refs. 60 and 62) to 14eV.”* Because
the specific distribution of electron energy is influenced by various fac-
tors, such as the discharge system structure, the magnetic field, and the
discharge intensity, these results are not directly compared here.
However, the general characteristics of EEPFs in the low density
DCMS discharges, i.e., a boosted high-energy tail in EEPF, are cap-
tured by both 1D and 2D PIC/MCC simulations. We speculate that
high and low energy electrons are generated at positions with different
electric field strengths, i.e., energetic electrons mainly originate from
the cathode sheath, and low-energy electrons originate from the bulk
plasma region. The separation of high and low energy electron
domains may originate from the drastic change in the electric field
between the cathode sheath and the bulk plasma region. Similar expla-
nation has been proposed by Sheridan et al.” Sahu et al.”* provided
another possible mechanism, i.e., the electron heating by Landau
damping in the plasma, which has been self-consistently included in
the PIC simulation (if the mechanism is effective). However, the
details of the explicit mechanisms under different conditions remain
to be further studied.

In summary, we demonstrate the accuracy and applicability of
one-dimensional PIC/MCC simulations in investigating the balanced
DCMS discharges. For a typical DCMS discharge, a PIC simulation
study is performed with a current density of 2mA/cm? in 1D and
0.2mA/cm? in 2D to maintain a similar local discharge current den-
sity. The basic plasma parameters, such as the plasma density, the
potential profile, the ionization rate, and the electron mean energy in
the bulk plasma region obtained by both simulations share similar fea-
tures and magnitudes above the racetrack region. The boosted high-
energy tail in EEPF, which is a typical characteristic of DCMS dis-
charges, is also observed in both simulations. The results verify the
accuracy of the 1D PIC/MCC simulation and confirm its applicability
in qualitatively analyzing the balanced DCMS discharges. One-
dimensional PIC/MCC simulations can largely alleviate the computa-
tional load while capturing the key physical mechanisms in DCMS
discharges.
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