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ABSTRACT

In this experience report, we describe an AI summer workshop

designed to prepare middle school students to become informed

citizens and critical consumers of AI technology and to develop their

foundational knowledge and skills to support future endeavors as

AI-empowered workers. The workshop featured the 30-hour DAILy

curriculum that is grounded in literature on child development,

ethics education, and career development. The participants in the

workshop were students between the ages of 10 and 14; 87% were

from underrepresented groups in STEM and Computing. In this

paper we describe the curriculum (adapted to a virtual format), its

implementation during synchronous online workshop sessions in

summer of 2020, and preliminary findings on student outcomes.

We reflect on the successes and lessons we learned in terms of

supporting students’ engagement and conceptual learning of AI,

shifting attitudes toward AI, and fostering conceptions of future

selves as AI-enabled workers. We conclude with discussions of the

affordances and barriers to bringing AI education to students from

underrepresented groups in STEM and Computing.
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paradigms; Learning settings;Machine learning approaches;Machine
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1 INTRODUCTION

With the rapid growth of enormous amounts of data and computa-

tion power, Artificial Intelligence (AI) is making unprecedented in-

dustrial and societal impact. The rapid expansion of AI across fields

and industries necessitates developing a workforce with strong

computational skills and specifically, the knowledge and capabil-

ity to work with AI. Despite this need, recent studies, as well as

our own research, have raised questions about the extent to which

youth are aware of AI in their everyday lives and its application

in industries of the future that may limit their interest in pursuing

learning trajectories that lead toward careers in these fields. Fur-

thermore, little is known about how to prepare students for work

in AI and AI-intensive industries of the future.

The current interest in and call for AI activities in K-12 education

echoes a more general demand for computational and scientific

literacy among young people [25]. Yet AI literacy in K-12 is in its

infancy and the field is only beginning to learn how people gain an

understanding of AI concepts and processes and the ability to in-

corporate AI processes within their own applications. At the same

time, broadening participation in AI is of utmost importance to

ensure that the design and utilization of AI technologies are inclu-

sive and not reinforcing inequities based on demographic variables.

Through their participation in developing the AI technologies of

the future, persons from underrepresented groups in STEM and

computing and their allies can work together towards ensuring that

the AI industries of the future are founded in principles of inclu-

sivity, provide equitable access, include consideration of multiple

stakeholders and potential users, and minimize the potential for

bias.

2 THEORETICAL FOUNDATIONS

The design of the DAILy workshop is grounded in literature on

child development, ethics education, and career development.When

considering middle school students’ capability to learn AI concepts

such as classification and prediction, we referred to literature on

children’s developmental trajectories. In terms of learning and cog-

nition, middle school students are able to think more abstractly than

younger students [1, 5, 9] and they can incorporate new knowledge

into existing schemas [9, 10]. Researchers found that students in

3rd-5th grades can be supported in making the transition from

concrete to abstract thinking through scaffolding such as intermedi-

ary representations of abstract concepts in computational thinking

contexts [16].
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Another consideration was whether ethics education was appro-

priate for middle school students. Research has found that even

young children have a conception of ethical behavior. Li et al. found

children under the age of 7 show a preference for self-satisfying

action but around age 7, getting more while another gets less is

seen as not "just" [13, 23]. Additionally, Wood found students in the

middle childhood years typically have developed a sense of morality

and a conscience based on values [26]. At the collegiate level, re-

search has shown that embedding ethics throughout a course leads

to an increase in students’ consideration of ethics in technology de-

sign [23]. Incorporating ethical and social dimensions into science

or engineering courses can increase student retention rates and

better attract students, particularly underrepresented minorities

and women, as they in general tend to be more drawn to topics that

emphasize helping others and social concern [6, 17]. Previous work

has incorporated ethical considerations such as algorithmic bias

and ethical design of recommender systems into a middle school AI

and Ethics curriculum and found that students were able to engage

with these concepts [18].

The appropriateness of engaging middle school students in con-

sideration of future careers is also grounded in research. Middle

school years are an important time in forming youths’ future ca-

reer interests and pursuits in STEM [4, 15]. An exposure to STEM

careers in middle school is critical as students who do not express

STEM-related aspirations at age 10 are unlikely to develop them by

the age of 14 [2]. Further recent theories on career development call

for programs that focus on developing individuals’ career adapt-

ability at an early age [21]. Researchers argue that people craft

their careers by integrating their personal needs and interests with

social expectations regarding the preparation for and participation

in different job roles, and, thus, their adaptation to the environment

[3, 12]. Considering the changing nature of future jobs and how

AI is revolutionizing many fields, the DAILy workshop includes

carefully planned career education sessions that engage students

in exploring AI-empowered jobs and developing their ability to

identify and utilize their career adaptability resources for coping

with job-related tasks.

3 DEVELOPING AI LITERACY

3.1 Institutional Collaboration

The DAILy project is an interdisciplinary collaboration between

the MIT Media Lab and MIT STEP Lab and Boston College. Each

partners’ unique expertise was needed to carry out the project. MIT

STEP Lab contributed prototypes of participatory simulations and

games that taught AI concepts such as decision trees and neural

networks and expertise in teaching middle schoolers about mod-

els and modeling. MIT Media Lab shared a wealth of AI curricula

and tools and experience designing workshops for k12 students

and developing tools. Graduate students served as primary instruc-

tors during workshops and researchers thereafter. Boston College’s

expertise in learning sciences, assessment design, and career de-

velopment was critical to the research design and implementation.

Our community partner provided essential support during recruit-

ment, registration, and provided operational support during the

workshop. Most importantly, as a minority owned and operated

organization, the organization’s leaders served as a sounding board

and helped to frame and facilitate discussions with youth about the

negative impacts of bias in AI systems on people of color.

3.2 Target Audience

Our target audience was students of color. We recruited youth from

underrepresented groups in STEM and computing through our com-

munity partner. Family information meetings were hosted online

and emails were sent to interested families with middle schoolers

enrolled in previous summer and afterschool programs. We reached

out to parents who signed their child(ren) up for summer programs

and hosted welcome meetings to inform them of the program and

research study prior to seeking consent/assent. Thirty-one middle

school students participated in the AI workshop. With respect to

gender, 61% of participants were female, 39% were male. Of the

attendees 87% were from underrepresented groups in STEM and

computing fields: 58% were Black, 13% were Hispanics/Latinos, 6%

were Asian females, and 10% were from two or more underrepre-

sented groups in STEM and computing. Two students (6%) did not

respond. The age range was 10.4 to 14.7 years old with an average

age of 12.57 years old. Students were asked about their prior ex-

perience with using Scratch as a proxy for programming/coding

experience: 42% had no or little prior experience and 39% had łsomež

to ła lotž of experience.

3.3 Approach

Our approach is based on the following theory of action. An ethics

framing, exposure to AI-enhanced careers, and the relating AI to

their daily lives, current events, and real-world problems engages

students from diverse backgrounds and raise their perceptions of

the relevance of AI in their lives. Interacting with AI applications

(such as Google's Teachable Machine) will whet their curiosity

about how these tools work as they train and test AI models. Online

participatory simulations will help students build mental models

of mechanisms and algorithms in action during machine learn-

ing and expose how bias can be embedded in AI systems through

datasets. Through a series of career-focused activities, students un-

cover their strengths, identify jobs that both match their interests

and are aligned with their strengths, understand the occupational

implications of the advancement of AI, and outline resources and

barriers along their paths to their future dream jobs. Importantly,

youth will recognize their AI career-related skills and resources, and

develop their capacity to internalize these skills as they formulate

future career ideas.

3.4 The Curriculum

The DAILy curriculum interweaves teaching of AI concepts, raising

awareness of AI adoption in future jobs, and the investigation of

ethical issues in AI. Learning activities include hands-on games,

discussions, and building projects that integrate AI capabilities into

a custom Scratch-based toolkit. Students learned key AI concepts

such as Logic systems, Machine Learning, and Generative Adver-

sarial Networks (GANS) and were engaged in working with both

classification and generative uses of AI to develop a fundamental

yet holistic view of AI.
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People can get sued if they don’t check over or people can get in like a

lot of trouble and damage if they don’t check over. But it [this activity]

was funny, but it’s realistic.ž

4.2.2 Investigating bias. Similarly, students participated actively in

the Investigating bias in AI activity where they learned about case

studies of bias in AI systems, conducted investigations (searching

images of physicists online, etc.) to explore bias present in com-

mon technologies, and discussed the implications. Students were

surprised to recognize that bias has been existent in many daily

technologies, e.g., łwhen we typically think of Google, we think it’s

objective, it’s always right, but it’s not always represented in the right

wayž (discussion during the activity). We also noticed that female

students from underrepresented groups were particularly active

in the investigation and ensuing discussion. They talked about

fairness, how to provide everyone with equitable instead of equal

opportunities, and what sexism and stereotyping mean. One female

African-American student concluded that łMy takeaway is that AIs

like Google and facial recognition, haven’t been updated in a long

time because you can clearly see the bias in that. And even though we

think that these things are very... very smart, but I never understood

or considered that they might have been really bias until going over

these things.ž These findings are consistent with the literature that

women and underrepresented minorities are often interested in

issues that address societal and ethical concerns [22].

4.2.3 Design and build experiences. The technology exploration

and creation activities supported students in making sense of the

underlying AI concepts. Students in total spent approximately five

hours on a series of activities using Google's Teachable Machine (in

Units 3 and 5). They first learned and explored how to use the tool

to train supervised learning model to recognize faces, gestures, and

voices. Then they experimented training with biased datasets (more

pictures of dogs than cats), observed the results, and brainstormed

and tested how to fix the bias. As a final activity they explored how

to integrate the supervised learning model trained using Teachable

Machine into Scratch animations (e.g., when the model recognized

certain voices, the sprite would wave hands). Our observations

showed that although students had challenges in the last activity

due to limited Scratch skills or computing power of their computers,

students in general developed a solid understanding of supervised

learning and how to mitigate potential bias of supervised learning

system. Further this experience of training the AI model enabled

some students to develop a sense of control over technologies as

one student reflected łI feel like we could do it,...so teachable machine

is, we’re in control, but we’re teaching the teachable machine how

to do something.ž This sense of agency or control over technology

has been long recognized as a key factor in impacting peoples’

interactions with and perceptions of technology [14]. It may have

helped the participating youth become more interested in and less

anxious about AI.

4.2.4 Participatory simulations. Leveraging a participatory simu-

lation approach [11], the Neural Network game engaged students

in playing the role of nodes in training of a network. Students

captioned a mystery image by passing on information through

different łlayersž of the network and experienced how nodes and

layers worked to train the network. Students found the analogy be-

tween feed-forward mechanism and the łtelephone gamež helpful

in helping make sense of the progression of information through

the nodes.

4.2.5 Generative AI activities. Activities around generative AI were

engaging yet difficult to students. For instance, the łcolorsž activity

(see an earlier description of the detailed activity) was frustrating

as one students mentioned in her interview łbecause there was a

little too much of one and too much of the other. Even if you got like,

at least like a 96% close to it, for me, it still didn’t allow me to pass...

Sometimes I did give up.ž Despite the frustration, the student still

found it interesting because she could łsee how people would mix up

the colors and all.ž Another example is the łDeepfakesž activity in

which students reviewed videos, images, and texts and determined

whether they were generated by AI. Students were astonished to

find out that all the files were generated by AI. Many students

admitted that even after instructions on how to detect Deepfakes,

they still had difficulties.

4.2.6 Career development activities. The career training sessions

engaged students in thinking about and exploring their future jobs.

The Inventory of Me activity engaged students in discovering their

work personalities and finding jobs that match them. Students

were surprised to find their matched job options as they may have

never heard of them. The exploration of how AI has been and may

be adopted in different jobs sparked their interest in AI. One girl

thought AI will impact her future job łbecause when we were doing

the job career search, a lot of the jobs that popped up were jobs that

I was interested in and it was connected to AIs. So I feel like that

definitely shows that a job that I want will be connected to AI in some

way.ž

4.3 Implementation Challenges

Several implementation challenges were presented by remote syn-

chronous online instruction due to COVID-19. In online versions

of unplugged activities, the benefits of working with physical ma-

terials and embedding activities in a physical space were lost. For

example, in the PastaLand activity, students’ ability to identify key

features of the pasta was limited by the graphical representation

we chose. The relative sizes of the different pasta as well as the

textures could not be accurately portrayed. Similarly, the online

environment limited the use of a project-based learning approach.

The difficulties encountered with supporting students’ collabora-

tion online limited opportunities to help students apply theoretical

knowledge to constructing tangible artifacts while working collab-

oratively in a peer group.

The online environment also shifted interactions with peers and

instructors from semi-private to public. For instance, in an online

environment, we found that collaboration while debugging moved

from intimate (semi-private) interactions to an interaction shared

with the entire classroom. Discussions were central to several of

our activities since the curriculum focused on not just teaching AI

concepts but also discussing ethical issues associated with AI. Lack

of access to a microphone or video camera, or background noise

hindered effortless conversation in these discussions, and we had to

rely on chat. Student engagement was challenging to maintain and
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track, since unlike in-classroom learning, we had limited access to

visual cues and emotional responses from students.

Another implementation challenge pertained to discussing al-

gorithmic bias, as well as its implications in AI, and its societal

implications such as unanticipated discrimination against under-

represented minority groups with students from these group. While

central to the curriculum, we aimed to present these concepts with

sensitivity to the audience. With guidance from the community

partner, we discussed how the AI industry was seeking to address

these biases and how they, as future AI engineers, can help to

identify and mitigate some of these biases. While it is important

to discuss the existence and implications of algorithmic bias, we

refrained from framing the discussions of bias with students from

under-represented groups such that we put the onus on them for

fixing a problem in AI that they did not create. Hence, instead of

framing the discussion as how they can solve the problem of bias

in AI, we framed it as how the AI community can solve it. Lastly,

while we discuss several negative implications of AI technologies

such as bias, generation of fake media, and misinformation, we

notice a need to include more positive examples of AI technologies,

such as applications in healthcare, education, and art.

5 LEARNING OUTCOMES

The learning outcomes were mainly evaluated using two instru-

ments administered before and after the workshop: (1) the AI Con-

cept Inventory that assesses youths’ knowledge and skills in AI

through three validated subscales: AI general concepts, logic sys-

tems, and machine learning. (2) the Attitudes toward AI and AI

careers survey that explores youths’ interest in AI and related ca-

reers, AI career awareness, and career adaptability. All questions

were drawn and modified from validated instruments, e.g., the ca-

reer adaptability includes 10 items based on the revised Career

Futures Inventory [20, 24].

We found a statistically significant increase in youths’ AI concept

inventory scores from pre- to post-test (t(17)=-2.09, p< .05, d =

.54). The subscale with the largest increase in scores was machine

learning (including both unsupervised and supervised learning).

Students on average had a score increase of 1.58 Ðmeaning that over

half of the students correctly answered at least two more questions

about machine learning concepts and processes on the post-test. We

also found significant increase in AI career awareness (t(18)= 3.58,

p < .01, d = 1.00) and career adaptability skills (t(18) =1.013, p<.001,

d = 1.40) after the workshop. Students also increased their interest

in AI after the intervention, yet the increase was not statistically

significant. One reasonmay be the ceiling effect. Participating youth

were highly interested in AI before the workshop (Mean=3.59 out of

5) and maintained their interest level on the post-test (Mean=3.71).

6 CONCLUSIONS

Preparing youth to become knowledgeable workers in the age of

AI is essential for training the next generation of workforce. This

paper reports the design and implementation of an AI workshop

among middle school aged youth because middle school years are

an important time to develop their interest in and shape their views

of AI and related jobs. This workshop aims to develop AI literacy

through an integration of AI concepts, ethical and societal implica-

tions of AI, and the adoption of AI in future jobs. We pilot tested

this workshop among 31 middle school youths from groups un-

derrepresented in STEM and Computing in a self-selected summer

program. After the workshop we found significant increase in stu-

dent conceptual understanding of AI, knowledge of potential bias of

AI, and ability to adapt to future AI-empowered jobs. This indicates

that the approach of combining AI, ethics, and careers to develop

AI literacy is feasible and suitable for middle school youth.

Consistent with previous AI ethics curricula, we have found

middle school students were highly engaged in discussions of ethics,

in the context of fairness and bias in AI. Students were capable of

reflecting on their own behaviors and its impacts on others, and

can extend this reflection to encompass how various stakeholders

in AI systems can design systems based on their values and needs.

Additionally, middle school students were able to identify how and

why AI applications can be unfair to themselves and others. For

instance, in the post-test interview, one student said, łI think that

bias [in AI] could be harmful for us because a lot of people aren’t

fairly represented, so they wouldn’t be able to use it as much.ž

Further we found that the youths talked with their family mem-

bers about AI. A student in his exit interview told us that łI asked

mymom that day when we were talking about [..] if AI could probably

take our jobs. I asked her, "Are you scared if AI takes your job?" She’s

like, "Yes, but I know I’ll have another job." So, it’s really cool what

AI could do and make new things for other people.ž Through the

conversation with his mom, the student was active in leveraging

existing familial and aspirational capital [7] to make sense of the

potential impact of AI and to inform and refine his existing under-

standing and perceptions of AI. Meanwhile, this quote provides

further evidence that our approach may have sparked high interest

among students so that AI arise during family conversations as re-

search on science learning has suggested that conversations about

science topics are not typical occurrences for all youth, especially

for underrepresented minority youth [8, 19].

7 FUTUREWORK

Based on our pilots and findings, we aim to further revise our

curriculum and assessment methods. First, we plan to add more

discussions around positive application areas of AI such as health-

care. We will frame the mitigation of AI conversation such that

the onus of fixing the problem does not lie on students from un-

der represented minority groups. Second, we aim to include more

project-based activities where students can apply their own inter-

ests, and ethical considerations to an AI-enabled project. Lastly, we

aim to scale this curriculum to teachers and students across the

country for wider access.
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