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Abstract. We prove a probabilistic level-spacing estimate at the bottom of the spectrum for con-
tinuum alloy-type random Schrodinger operators, assuming sign-definiteness of a single-site bump
function and absolutely continuous randomness. More precisely, given a finite-volume restriction
of the random operator onto a box of linear size L, we prove that with high probability the eigen-

values below some threshold energy Egp keep a distance of at least e~ Uog Ly for sufficiently large
B > 1. This implies simplicity of the spectrum of the infinite-volume operator below Egp. Under the
additional assumption of Lipschitz-continuity of the single-site probability density we also prove a
Minami-type estimate and Poisson statistics for the point process given by the unfolded eigenvalues
around a reference energy E.

Keywords. Anderson localization, Poisson statistics of eigenvalues, Minami estimate, level statis-
tics

1. Introduction

This work deals with spectral properties of random Schrédinger operators (RSO) H,, =
H, + V,, acting on the Hilbert space LZ(R"). Here H, is a fixed self-adjoint and non-
random operator, for instance the Laplacian —A, and V,, is a real-valued multiplication
operator whose spatial profile depends on a random variable w from a probability space
(€2, IP). The interest in studying the properties of such operators was sparked by the sem-
inal work of P. W. Anderson [A], who proposed the lattice counterpart of H,, as a pro-
totypical model for a metal-insulator transition. Specifically, he considered the operator
Hc‘j = —A + V,, on £2(Z%), with random potential V,,(x) = Awy, x € Z%. Here, the
(wx) yeza are a family of independent random variables distributed according to the uni-
form distribution on an interval.

For ’typical’ configurations @ Anderson gave a semi-empirical argument supporting
existence of a localized and a delocalized spectral regime for H/ if d > 3. The localized
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spectral regime consists of pure point spectrum with exponentially localized eigenfunc-
tions which cannot spread spatially under the dynamical evolution. Conversely, the delo-
calized spectral regime consists of wide-spread eigenfunctions which can carry diffusive
transport.

This model and its various extensions have since become focus of intensive research
in both physics and mathematics. The effect of spectral localization due to disorder is
relatively well understood by now on a mathematical level, by virtue of two known ro-
bust approaches to this phenomenon. In [FS] Frochlich and Spencer developed a KAM-
type method known as the multiscale analysis, and in [AM] Aizenman and Molchanov
introduced the fractional moment method. We do not attempt to give an exhaustive bib-
liography on the various extensions of those seminal works here but refer to the recent
monograph [AW].

The folk wisdom in physics, and a frequently used litmus test for disordered sys-
tems, is that the spectral structure at energy E is characterized by the limiting behav-
ior of the point process of the appropriately rescaled eigenvalues around E. More pre-
cisely, for a large but finite box Ay := [—L/2, L/2]¢ we consider the point process
Ef w = 2onOrd(gL, _E)> Where Ey; , are the eigenvalues of the finite-volume restriction
of the disordered system Hy L.

If the energy E is within an exponentially localized spectral region, the eigenvalues
localized in disjoint regions of space are almost independent. The point process men-
tioned above is then expected to converge to a Poisson point process as the system’s vol-
ume grows. Conversely, extended states imply that distant regions have mutual influence,
leading to completely different eigenvalue statistics, such as the Gaussian orthogonal en-
semble. This duality is known as the spectral statistics conjecture. It plays an important
role in the analysis of disordered systems (see, e.g., [Mir, ABF, EY]).

Poisson statistics were proved rigorously in the localization regime for the classical
Anderson model Ha/j‘ in [Min] and for a one-dimensional model in [M]. The method
from [Min] is based on a probabilistic estimate on the event that two or more eigenvalues
of H, ; are located in a small energy window. Such estimates are referred to as Minami
estimates and have been further developed in [BHS, GV, CGK1, B2, TV, HK]. However,
with the exception of the one-dimensional case [Klo], these techniques heavily rely on
the concrete structure of the random potential V,, in Ha’j‘. In particular, they do not use
the specific structure of kinetic energy and are only applicable for single-site potentials
that are, or can be transformed to, rank-1 potentials (cf. the discussion in Section 2.3 for
more details). Our approach circumvents this difficulty by exploiting the kinetic energy
term to find a sufficiently rich subset of the configuration space where the eigenvalues
of H, are well spaced. We then invoke analytic estimates of Cartan type, developed ear-
lier by Bourgain [B1] for an alternative approach towards Wegner’s estimate, the key
technical input of multiscale analysis. A similar analytic estimate was employed in the
related paper [IM], where localization and level spacing for a specific lattice model with
non-monotone rank-2 random potential has been considered. This is however the only
commonality of the two ([IM] and ours) approaches.

One of our results is a Minami-type estimate for continuum random Schrddinger op-
erators H,, = —A + V,, near the bottom (= 0 without loss of generality) of the spectrum.
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Although this bound is much weaker than the usual Minami estimate known for H2, it is
sufficient to yield Poisson statistics for the point process of rescaled eigenvalues of H,,.
We now present an informal version of this estimate (its precise statement will be formu-
lated in Section 2). There exists £y > 0 such that for all K > 0 and sufficiently large
L>1,

P(tr Lg—s,£+6)(Hu,1) = 2) < CxL*8|log 8|7, (1.1)

provided that § < 1. This bound in turn is a consequence of our main technical re-
sult, a probabilistic estimate on the level spacing, i.e. the minimal distance between dis-
tinct eigenvalues (counting their multiplicities) of a self-adjoint operator in some spectral
range. Informally, there exists Egp > O such that

P( sup g s pi0)(Ho) = 2) = CL exp(—llogs] /") (12)
E<Egp

for L > 1 and § < 1. Beside the application to level statistics discussed above, the
bound (1.2) is also of independent interest. For instance, it allows one to deduce simplicity
of point spectrum below the energy Ejg, (via the method in [KM]). The level spacing
is also expected to play an important role in the localization studies of an interacting
electron gas in a random environment—a subject of growing importance in theoretical
and mathematical physics. In this context, the limited evidence from perturbative [FA,
AGKL, GMP, BAA, I] approaches supports the persistence of a many-body localized
phase for one-dimensional spin systems in the presence of weak interactions.

The paper is organized as follows: In Section 2 we first introduce the model, a standard
continuum random alloy-type Schrédinger operator, and discuss our technical assump-
tions. We then present the main results and outline their proofs. In Section 3 we formulate
and prove some preparatory lemmas on clusters of eigenvalues. Sections 4 and 5 contain
the proofs of our two main results, Theorems 2.1 and 2.4, that correspond to the infor-
mal estimates (1.1)—(1.2) above. These bounds yield statements on simplicity of spectrum
and Poisson statistics for H,, by known techniques [CGK1]; we outline these arguments
in Section 6.

2. Model and results

2.1. Model

We consider a standard continuum alloy-type RSO

Hy = —pA+Vy=—pA+ Y orVi 2.1)
kezd

for ;1 > 0, acting on the Hilbert space L?(R¢). Here V,, is a random alloy-type potential
with random coupling constants £2 3 w = (wx )z« taken from a probability space (€2, IP)
specified below. We now introduce technical assumptions on our model which we assume
to hold for the rest of the section.
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(V1) The single-site bump functions Vi are translates of a function Vy, Vi (1) = Vo(u—k)
foru € R? and k € Z4. There exist constants v_, v+ € (0,1]and r, R € (0, c0)

such that
V_xB,0) < Vo < V1 XBr(0)- (2.2)
(V2) The random potential satisfies a covering condition: For constants V_, V. € (0, 1]
we have
V. < Z Vi < Vi (2.3)
kezd

(V3) The random couplings @ = (wi)yeze € RZ* distribution is given by P := Q,a Po.
The single-site probability measure Py is absolutely continuous with respect to
Lebesgue measure on R. Its Lebesgue density p € L°°(R) satisfies supp(p) <
[0, 1].

The assumptions vy, V. < 1 and supp(p) C [0, 1] are made for convenience. The
covering condition from (V>) is necessary for Theorems 2.4 and 2.5 below, but not for the
level spacing estimate, Theorem 2.1. One could also include more general background
operators H, instead of —uA. However, in contrast to the situation for the classical An-
derson model Hy, the choice of H, is not arbitrary. For further comments we refer to the
discussion in Section 2.3. On the other hand, the regularity assumption on Py in (V3) is
the principal technical assumption here.

Before we state detailed versions of our results, we introduce notation and review
some well-known properties of the random operator introduced above. For a Borel-mea-
surable set A C R? let x4 be the L2-projection onto A. The finite-volume restriction
of H, to an open set U C R is defined as

Hou = —nAv+ ) oV V= quVi, 24)
kezd

where — Ay is endowed with Dirichlet boundary conditions. Hence the random potential
Vaf] = ) kezd Ok VkU may depend on random variables from an R-neighborhood of U
and the random operators H,, y,, H,, y, are independent if dist(Uy, U>) > 2R. Here,
dist(A, B) := inf{la —b| : a € A, b € B} for A, B C R? and |x| := max; |x;| for
x € RY. This choice of the finite-volume random potential matters to some extent in
the proof of Theorem 2.4. By Ay := [—L/2, L/2]‘1 and Ay (x) := x + Ar we denote
the box of side length L centered at 0 € RY (x € R, respectively), and abbreviate
H, 1 = H,, A, .In the same vein we set VkL = VkAL etc.

The first property we need is a bound on the probability of spectrum of H, ; in
an interval I, known as Wegner’s estimate. It was first proved for the classical An-
derson model H4 in [W] and later generalized substantially due to its central role in
multiscale analysis. For further references and more recent developments we refer to
[CGK2, RMV, Kle].

(W) For fixed E > 0 there exists a constant Cw = Cw_ g such that
P(tr1;(HyL) > 1) < CwL%|I]| (2.5)

for intervals I C [0, E].
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This estimate in particular implies regularity of the integrated density of states. Due to
ergodicity of H,, almost surely (with respect to IP) the function

N(E) = Jim L™ tr 1 (oo, 51(Ho.1) (2.6)
— 00

is well-defined for all E € R and is non-random [CL, PF]. Wegner’s estimate ensures
that V' is Lipschitz continuous and possesses a Lebesgue density n := A, the density of
states of H,,.

The second property that we employ is exponential spectral localization, which for
the model considered here is known to hold at the bottom of the spectrum. Both methods
to study this phenomenon that were mentioned in the introduction have been extended to
continuum RSO, initially in [CH, AE™]. For recent developments and further references
we refer to [BK, EK, GHK]. We will work with the technically slightly stronger output
generated by fractional moment analysis. For x € R let Xx = Xx4A,-

(Loc) There exist Ejoc > 0, 1 > s > 0 and constants Cjoc, m > 0 such that for all
E < Epcandall x,y € R4,

sup E[llxx RE(He, ) xylI°1 < Croce ™! Q2.7
UcR4

for all x, y € R?. Here the supremum in U is over open and bounded sets and
R.(A) := (A — z)~! denotes the resolvent of an operator A for z € C \ o (A).

In [AE™] the bound (2.7) is proved with a boundary-adapted distance function in the
exponent. As noted there, for Hamiltonians without magnetic potentials, (2.7) also holds
true with the usual distance | - |; see also [BNSS].

2.2. Results

Let E;"L, i € N, denote the eigenvalues of H, ; in ascending order. Here and in the
following, the eigenvalues are counted according to their multiplicity. To quantify the
level spacing of the operator H,, 1 in an interval I C R we set

spac; (Hyp,1) == inf{|E}’, — E}’;|:i # j, E,, E; €1} (2.8)

and denote spacg(Hy,1) = SpaC(_ o, E](Hw, 1) for any E € R. The function
spac; (H,, 1) is, by Weyl’s inequality [K, Ch. 4, Thm. 3.17], continuous for an appropriate
topology on 2 and therefore measurable. The first result of this paper is a probabilistic
bound on the minimal spacing of eigenvalues below the energy

,urer_

Egpi=— 2.9
T OR2(2R + 1)duy 29)

As far as dependence on V,, is concerned, this threshold is certainly suboptimal. But, re-

gardless of the choice of random potential, the method below is limited to Ep < k;N) /2,

where )LEN) is the second eigenvalue of the Neumann Laplacian on supp(Vp) (provided
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that the boundary is sufficiently regular). This is related to the fact that the spectral pro-
jection of this operator onto [0, AEN)) is rank-1, which we use explicitly in our reduction
scheme, Lemmas 4.1-4.2 below. However, one can still partially carry out this reduc-
tion for an arbitrary fixed interval [0, E]. In the discrete setting, this output is sufficient
to establish a weaker result, namely compound Poisson statistics, [HK]. We expect that
an adaptation of the method to our context will show compound Poisson statistics for
energies above Egp.

We state two versions of the level spacing estimate. The first—stronger—estimate
relies on localization but does not require any additional assumptions besides (V7)—(V3)
above.

Theorem 2.1 (Probabilistic level-spacing estimate, Version 1). For a fixed energy E <
min{Esp, Eloc} there exist Lyp = Lsp g and Csp = Cyp g such that

P(spacg (Hy, 1) < 8) < CspL? exp(—|log §|1/O9) (2.10)
for L > Ly and § < 1.

An estimate such as (2.10) is typically used (as in this paper) to derive spectral properties
of systems that exhibit localization. However, it is reasonable to expect that the estimate
itself should not rely on localization per se, as long as some disorder is present. This is the
case for the classical Anderson model H#, where the Minami estimate holds irrespective
of localization. We corroborate this intuition in our second version of the level-spacing
estimate. To this end, we will use the following additional assumption:

(V4) The single-site probability density p is Lipschitz-continuous and bounded below,

K:= sup M<oo and p_ = n}(i)nl]p(x)>0. (2.11)
x€[0,

xyel0,1] X — Yl
Xy

Theorem 2.2 (Probabilistic level-spacing estimate, Version 2). Assume that (V4) holds.
For fixed E € (0, Esp) and K > 0 there exist Ly = Lsp g x and Cgp = Csp £ Such
that

P(spacg (Hy. 1) < 8) < CspL*|log 8] 7X (2.12)

for L > Lgpyand § < 1.

In Section 4.2 the probabilistic level-spacing estimate (2.12) is in fact proved for the
larger class of deformed random Schrodinger operators H, = H, + V,,, where H, =
—uGAG + V,. Here, G, V, are sufficiently nice periodic potentials where V, is small in
norm and G > G_ > 0 for a constant G_. This enlargement of the model, which does not
alter the arguments but complicates notation, is necessitated by the proof of the Minami-
type estimate, Theorem 2.4 below. There we use deformed operators with G = V~1/2
and V, = EV~! as auxiliary operators. For a short description of this step we refer to
Section 2.3.
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Degenerate eigenvalues of Schrodinger operators are typically caused by symmetry.
Randomness tends to break symmetry and accidental degeneracies in generic random
models are expected to occur with probability zero. The first result on simplicity of RSO
goes back to Simon [S1], who proved almost sure simplicity of the eigenvalues of the
standard Anderson model H4. In [JL] the almost sure simplicity was extended to the
singular spectrum of H,4. The simplicity of pure point spectrum was also derived for
some other forms of random potential in the discrete case in [NNS].

Here, we use a different route to establish this assertion which goes back to Klein and
Molchanov [KM]. Namely, the level spacing estimate, together with the argument from
[KM, CGK1], yields simplicity of the pure-point spectrum of the infinite-volume operator
H,, below min{Egp, Ejoc}.

Corollary 2.3 (Eigenvalue simplicity). The spectrum in [0, min{Ep, E\oc}|No (H,) al-
most surely only consists of simple eigenvalues.

We continue with the Minami-type estimate, which we prove for energies below
_EgV_ ur2v?

Ve 2R2QR+ 1DAViuy

For its proof we employ Theorem 2.2 although a similar result could be deduced by
working with Theorem 2.1. This would result in a faster §-decay in (2.14) below but
possibly (depending on the size of w) restrict the energy range from Ey to min{ En, Eloc}-

We note that Assumption (V4) is required in the proof of Theorem 2.4 below even if
Theorem 2.1 is used.

Ewv

(2.13)

Theorem 2.4 (Minami-type estimate). Assume that (V4) holds. For fixed Eq < En and
K > 0 there exist Lym = Lm,Ey,k and Cv = Cwm,Ey, x > 0 such that the following holds.
For E < Ey,

P(tr Lig—s,£46)(Ho,1) = 2) < CuL*5|log 8| ¥ (2.14)

forall L > Lyrand § < 1.

Theorem 2.4 is sufficient to prove, with the method from [Min, M, CGK1], that the point
process given by the properly rescaled eigenvalues around some small energy E weakly
converges to a Poisson point process as L — oo. The point process of the rescaled
eigenvalues of H, ; around a fixed reference energy E € R is given by

Ef »(B) :=tr(lp ;-ap(Hy 1)) (2.15)
for bounded, Borel-measurable sets B C R.

Theorem 2.5 (Poisson statistics). Assume that (V4) holds. Let E < min{E\, Eloc} be
such that the integrated density of states N is differentiable at E, with derivative N'(E) =
n(E) > 0. Then, as L — oo, the point process & é » converges weakly to the Poisson point
process on R with intensity measure n(E)dx.

Under assumption (Vy) it follows from [DG™] that n(E) > 0 for (Lebesgue-) almost
every E € (0, min{Ej,, V_}). Hence the conclusion of the theorem holds for almost
every energy E € [0, Ev].
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2.3. Outline of the proofs

In this section we comment on the arguments pertaining to the proof of Theorem 2.1.
The principal ideas used to establish Theorem 2.2 are similar to the ones discussed below.
We also address the derivation of Theorem 2.4 from Theorem 2.2. We will not comment
on the proofs of the applications, Corollary 2.3 and Theorem 2.5, as they follow via the
strategy developed earlier in [KM, Min, CGK1].

The known strategies to obtain a Minami estimate rely on the fact that the random
potential itself, i.e. the operator V,,, readily satisfies this bound. Combined with the rank-1
structure of single-site bump functions in Hy4, this feature allows one to prove a Minami
estimate for an arbitrary choice of the non-random local operator H, in Hy4. Therefore it
does not come as a surprise that the method already breaks down for the dimer potential,
where the single-site bump functions are translates of u = 1o 1}, a rank-2 operator.
Consequently, the effect of the kinetic energy term H, has to be taken into account in
order to prove a Minami-type estimate for, say, the dimer model.

Typically, degenerate eigenvalues are a manifestation of symmetry within the system.
A ‘typical’ kinetic energy term on a generic domain, say the Laplace operator on a box,
only possesses—if any—global symmetries. In contrast, “independence at a distance”
property of the random potential ensures that the symmetries of the random potential—if
any—are local. The idea now is to harness the random potential to destroy global symme-
tries of the kinetic energy and, in turn, to use the repulsion of the kinetic energy to destroy
local symmetries. A qualitative implementation of this observation was employed in the
works [S1, NNS] and [JL] to prove simplicity of the point spectrum, respectively the
singular spectrum.

Utilizing Wegner’s estimate and localization we first reduce the level-spacing estimate
(2.10) to the analysis of small clusters of at most o eigenvalues, ¢ ~ |logd|” <« L, for
some y < 1, which are separated from the rest of the spectrum by a small spectral gap of
size § <« & < [logs|~!.

For such a cluster we apply a Feynman—Hellmann type estimate, Lemma 3.1. The
Feynman—Hellmann theorem states that for self-adjoint operators A, B and a one-pa-
rameter spectral family s — A + sB we have tr PiB = 9 ES tr P, where P, denotes
the projection onto a cluster of eigenvalues and E® denotes the central energy, i.e. the
arithmetic mean of the eigenvalues in the cluster. In Lemma 3.1 we show that a stronger
statement holds under the assumption that the cluster is tightly concentrated around E*,
namely that Ps(B — o, E ) P is small in operator norm.

We next argue that low lying eigenvalues cannot cluster everywhere in the configura-
tion space. Let us assume we have bad luck and the cluster of at most ¢4 eigenvalues is
tightly concentrated around its central energy for configurations in a small neighborhood
of some wp € 2. We then apply Lemma 3.1 for every k& € 'y to the spectral family
s +> Hgy, L + sVi. As an output, we find that the tight concentration of the cluster orig-
inates from high amount of local symmetry. More precisely, for every k € I'y, one of the
following two scenarios applies: Either all eigenfunctions of the cluster have almost no
mass on supp(Vy) or they form an almost orthogonal family when restricted to supp(Vx).
Via a bracketing argument we utilize this to conclude that the central energy E“0 of the
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cluster has to be 2> A(ZN), the second eigenvalue of the kinetic energy H, restricted to
supp(Vx) with Neumann boundary.

After iterating this argument, we find that for a cluster of eigenvalues < )Lgm there
exists a quite rich set of configurations for which the eigenvalues of the cluster are rather
far apart from each other. Let wg be such a configuration. The spectral gap surrounding
the cluster ensures that quantities such as the central energy and the local discriminant of
the cluster, defined in (3.19), can be extended to complex analytic functions in a vicinity
of wo which is roughly of linear size . We can now use a version of Cartan’s Lemma,
Lemma 3.4, to show that in a neighborhood of the good configuration the eigenvalues
of the cluster are still spaced with high probability. After collecting all the probabilistic
estimates performed along this argument one obtains Theorem 2.1.

For the proof of Theorem 2.4, let us for the moment assume that ", ,« Vi = 1.
The principal idea leading from Theorem 2.1 to a local estimate is to clone the interval
J = Jp:=[E —§, E + 4] for which we want to prove (2.14). Let {Jk}f:1 be K disjoint
intervals of length 28 and such that dist(Jy, Jo) < K8 <« 1. We now utilize that (in view
of ) Vi = 1) ashift {wy }x — {wk + €}« in the configuration space results in an energy
shift by ¢. Together with the homogeneity of the single-site probability measures—which
is where the additional assumption (V4) enters—it implies that

P(spacJO(Hw,L) < §) ~ }P’(spacjk(Hw,L) < §). (2.16)
Summing both sides over 1 < k < K then yields
P(spac;, (Hp,L) < §8) < K_l]P’(spacESp(Hw,L) < é), 2.17)

by arguing that the events on the right hand side of (2.16) are nearly disjoint. By choosing
K = (L98)~! we ensure that dist(Jg, Jo) < L=, which turns out to be a sufficient
condition for (2.16) to hold. On the other hand, this yields the additional factor of § on
the right hand side of (2.17) and allows us to apply Theorem 2.2 to finish the argument.

In order to remove the constraint V = ; .74 Vi = 1 we consider the auxiliary oper-
ator Hf =yl 2(Hw —Eyv-VY 2. This motivates the introduction of the larger class of
deformed random Schrddinger operators in Section 4 for which we prove Theorem 2.2—
see Theorem 4.3. We then repeat the line of arguments above to conclude that (2.14) holds
for the operator Hf at energy zero. Exploiting that the spectrum of H,, around energy E
and the spectrum of Hf around energy zero are in good agreement (see Lemma A.1 for
details), we finally obtain the same estimate for H,, around energy E.

3. Clusters of eigenvalues

For the whole section let A be a self-adjoint operator on a separable Hilbert space H
Moreover we denote by I C R the interval which contains the cluster of eigenvalues and
by ¢ the size of a spectral gap around /, with

1] <1/2 and 0<e <1/12. 3.1)
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Throughout the section we also assume that
n:=tr(l;(A)) <oo and dist(l,o(A)\ ) > 6e. 3.2)

The explicit choice of numerical values in (3.1) and (3.2) is not particularly important.

3.1. A Feynman—Hellmann type estimate

In this subsection we consider the one-parameter operator family
(—e,e) >35> Ay ;= A+ 5B, 3.3)

where B is a bounded and self-adjoint operator with || B|| < 1. For the enlarged interval
I, := I + (—¢, ¢) the properties (3.2) yield

n=tr(l7,(As)) and dist(lg, 0(As) \ 1) > 4e (3.4
forall s € (—¢, €). Forsuch s let EY, ..., E; denote the eigenvalues of A in I, counted
with multiplicities. B

For the arithmetic mean E* = n~! Zi E} of the eigenvalues of Ay in I, the

Feynman—-Hellmann formula gives tr 1;, (A;)B = nd; E,. The next lemma provides ad-
ditional information under the assumption that the n eigenvalues in I, are moving as a
small (in comparison to ¢) cluster in the coupling parameter s. For the rest of the section
we use the notation P := 1, (Ay) fors € (—¢, ¢).

Lemma3.1. Let0 <6 <e&. If

sup sup |E] —E°| <, (3.3)
se(—e,e)i=l1,...,n
then )
sup || Ps(B — 9:E*)Ps|| < 9/8/e. 3.6)
s€(—e¢,€)

In the proof of Lemma 3.1 we apply the following bounds which are, for convenience,
proven at the end of this section.

Lemma 3.2. Fors € (—¢, €) we have
1 5 1
05 Psll < 5= and |05Psll = —. (3.7)
2¢e e

If moreover (3.5) holds for 0 < § < ¢, then also
187 (Py(A; — E)Py)|l < 7/e. (3.8)

Proof of Lemma 3.1. Assumption (3.5) gives

(As — EF)Pg|| < 6. (3.9)
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Let Ty = Py(A; — E®) P;. Then differentiation of 7T, together with (3.7) from Lemma 3.2
and (3.9), yields

| Ps(B — 9, E°) Py|| < 2)|95 Pyl |(As — E*) Pyl + 1105 T |
<8/ + 0sTs|. (3.10)

The lemma follows if || 0575 || = maxgep (P, (05T5)(s0)P)| < 8+/8/¢ forall s € (—¢, €).
Assume by way of contradiction that there exists so € (—¢, ¢) and a normalized ¥ € H

such that [ (Y, (35T5)(so)¥)| > 8/8/e. Set Ty y, := (Y, Tr). Then either (95T ) (so) >
8/8/e or (05T, y)(s0) < —84/d/¢, and without loss of generality we can assume the
former relation. Using the bound (3.8) from Lemma 3.2 we find that for s; € (—¢, €),

05T,y ) (51) = (05 T,y ) (s50) — g|S1 — ol = 8@— lel — ol (3.11)
by the fundamental theorem of calculus. Hence for any s in
={s € (=&, &) ¢ |s — 50l = v/3¢/2)
we have (95T, 4 )(s) > 9\/5/(2\/5). It implies the existence of s, € S such that

Voe 95 5

8= 1Tyl = NG |s0w|_4,

(3.12)

a contradiction. ]

Proof of Lemma 3.2. Let I = supl and I_ = inf/. We denote by yj . the con-
tour consisting of the oriented line segments [/ — 3e 4 ioco, I — 3¢ — ioo] and
[I+ 4+ 3¢ —ioo, I+ 4+ 3¢ + ioo]. On ran(yy ) the resolvent of A can be estimated as
IRx+iy (A < ((26)* + y») ™/ and hence

1
0, P|| = —
I Pl = 5 /V
< 1/(1 ! = ! (3.13)
“nJr y(2£)2+y2_28’ '
1
||33Px||=—f
T Yl.e
< fd ! _ ! (3.14)
S b @y T re |

We next turn to estlmatlng (3.8). For the rest of the proof we set P := Py, P = = 0d; Py and
P = 82P as well as E := E*. We have

3 (P(A, — EYP) = PP(A, — E)P + P(A, — E)PP + P(B — E)P. (3.15)
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Taking the second derivative, we get

32(P(As — E)P) = {(P(A; — E)P + P*(A; — E)P + PP(B — E)P
+ PP(A; — E)P) +hc) +{P(B—E)P +hc)— PEP  (3.16)

This yields
15 (P(Ay — EYP)|| < 21|l [(As — E)P|| + 4| P (A; — E)P||
L8P+ |E], (.17)
where we used ||P| = 1, |[B|| < 1, and the fact that the first derivative of E =
n~Ltr(PA,) satisfies
1<E= rll(Ztr(PPAS) + tr(PB)) = %tr(PB) <1. (3.18)

Using now the estimates (3.7), (3.9), and E =n"! tr(P B), we obtain
8 4 1 25 5

_ 8
Z(P(As —E)P)|| <2— 44—+ -+ —< 5+ = O
195 (P(A: = )P = T R

3.2. The local discriminant and a Cartan estimate

With the notation from the preceding section, if at least two eigenvalues of A are inside /
and n > 2, then we define the local discriminant of Ag on I as

disc, (Ay) =[] (B} - E})? (3.19)

l<i<j<n
for s € (—¢, &).

Lemma 3.3. The local discriminant, interpreted as a function (—¢, €) 3 s — discy, (Ay),

has an extension to a complex analytic function on Bécs = {z € C: |z]| < 3¢} which is
bounded by 1.
Letnow N € N and 0 < By < 1 be self-adjoint operators for k = 1, ..., N such that
> 1 Bx < 1. We consider the N-parameter spectral family
N
(—e.e)N 55:=(s1.....58) > A+ ) 5B (3.20)
k=1

Then the following version of Cartan’s lemma holds for the local discriminant.

Lemma 3.4. Iffor fixed 0 < 8y < ¢ there exists sg € (—¢, €)N such that

spac;, (Asy) > do, (3.21)
then there exist constants C1, Cy (independent of all the relevant parameters above) such
that

Cy | logé
l{s € (—e. &)™ : spac; (As) < 8}| < CIN(2e)™ exp( ——2|—= (3.22)
e n? |log 8o

forall § € (0, 1).
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Proof of Lemma 3.3. Thanks to (3.2), we have 17, (As) = 1, +r(Ay) and 1jc(Ay) =
1 13rg+,-R(AS) for s € (—e¢, ¢). That is, the two projections can be extended to the complex
analytic operators

BS 35> Lpwin(Ay),  BS 350 i yp(Ay),

defined via holomorphic functional calculus [K]. Define

2= ps(z) = det(lp, (As)(Ay — 2) + 1p¢ (Ay)) = [E -2, (3.23)
i=1

which is a polynomial of degree n in z. Here the E; ;,i = 1, ..., n, are the eigenvalues of
A for s € (—3e, 3¢) counted with multiplicities. For fixed z € C the function s — p;(z)
can be extended to a complex analytic function pg(z) on Bécg, given by

B, 35> Bi(2) = det(lpy 1im(A)(Ag = 2+ Ipg pin(A)). (324)

If we write the polynomial as ps(z) = Y ;_, ax (5)zF, then the coefficients ax(s) are also
complex analytic on Bécs since they can be expressed via evaluations of py(z) at different

values of z, for instance via Lagrange polynomials. For s € BéCE the resultant of p; and pf,
which is a polynomial of degree n(n — 1) in each of the coefficients a,, (s), is then

res(ps, pg) = (=" T i) — 27, (3.25)

i<j

where the A;(s) are an arbitrary enumeration of the zeros of ps. For s € (—¢, &) this
agrees, up to the prefactor 1 in (3.25), with the local discriminant discy, (Ay) for Ag
defined above. This proves the first part of the lemma.

For the second part we note that the A; (s) in (3.25) are the eigenvalues of A; in Bécs.
Because 0 (Ag) C 0(A) + B<3C£ for s € B(CE, and because |I| < 1/2 and ¢ < 1/12, this
shows that [1;(s) — Aj(s)| < 1 fors € BS.. o

Proof of Lemma 3.4. We define the map

N
(—e.e)¥ 32:= (21....,2x) > F(2) := discy, (A + szBk>. (3.26)
k=1
Lemma 3.3 implies that for £ = (§;); € [—1, 11V the map
(—e, &) s> F(s&1,...,sén) (3.27)

can be extended to a complex analytic map on Bécs. If we set F.(z) := F(2¢ez) for z €
[—1/2, 1/2]N then [—1/2,1/2] 5 s +— F.(s&1,...,s&y) is real analytic and can be
extended to a complex analytic map on Béc/z with |F;| < 1. Since by assumption there
exists zg € [—1/2, 1/2]" such that | Fx(z9)| > 8”2, Lemma 1 from [B1] is applicable and

yields
log é
10:50 D G:28)

Hz € [=1/2,1/21" : |Fe(2)] < 8}| < C1Ne><13<—9

n2
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for 6 € (0, 1) and constants C1, C; that are uniform in all relevant parameters. Estimate
(3.22) now follows from (3.28) and

[{s € (—e, &) : spac; (As) < 8} < |{s € (—&, &) : discy, (As) < 8}
=|{s € (—&, &)Y : |F(s)| < 8}
=Qe)Vze[-1/2,121V 1 |[F.()| <8}). O

4. Proof of the level spacing estimates

In this section we prove Theorems 2.1 and 2.2. In the proof of Theorem 2.4 we have to
apply Theorem 2.2 for the auxiliary operators Hf described in Section 2.3. In order to
prove Theorem 2.2 and simultaneously establish the same result for the auxiliary opera-
tors, we prove a variant of Theorem 2.1 for the deformed random Schrodinger operators
—uGAG + 'V, + V,, where G, V, are bounded Zd—periodic potentials.

In the course of this section we denote both, the standard RSO and the deformed RSO,
by H,. To absorb this ambiguity of notation we specify the setup for each subsection
separately.

4.1. Existence of good configurations

In this section we work with the deformed random Schrédinger operators
Hy = —puGAG+V, +V,. 4.1

Here G, V, are bounded and Z¢ -periodic potentials and V,, = Zkezd wy Vi 18 as intro-
duced in Section 2. In particular, the properties (V1)—(V3) still hold. Moreover, we assume
that G satisfies G_ < G < G with constants G_, G € (0, 00).

The first step towards Theorems 2.1 and 2.2 is to prove that the configuration space €2
contains a sufficiently rich set of configurations for which the energy levels are well-
spaced. More precisely, let wp € 2 and assume that a cluster of eigenvalues is isolated
from the rest of the spectrum by a gap. Then the lemma below shows that there exists at
least one configuration close to wp such that the cluster literally separates into clusters
consisting of single eigenvalues. The lemma states that if localization for the cluster of
eigenvalues is known then the amount of random variables that is needed to obtain such
a ‘good configuration’ can be reduced to £¢ < L9 If localization is not known then the
lemma can still be applied for £ = L (see Lemma 4.5 below).

We first introduce some additional notation. For L > Olet 'y := Ap4yg N 74 be
the index set of relevant couplings for the operator H, ; and for x € Ay let 'y, :=
'L N Ag(x), where the dependence on L is suppressed in notation. In the same vein we
denote by wp, a,(x) and wy, AS(x) the restrictions of wg € [0, 1]'Z to the index sets IR
respectively I'z \ I'y . We also define the local subcubes Qé\e(x)(a)o) = wo,Ax) T+
[—e, e]ex for ¢ > 0. Moreover, for w; € [0, 1]7% we set
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0 (w1, @0) = @1 A X QMW ()
= {0 = (@150 @A) € [0, 11" 2 0,0 € QMO (@p)).  (42)
Forn e N,L > ¢ > 0 and r > 0 we define
ur?G*

— L = (Vo —wy L™ 26 /n Ty — ||V, 4.3
R i V- Ll ST = Vol 43)

gL,Z,n,r =

Lemmad.l. Let0 < ¢ < 1/12, r > 0 and m > 0 be fixed. Moreover, let L > £ >
@)V @) gnd wo, wy € [0, 11FL be such that the following hold:

) A
(1) w1,a,(0) € Q¢ 9 (@p).

(i) There exist eigenvalues E;’)l <...<EY' < &L o.n,r of Hy, 1 which are separated
from the rest of the spectrum: For the cluster C;' := {E{", ..., E;'} we have
dist(C?1, 0/ (Ha, 1) \ CV) > 8e. (4.4)

(iii) The spectral projection P, of Hy,, | onto the cluster CV is localized with localiza-
tion center x € Ay, i.e.
| Poy Layll < ™™ (4.5)

forall y € A that satisfy |x — y| > L.

Then there exists @ € ng,z) (w1, wo) such that
_min_ |EE, | — E?| > 8eg~(1-D@d+2n), (4.6)
Here, Ei‘) <.---<EYforwe ng’e)(w], wy) denote the ascendingly ordered eigenval-

ues of H,, 1 in the interval [E‘f)1 —2¢, EX' + 2¢].
Up to an iterative step, this lemma is a consequence of the following assertion.

Lemma 4.2. Assume that the assumptions of Lemma 4.1 hold. Then there exist ® €

Q&Z,(MH) (w1, wg) and 1 <k <n — 1 such that

EP, | — EP > 8e¢~ (42, 4.7)
Proof. WesetI := [ET)l — ¢, E;' + €], where the dependence of I on ¢ is suppressed in

notation. By Weyl’s inequality on the movement of eigenvalues and assumption (4.4) we
can without loss of generality assume that

dist(1, 0 (Hy,, 1) \ I) > 6¢. 4.8)

If this was not true, then (4.7) would readily hold. Another application of Weyl’s in-
equality yields tr1;, (H, ) = n for w € Qéx’@(wl,a)o), where I, ;= I + [—¢,¢] =
[Ei”1 — 2¢, E;' + 2¢]. This justifies the notation EY < ... < EY for the ascend-
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ingly ordered eigenvalues of H,, ; in the interval /.. For such @ we also define E® =
n! Z?:l E?. For notational convenience we set Q := ng’l) (w1, wp). We now assume
that
max max |E® — E®| < 8nef~ 24+, (4.9)
weQ i=1,...,n
For fixed k € I’y there exists —¢ < a; < & such that w; + ex(ar + (—¢,¢)) C 0.
Here ¢y is the unit vector onto k € I'y . Hence Lemma 3.1 can be applied to the operator
family

(—&,€) 35> Hyrerq.r +sViE (4.10)
for § = 8nel=24*+2 For P, := 1;,(H,.1) let

_ 1
afl = B E?)(@1) = — tr P, VF > 0, (4.11)
n
where we have used the Feynman—Hellmann theorem. Evaluation of (3.6) at s = —ay
yields the bound
| P, (VkL — oz,‘(”')Pwl I < 26\/56"’” 4.12)

for every k € I’y . We next decompose I'y , into disjoint subsets (U;),e7 such that
|k — 1| > 2R for k,l € U, k # [, and such that |7| < 2R + 1)4. For the sets Afe(k) =
Ag(k) N A, k € T, we then have AL (k) N AL (k') = @ for k, k' € U, with k # k'. For
fixed t € 7 Neumann decoupling yields

(N)

A%(k))G —nl|Voll, (4.13)

tr Py Hoy L = Y tr Py, G(—pA
keU;

where we have also used Viw; x > O for all k € U; C I'y . After summing (4.13) over
t € T, we obtain

tr Py Hop . 2 QR+ 17 )" tr Ple(—MAX\Q(k))G —n|V,]. (4.14)
kelg x R

Since A% (k) is a hyperrectangle with side lengths bounded by R, we have

(N) n’
—A > __Ry, 4.15

where Ry is the projection onto ran(AE\AQ (k)). With the shorthand notation
R

Cok 1= GXAL ) Por XpL 19 O
we conclude that

pr?

(4.14) > RORT > trCop kR — Vol (4.16)

kel"g,x
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Next, we bound the trace on the right hand side as
/
tr Cooy e Rk = 1t Canp k= 1 Coo k (K gy = R = 0 Ca sk = ooy i = ) vy (417)

where (v;); are the eigenvalues of C,,, ; counted with multiplicity and Y~/ stands for the
sum of all but the largest eigenvalue of C,,, . Here we have also used rank(x N Ry)

= 1. Since 0/ (Coy ) \ {0} = 0 (Poy XL g G XLy Poy) \ {0} and, by (4.12),

G2 G2 —de
PwlXA[LQ(,()GZXAILJ,C)Pa,l > IPa,l vEip, > I(oc;:l —26/n """ P,,,  (4.18)

we deduce by the min-max principle that

1
trCopuRe = Y vy > ("~ 263/1 74 (tr Py, — 1)
+

(n—1HG*

= (" =26/ ). (4.19)
U4
This implies that
P H - M]‘[ZGE(H— 1) Z ( w] 26f£—d—r) ||V ” (4 20)
T e e r— — n —n . .
o Ho, L = R2(2R + 1)dv+ G o [4
Moreover, (4.5) and (4.11) yield
1 1
Yo == wPy V==Y wpl, Vv Ll (4.21)
kel . L= n e,

Now we can use tr P, VL > nV_. Putting all bounds together, we get
kel 1Yk g g g

Fo=Lup m L> L(V — vy L™ 26 /n ") — | Vol
no OTOCE T ORIOR 4 Dduy T ¢
= EL,l,n,r- o
Proof of Lemma 4.1. First, we apply Lemma 4.2 to the cluster C,° = {E{", ..., E;"}

and the set Qg := ng,ﬁ) (w1, wp) in configuration space. We conclude that there exists
w2 € Q1= 0% i, (@1 wp)and 1 <k < n — 1 such that

@0,2 0,2 —(2d+2r)
E o —E > 8el ", 4.22)
If ki = 1 or kj = n — 1 then we isolate one eigenvalue from the rest of the eigen-
values and only proceed with one cluster of eigenvalues. In the other cases we obtain

two sets of eigenvalues Ei‘” < ... < E,(:)lo‘z and E]L:lofl < ... < Ez)o,z which both
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satisfy (4.4) for &1 := ¢~ 4+2)_ We then apply Lemma 4.2 to the set of eigenval-
. . Z
ves EY? < o < EpPY. This yields w3 € Q2 = Q) | s (@1, @02) and
1 < ky < k; — 1 such that
Ep — EQ > 8124420, 4.23)

Set &y 1= 815_(2‘“‘2’). Then since |wy — w1|eo < €1 — &2 We have

E% — E > 8s1 —2(e1 — £2) > 862 (4.24)
by Weyl’s inequality and we can apply Lemma 4.2 to the set E;:]ofl < ... < EN
of eigenvalues. Overall we find wp4 € Q3 = Q82_82@—Qd+2r) (w1, wp,3) and up to four

clusters of eigenvalues which are separated from each other (and the rest of the spectrum
of Hy) by 8g3 := 820~ 24+2") 'We repeat this procedure at most n — 1 times until each
cluster consists of exactly one eigenvalue. O

4.2. Proof of Theorem 2.2

The setup is as in Section 4.1, i.e.
H, :=—-uGAG+V,+V, (4.25)
and G, V,, V,, satisfy the conditions specified there. Let

urlV_G2

Ep =——————|Vull. 4.26
sp 2R2(2R+1)d7)+ ” 0” ( )

Next is this section’s main result, which for G = 12 a) gives Theorem 2.2.

Theorem 4.3. Assume that (V4) holds. Then for fixed E € (0, Esp) and K > 0 there
exist constants Lg, = Ly gk and Csp = Csp g g such that

P(spacg (Hy. 1) < 8) < CspL*|log 8]~ X 4.27)
for L > Ly and§ < 1.

In order to extract (2.14) at energy E from (4.27) we have to apply the estimate mul-
tiple times for the E-dependent potential V, = EV~! and for a set of slightly varying
L-dependent coupling constants ;. This is why we will occasionally comment on the
stability of constants as functions of V,, and p variables.

Besides the existence of good configurations for clusters of eigenvalues established
above, the second ingredient for the proof of Theorem 2.2 is a probabilistic estimate on
the maximal size of generic clusters of eigenvalues. For lattice models, such estimates
follow from an adaption of the method developed in [CGK1] (see [HK]). The following
assertion extends this idea.
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Lemma 4.4. For fixed E > 0 and 6,9 € (0, 1) there exist constants cy = cg,g and
Cyp = Cp.g > 0 such that

P(tr 17 (Hy,r) > coll|™%) < CoL?|1)>77 (4.28)

for all intervals I C (—o0, E].

Proof. As in the proof of Lemma A.2, we apply Lemma A.l to estimate, for a fixed
interval I := Eo + [—8G_',8G_!] C (=0, EJ,

tr 17 (Hy,) < tr {5 5(Hyp 1), (4.29)
where H, := —puA + G2(V, — Eg) + G~2V,,. Then (4.29) implies
P(tr1;(Hy ) > C) < P(trlj_s.5;(Hy.) > C) (4.30)

for any C > 0. We denote by £(&, ﬁa‘)"f ,H “"_l) > 0 the spectral shift function at
energy & of the operators

H = Hyp — 0,G™2Ve and HO[' = Hyp + (1 — 0)G2Ve. (431
We then define the random variable

X, := sup essinf (&, H“"_O, wx_l) >0, (4.32)
e, E€l—8.6]

where I'p := Ap4+p N 74. Because X, is integer valued, we have

P(tr 1—s.5)(Ho.) > Xo)
=< E[trﬂ[—S,S](Hw,L)(trﬂ[—S,S](Hw,L) - XW)ﬂ{tr]l[,a,a](ﬁw,L)>Xw}]' (4.33)

Omitting the w, L-subscripts for the moment, we get, for £ € [—§, 8] and x € ',

85,51 () = (Lo, () = W1 (D) - tr(L w1 () = Wow, 51 (D)
< tr(L(—o0,5)( Fee=0y _ L] (gwxzo))
(L ooy (H™0) — Lo 1 (FD))
(1 o) (1) = 1o _gy (1))
(1 Coog)(H) = T(Loog(H*=1))
< tr 5,0 (H* ") + tr L _s 5 (H*=")
+ 6 S EEE, (4.34)

Since the inequality holds for all £ € [—4, §], we obtain

tr]l[_g’g](ﬁ) < tr]l[_a,g](ﬁw"zo) + tl‘]l[_g,g](ﬁw":” + X. 4.35)
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Next we use (4.35) to estimate (4.33). We first note that for a constant C{V the Wegner
estimate
E[tr]l[_s,g](H‘“*— )] < Cy L% (4.36)

holds, for instance via [CGK2] or [Kle]. With (4.36) at hand we obtain
433) < V-G > E[tr G Vil _s5)(Ho.1) tr s, (HT )]

xel'p
+ V_Gi_ Z IE[tI‘G_2Vx]l[_(g’(g](ﬁa,’L)tI‘]l[_(s,g;](I‘IwA 1)]
xel'p

< Cp(28)>77 L™, (4.37)

In the last inequality we have applied the Birman—Solomyak formula [BS] to obtain
| dowe v = [ deee Ay AT @3
[0.1] [—4,8]

The estimate then follows from the local L”-boundedness of the spectral shift function as
a function of energy [CHN], applied for p = 9.

We finish the argument by proving the upper bound X, < cg|1|~?, where ¢y does not
depend on w. After estimating X, as

1
X, < sup — dEEE HIT HOTY
xel'p [—3,68]
- " 0
< sup (28) 7 ( / dEEE HY T, H;"*'L:‘)l/‘)> (4.39)
xelg [—5,8] ’ ’

we can again apply the local L”-boundedness of the spectral shift function, this time for
p = 1/6, to obtain X,, < cy|I]77. o

Before we start proving Theorem 2.2 we state a version of the ‘good configurations
Lemma’ 4.1 which is adapted to the present situation, i.e. L = £ and r = d/2 + 1.

Let

un’G>

— = (V. —26nL%h, 4.40
2R2(2R + l)dv+( Vn ) (4.40)

EL,n =

where we have omitted the term v, Le~"L which does not appear in (4.21) in the £ = L
case. The choice r = d/2 + 1 ensures that for Es, — &, ~ «/n L~™271 < C; L™}, with
C; as in Lemma A.2.

Lemmad4.5 (Lemma4.1 for{ = L,r =d/2+1). Let0 < ¢ < 1/12, L > 1 and
wo, w1 € [0, 117 be such that the following hold:

(1) w1 € Qe(wp).
(i) There exist eigenvalues EX' < -.. < E}' < &1, of Hy, 1 which are separated from
1 , 15
the rest of the spectrum: For the cluster Cy' = {Ef)1 sy EXVY we have

dist(C®', 6(Hypy 1) \ C21) > 8e. (4.41)
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Then there exists ® € Q¢(wp) such that

min |E®,| — EP| > 8L~ (" DGd+D), (4.42)

i=1,..., n—1

Here, EY < --- < E}) for o € Q(wo) denote the ascendingly ordered eigenvalues of
H,, 1 in the interval [E{" — 2¢, Ep" + 2¢].

Proof of Theorem 4.3. For fixed E € (0, Ep) we first decompose [—||V, ||, E] into a
family (K;);cz of intervals with length |K;| = « < Esp, with |K; 41 N K;| > «/2, and
such that |Z] < 2(Egp + IVolDk~' 4+ 1. Leti € Z and define Kig: = K; +[—8e¢, 8¢] for
e €(0,1/12). Let 8 € (0, 1). Then the probability of the event

Qe = {trlx, (Ho 1) < colKi| ™ and trlg, g \k,(Hor) =0} (443)
can be estimated by Wegner’s estimate and Lemma 4.4 with 9 = 1/2 as
P(Q,) > 1 —16CwLYe — CL* /2. (4.44)
For 0 < § < «/2 this yields
P(spacg(Hy, 1) < 8)

< Z]P’({spacKi (Hy 1) < 8} N Qie) + 16Cw|Z|L% + C|Z|L¥ 32, (4.45)
iel

We next partition the configuration space [0, 1] into (not necessarily disjoint) cubes Q s
J € J, of side length 2¢, ie. | Q)| = (2¢)/T'¢! such that

|71 < (@) + DI and Y P(Q)) < 1+4e[lLpy (4.46)
jed
Now, fixi € ZTand j € J such that Q; N Q; . # ¥, and let w; ; € Q; N Q; . This
configuration satisfies

nij =trlg, (le.’j,L) < c(;/(_e and dist(K;, G(le.’j,[‘) \ K;) > 8e. 4.47)

Due to the choice r = d/2 + 1 in Lemma 4.5, we have E < §; ;4. Hence the lemma is
applicable for sufficiently large L and yields @; ; € Q; such that

spack, (Hg, ;1) > 8eL ™ ~DEAHD), (4.48)

This in turn can be used as an input for Lemma 3.4 with 8y := 8¢L~(%.j=D3d+2) For
Q= XkeFL [aj k, bj k] we obtain
P(Q; N{spac, , (Ho,L) < 8})

=(IT s p)ltwe 0 : spack, , (Hor) <)
Kel'y, *€lajk:bj] ’

K2e\ el —clk?|log 5|
<1+ = LP(Q; 0 . (449
- 1( * ,o_) (Q/)eXp(|log88|+cg/<9 logL> (4.49)
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Here we have used n; j < cox —? and the fact that p satisfies (V4), which for k € I'f gives

sup  p(x) < inf ],o(x) + K2e < inf ],o(x)(l + @> (4.50)

x€laj k.bj il x€laj k,bjk x€laj k,bjk

The above estimate (4.49) holds for all pairs i € Z, j € J such that Q; N Q; . # ¥. So
far we assumed that 0 < & < 1/12and 0 < § < k/2 < Eg,/2. If weset J; :={j € J :
0;NQ; e #P})fori € Z, then

(445) < > > " P({spac, (Hy,1) < 8} N Q)) + 16w|Z|L% + C|Z|L* />
i€l jeJ;
< CyL e+ C' LM 1/?

K2e\ Tt —ck?|log 5|
+o L1+ = 1+ 4¢|T -1 0 .
! ( p_> ( ellLlp: )i exp [log 8| + cjx~f log L

For 0 < § < exp(—(log L)%) we now choose

k= |logd|~ 4 and e := exp(—|logs|'/*). 4.51)
Those choices in particular imply § < «/2 for sufficiently large L. Because ¢|I'z| < 1
for sufficiently large L we end up with

P(spacg (Hy 1) < 8) < CyL*|log 8|7/ B9 1 7L 10g 8]/ exp(—&g[log §]'/%%)
< CspL*[log 8|71/ @9 (4.52)

for a suitable constant Cs, and for L > Ly, where L), is sufficiently large. O

4.3. Proof of Theorem 2.1

For this section H, := —uA + V, denotes the standard random Schrodinger operator
specified in Section 2.

For the proof of Theorem 2.1 we apply Lemma 4.1 with two length scales £ < L. The
smaller scale ¢ serves two purposes. Together with localization it establishes a bound on
the maximal size of clusters of eigenvalues that is stronger than the corresponding bound
from Lemma 4.4. This is the reason why (2.10) is stronger than (2.12). Secondly, we use
the smaller scale £ to suppress the impact of the absolutely continuous density. This way
we avoid the additional regularity assumption (V4) from Theorem 2.2.

For the scale Lo, m" as in Lemma B.3 and L > ¢ > L), we denote by Q¢ the set
of w € Q that satisfy the following properties: For all eigenpairs (A, ) of H, ; with
A € (—00, Ejoc] there exists x € Ay such that

() Yy <e ™ forally € Ay with [x — y| > £ + 2R,
.. . —y
>i1) dlst(a(HA%(MR(x)),)L) <e e
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where we again use the notation Af(x) = Ay(x) N Ap. According to the same lemma
we have P(Q1°°) > 1 — L2de=m"t Moreover, for k > 0 we define

U(Hw’A2L£+4R(x)) N (=00, Eloc]
QKW = m dist and >3k ¢,
yeA -
- yieater T Ho 7 p) 11 (700 Eiecl
Q8 =V nQle, (4.53)

If the Wegner estimate (2.5) is applied to ‘boxes’ Aé@ 4g(x1) and Aée 44 (x2) with

dist(Aél par(x1), Aée 44 (X2)) > 2R, then the independence of the corresponding oper-
ators H,, AL g G and H,, AL ag () yields

P(trl;(H, AL, gen) = Land 0l (Hy ap ) > 1) < e 1)? (4.54)

for a slightly enlarged constant Cy,. Together with Lemma B.3 the probability of the
event 2§ can be bounded from below by

P(Q8) > 1 — 6Ca L2 % — L2 (4.55)
for L > Lioc, with Lo as in Lemma B.3.

Lemma 4.6. Let Lioc, m’ be as in Lemma B.3. Then, for L > £ > Lo and k > em't
with L2 < ™' the following holds. If v € Q8 and I C (=00, Ejoc] is an interval with
|I| < k, then

(i) there exists x = x,, € AL such that tr Ly (Hy )Xy < e m't forall y € A such that
lx —y| >3 +8R =1,
() tr1;(Hy ) < C{Zd, with constant C| specified in (4.57).

Proof of Lemma 4.6. Let I and w as in the lemma’s statement and let (¥, A;);c7 be
the collection of eigenpairs of H, ; with A; € I. For now we denote the localization
centers of v;, i.e. the points specified by Lemma B.3, by x;. Since w € QKW we thus have
diSt(O—(Hw,A%[+4R(Z))’ I) > i forall z € Ay with |z—x1| > 2¢+6R. Since by assumption

k > e this implies that |x; — x1| < 2¢ 4+ 6R for all i € Z. For the first statement let
x :=x1.Because |Z| =tr1;(Hy, 1) < C; L9 with Cy as in Lemma A.2, it follows that

trl;(Hy 1) xy < CiLYe™™* (4.56)

forall y € Az suchthat |x —y| > 3¢+ 8R. As L?? < ™! this proves (i). For the second
assertion, we use

2 —m'
U XapaL, o1 (Ho) < )0 wlj(Ho)xy < CiLYe ™ < Cy
yEZd
|y—x|>3¢+8R



1280 Adrian Dietlein, Alexander Elgart

by (4.56). This gives the estimate
i (Hor) < Cr+ e ooli(Hor) < Ci(l+ (6€+ 16R)Y) < Clet. (457

]

Proof of Theorem 2.1. The proof is similar to the one of Theorem 2.2. First, let
L > ¢ > Lioc and min{Ejoc, Esp} > « > 0 be such that « > e ™Mt and 124 < em't,
We again start by choosing a fixed E € (0, min{Ejoc, Esp}) and decompose [0, E] into a
family (K;);c7 of intervals of length |K;| = «, with |K;4+1 N K;| > k/2 and such that
|Z] < 4ESp/<’1 + 1. We also set K; g := K; + [—8¢, 8¢] for ¢ € (0, 1/12). By Wegner’s
estimate,

P(tr Lk, o \&; (Ho.2) = 0) > 1 — 16Cw L. (4.58)

i,8¢

If we define the event
QﬁK = Q8 N {tr Lk, g\, (Ho, 1) = O}, (4.59)
then for 0 < § < k/2 we obtain from (4.58) and (4.55) the bound

P(spacg (H, 1) < 8) < P({spacy(Hy. 1) < 8} N Q8) + 6Ca L2 0% c + L2 e~

< Y P({spack, (Hao.L) < 8} N Q5 ,) + BL b (4.60)

i€l
Here we have also abbreviated Ef, ¢ ¢ := C{,{,Ldk_ls + C{,’\,deﬁzd/c + L2e=m"l for a
suitable constant C{,. Lemma 4.6 implies that for fixed i € Z and w € Qf: . there exists

Xi.w € A (which we can assume without loss of generality is in Aﬁ = AL N Zd) such
that P; o, := 1k, , (Hy,L) is localized with localization center x; .,:

trxe Py <e ™t <emt (4.61)

forall x € Ay with |[x — x; | > 3¢ + 8R = ¢’ and a suitable 0 < m” < m’. If we define

Qi";’ := {P;,, is localized with localization center x}, (4.62)
Q= {spack,  (Ho,1) < 8}, (4.63)
then we arrive at
4.60) <> > PP NQENQE ) + EL e (4.64)
i€ xent

Next we again partition the configuration space into subcubes, but now only in a spacial
neighborhood of the localization center x. More precisely, we partition [0, 117¢+ into (not
necessarily disjoint) cubes Q;  C [0, 10, j € J, of side length 2¢ and such that

|71 < (@) + DTl and Y P(Q)) < 14 4e|Ty ilps- (4.65)
jeJ
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FZ’ FZ’,X

We denote the centers of Q; , by wg jx € [0, 1]
So far we have estimated

(4.60) < Z Z Z P((Qjx x[0, 1™\ NQPNQE NQ%)+ BLrwe.  (4.66)
i€l xenl jeJ

x,ie Qjx = wo,jx +[—¢, €]

Leti e Z,x € A‘z and j € J be fixed and such that the probability on the right hand
side of (4.66) is non-zero. Foraset A C [0, 117~ let

pr%’x(x)(A) = {0lag,00 1w € Aand wlp, () € Q1) S [0, 117\ er, (4.67)
We now estimate the probability in (4.66) by
P((Q)x X Py (@ N QL) 0 0F) (4.68)
and choose a fixed 0
W1,A% (x) € prAé;«;x)(Qf N 910;) # (. (4.69)

Here the dependence on i and j is suppressed in notation. By construction, there exists
1Ay (x) € Qj.x such that wy := (a)l,A[,(x),w],Az/(x)) € Qf n Q}")f, where also the
dependence on x is suppressed in notation. Hence, Lemma 4.1 can be applied for ¢’ as
small scale, m” as inverse localization length in (4.5),n < C ikd and r = d + 1. This

yields a configuration @ € ng’g/)(a)l, wo, j) such that
spacy, , (Hp 1) > 8e¢/~0"2C124+20), (4.70)

Lemma 3.4 is now applicable for n < Ciﬂd , 80 = 8t/ —£"2C1(2d+2r) and the family
(wj)jer oy of random variables. This yields

l{w € 0 (@1, wo,j) : spack, (Ho.1) < 8}A, ()

/
7 pd iy NI, ] —C,llog 8|
<t (2e)" =t eXp(K/Zd(|loge| + gd+ly )°

Here [A|A, (x) stands for the |y ,|-dimensional Lebesgue measure of a set A. Because
this bound is independent of the wy A% () chosen in (4.69), we can use (4.68) to estimate

P((Q).c x [0, 11"\ ) n@P N Qf N Q%)
¢ [log 8|
E’Zd(|10g8| + E/d—i—l)

< ' 2e) e xlexp <£’d log py — ) 4.71)

Overall, we arrive at

/
nyd, —1 rd C2|10g8|
(4.66) < L% exp(ﬁ log p+ — 024 (Jloge| + €/4+1)

+ C{ L e + ClY L0 + L2 (4.72)
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We now choose ¢ := exp(—|log §|'/4), k := exp(—|log §|'/8) and ¢ = |log §|'/ @D which
yields

o 1/(8d) 1/8 —_c 1/2
P(SPHCE(Hw,L) < 8) < CépLZd(e m” |log 8| _I_e|10g(3| (14p4) Cz|10g5| )

1/9d)

< CSpL2d6—|10g8| (4.73)

for § < &g, where 69 > 0 is sufficiently small. Finally, the condition ¥ > e~ is satisfied

for sufficiently large L and the conditions L > £ and L% < ™' are satisfied for
exp(—L3) < § < exp(—(log L)*%). (4.74)

If § < exp(—L3) we can omit the introduction of a second scale ¢ < L and directly carry
out the argument on the whole box Ay, in a similar fashion to the proof of Theorem 2.2.
O

5. Proof of the Minami-type estimate

Before we start with the proof of Theorem 2.4 we make some preliminary remarks. Let
Hl = —juA + V,, be the standard random Schrodinger operator from Section 2. The
random operator

HY P =V P (H, = )V = —uv AV P4 VE 4V, G

is a deformed random Schrddinger operator with periodic potential \70E :=—EV~!and
random potential V,, := Zkezd wi Vi, where Vi := V~1V,. We stress the dependence
on u in notation because, as mentioned earlier, we will have to work with L-dependent
couplings ¢y in some small neighborhood of a fixed .

Tracking constants in Section 4.2 shows the following. For fixed Ey € (0, Ev), with
E\ as defined in (2.13), and K > O there exists ¢ > 0 and constants Ly, Csp > 0 such
thatforall ' € [u — ¢, u +¢eland all E € [0, Ep],

P(spac[,m](ﬁg’ 5y < 8) < CpL¥log 57K (5.2)
forall L > Lgpand § < 1.

Proof of Theorem 2.4. For fixed Eg € (0, Em) and K > 0 we denote by €, Ly, Cyp, the
constants above. After possibly enlarging L, we have § < £S_pd < ¢g/2and 4L < 1
for L, 6 which satisty L > L, and § < exp(—(log L)Sd).

Letnow E € [0, Eg], L > Esp and 0 < § < exp(—(log L)Sd) be fixed. Our starting
point is Lemma A.1, which, applied for A = HCff,L —E S= V_l/zV_l/2 ande =46V_/2,
yields

tl']l[E—Sv,,E-i-éV,](HaliL) = trﬂ[—ﬁv,,sv,](Ha’f,L - E)
~ U E
< tr]l[_g,g](HCfiL ). (5.3)
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We denote by E, EM-E o) , J € N, the eigenvalues of H H*E ’p in ascending order. If C; denotes
the constant from Lemma A .2, then

ClLd
~uE SuE =u,E
Pl Lis 51 (Hy7 ) = 2) < Y P(spacy_p o o) (HL7) < 26, El7 €[-6,8]),  (5.4)
j=1
where we have used § < ¢/2. Each term on the right hand side will be estimated sepa-
rately. Let us first introduce some notation. Let N € N be such that (2Ld ) '—1<N<
(2L48)~ ! and
I =[-6,8]+(G@—125 foriefl,...,N} 5.5

Moreover, fori € {1,..., N}, j € Nand 6 > 0 we define
Qf ;= {spacy_g o) (HA'[) < 28} N {EL'T € I}, (5.6)

Let k := (1 + L=¢)~!. Then we claim that for some constant C 0 that only depends on
the single-site density p,

P(Qj{f) < CoP(spacy_, o (HS'<F) < 25, ELMF e kry). (5.7)
In this case, summation of (5.7) overi € {1, ..., N} yields
P(Qf{f)4 < CoL48 P(spac;_, . (HS"*F) < 25), (5.8)

where we have used N~1 < 4L98 and the fact that for i1 # io,
(B F el ) nESSE e xly) = . (5.9)

The statement now follows from an application of (5. 2) to the right hand side of (5.8).

We are left with proving (5.7). For the operator H, H"E LA shift of random couplings
results in an energy shift. If we denote 7 = (7, ..., 1) € I'; for fixed 7 € R, then

E JE _ ~u.E
HYL = HY +Txa, vV leL =H'F 4 (5.10)
as operators on L?(A ). This implies that

spacK(H“L) = spaCK+T( . L) (5.11D)

for any interval K C R. Let n; := (i — 1)2§ denote the centers of the intervals ;. The
change of variables wy — wy + n; and (5.11) give

Py < f Lo (@) [ plex =) dex, (5.12)

[ni, 1+n;17L ' kel

where we have also used 7; < L™¢ < ¢/2 and (5.11). Another change of variables
wk > kwy yields

(5.12) < K—'“'/ Lo (') [T o™ on —niddon,  (5.13)
la;. bi1TL ! kel'y,
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where a; := kn; and b; := k(1 4 n;) (which both depend on L through «). Note that

. E —1 FjrpkE
el =k (5.14)

and hence by definition of the events 27 i

spac,.(H*"“Ey < 28,
«lwe Q= 0ekQ; = BKMZ(KSE oL (5.15)
Ew,j exl;.
Because k < 1 the relation (5.15) yields
kS C {spac, (H'F) < 26, EZ{‘J:”E e kl}. (5.16)
Moreover, since p satisfies (V4), for x € (a;, b;) C (0,1) we have k" 'x —n; € (0, 1)
and K
pc~x —n) < px) +2KL™¢ < p(x)(l + I, > (5.17)
Estimating (5.13) via (5.16) and (5.17) yields
(5.13) < CoP(spac, (Hy'y ") < 26, EL/F e ). D

6. Simplicity of spectrum and Poisson statistics

As mentioned in Section 2, both statements follow from Theorem 2.1 respectively Theo-
rem 2.4 and the techniques from [KM, CGK1] respectively [Min, M, CGK1]. For conve-
nience we recap the arguments here, closely following the above references.

For the proof of Corollary 2.3 we apply the following consequence of (2.7): With
probability 1, for any normalized eigenpair (¢, A) of H, with A < Ejo there exists a
constant Cy, such that for all x € R,

1]l < Cye ™R, (6.1)

Here, the localization center has been absorbed into the (w-dependent) constant Cy;.
Proof of Corollary 2.3. Let E < min{Esp, Eloc} be fixed. First we note that by Theo-
rem 2.2 there exists L£g such that for L > L,

P(spacy (H,, 1) < 3¢ V) < L2 (6.2)

Since the right hand side is summable over L € N, the Borel-Cantelli lemma shows that
the set
Qoo 1= {spacg(Hy 1) < Se_*/z for infinitely many L € N} (6.3)

is of measure zero with respect to P. Let Q1o be the set of measure 1 such that (6.1) holds
for all w € Qjoc. We now choose a fixed

® € Qoc N{IE' < E : el (Hy) > 2} = Qioc N s2; (6.4)
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i.e. for the configuration w there exists £/ < E such that E’ is an eigenvalue of H,
with two linearly independent, normalized and exponentially decaying eigenfunctions
¢, . We now apply [KM, Lemma 1] with the slightly modified choice ¢; = Le™"L/2
< ¢~VL. The lemma is formulated for the lattice but generalizes to the continuum as re-
marked in [CGK1]. This implies that for I;, := [E —e‘ﬁ, E —i—e‘ﬁ ] and all sufficiently
large L € N,

trl;, (Hyr) > 2, (6.5)

and consequently Qjoc N 2>2 C Qoo. The latter set is of P-measure zero, and the result
follows from P(Q1oc N 2>2) = 0. O

Proof of Theorem 2.5. The proof closely follows the one in [CGKI1, Section 6]. Let
E € [0, min{EM, Ejoc}]be fixed and such that n(E) > 0. The starting point is to construct
a triangular array of point processes which approximate écﬁ =& éw sufficiently well. To

this end, let L be fixed and ¢ := (log L)>. Then we define point processes écf”" for
me Y :=U+2[RNZINAp_¢ via EuL)*m(B) i=trlpy;-ap(Hy a,m)) (B C RBorel
measurable). This definition ensures that for m,n € Yr, m # n, the processes saL,m
and &L are independent.

__ The proof now consists of two parts. In the first part one shows that the superposition
gL .= — gL is a good approximation of the process £~ in the sense that, if one
of them converges weakly, then they share the same weak limit. This is a consequence
of spectral localization, and the arguments are very similar to [CGK1]. However, slight
adaptions are in place since we work with different finite-volume restrictions of H,. We
comment on this below. In the second part one then proves that the process Saf weakly
converges towards the Poisson point process with intensity measure n(E)dx. This is the
case if and only if for all bounded intervals I C R the three properties

lim max PL™ (1) > 1) =0, (6.6)
L—ocomeYy,
lim ) PE;" = 1) = |IIn(E), 6.7)
L—>oom€,rL
lim Z PEL™ (1) >2) =0 (6.8)
L%oomeTL

hold. We assume for convenience that |/| < 1 and note that (6.6) follows from Wegner’s
estimate. Let L be sufficiently large such that £ > Ly, where Ly is the initial scale from
Theorem 2.4. We can then apply the theorem for K = 124 to estimate

PEL™(1) = 2) < Cye L™ (6.9)

w

for all m € Y1, which ensures (6.8). Moreover, forn > C;£4 (with C; as in Lemma A.2)
we have ]P’(“g‘al;’m > n) = 0. The estimate

Y D PEN™) = n) < Crtd| el sup PEST() =2) < Gy (6.10)

meYr n=2 meY
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then readily yields (6.11). Moreover, it also shows that (6.7) would follow from

Jim Y BIES" (D] = n(E)|1]. ©6.11)

meYr

To verify (6.11), we will use the following lemma, which is a slight variant of [CGK1,
Lemma 6.1].

Lemma 6.1. For bounded intervals J C R we have

Jim E[IEL() -] =0, (6.12)
Jim E[|0L —gLni] =0, (6.13)

where ©L(J) == tr xa, L, -a;(Hp).

A sketch of proof for the lemma is given below. By combining (6.12) and (6.13) we obtain

. L.m T Ly _
Jim Z Elg, " (D] = lim E[Og] =n(E)lI| (6.14)

me'Y‘L

for the interval I above. Hence (6.9)—(6.11) hold and E(g converges weakly to the Poisson
process with intensity measure n(E)dx. As argued in [CGK1], the convergence (6.12)
and the density of step functions in L' are sufficient to prove that gL weakly converges
to the same limit as £°. O

Proof of Lemma 6.1. We first note that for our model a local Wegner estimate holds, i.e.
there exists Cy, such that

sup  E[xx1y(Ho,1)] < CylJ| (6.15)
xeRINAL

for all intervals J C (—oo, Ep]. This is proved in [CGK2, Theorem 2.4] for periodic
boundary conditions, but the argument also applies for Dirichlet boundary conditions.
The second ingredient of the proof is the following consequence of spectral localization
[DGM, Theorem 3.2]. There exist constants C, , m’ > 0 such that the following holds:

loc>

For open sets G C G’ C RY with dist(0G’, 9G) > 1 and a € G we have
Elll xa (1) (Ho,6) = 15 (Hy,6)) Xall1] < Clope™™ 9100 (6.16)

for all intervals J C (—o0, Ep]. We now establish (6.12); the proof of (6.13) is similar.
To this end, we split each Ay(m), m € Y, into a bulk part A,(Z')(m) = Ay_y23(m) and
a boundary part Ag’))(m) = Ag(m) \ AE’)(m). If we abbreviate Jg | := E + L= ] then
this splitting yields



Level spacing for continuum random Schrédinger operators 1287

E[[&; (D) = &3 DI = 3 B[l X0, e s Honeon) = Lig y (Ho,1)]]

meY
+ > B2, Mg Hon o) = Lz, (Ho,1))]]
meYy ¢
+E[tf<XAL - Z XA((m))]lJE,L(Hw,L)]
meYy
=: (bulk) 4+ (boundary) + (rest). (6.17)

For the last two terms we apply the local Wegner estimate from (6.15) to get

(boundary) < |Y7|CL™4de?= (V€ +2R) < Cy™1/2, (6.18)
(rest) < Cy L™ Y197 2R +2) < Ce . (6.19)

For the bulk contribution we in turn apply localization via (6.16) to get

(bulk) < | T, |Clotde ™ = ¢ Lde™m ", (6.20)
Because L = e‘/z, all three terms (6.18)—(6.20) converge to zero as L — oo. m]
Appendix A. Properties of deformed Schrodinger operators
In this appendix we consider random deformed operators H,, := —uGAG+V,+V,,. The

assumptions on G, V, and V,, are the same as in Section 4. Lemmas A.2 and A.3 below
establish two technical properties of deformed RSO which enter the proof of Theorem 2.2,
an a priori trace bound and Wegner’s estimate.

Both of them are proven by rewriting the respective estimates in terms of a standard
RSO via the following lemma.

Lemma A.1. Let A be a self-adjoint operator on a separable Hilbert space H, let S be
an invertible contraction on H (i.e. ||S|| < 1), and let C¢(A) 1= tr L|_¢ ¢(A). Then

C:(A) < C(SAS™). (A1)

Proof. Consider B := 1g\[—¢ ¢](A)A. Then Co(B) = C.(A) and, by Sylvester’s law of
inertia, we have Co(SBS*) = Cy(B). But

SAS* = SBS* 4 S1j_¢(A)AS™ and | SL[_s(A)AS*| <,
so Weyl’s inequality implies that Co(SBS*) < C.(SAS™). ]

Lemma A.2 (A priori bound). For every E < 00 we have, for (almost) every w and
L >0,

tr (oo, £1(Ho,1) < CeLY. (A2)
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Proof. With the constant ¢ := essinf, .ga V,(x) we have
H,|>—-uGALG —c.
Hence by the min-max principle,
tr L (oo, E1(Ho,1) S tr Lo E4c](—0GALG) = tr1[_ (—pUALU™)

for E < oo, where U = U* := G_!G and « := (E + c)GZl. Since § := U~! satisfies
|IS]| < 1, we can conclude via Lemma A.1 that

tr L (—o0,£)(Ho,1) < trLj_c)(—pAL) < CE LY,
where the latter bound is well known [S2]. ]

Lemma A.3 (Wegner estimate). For every E > 0 there exists Cw = Cw, g such that for
all I C (—o0, EJ,

P(trl;(Hy1) > 1) < CwLA|1]. (A.3)

Proof. Let I = &£ + [—4, 6] for suitable £ < E and § > 0. Using tr1;(H, 1) =
trlj_s5.51(Hy,r — &) and Lemma A.1 we get

trlj_s.51(HpL — &) < trLi_5.51(S(Hp,L — E)S™), (A.4)

where S = G_G~!. If we introduce the auxiliary periodic potential \70, & =G~G?V,—
E£G2 G2 and the random potential V,, := G2 G2V, then

~

Hy = S(Hy,L — E)S* = _MG2—A + VO,E + ‘750

is a standard ergodic RSO for which the Wegner estimate is known. The statement follows
since the constant for Wegner’s estimate at energy zero can be chosen to be stable in the
norm of the periodic background potential. This can for instance be seen from [CGK2,
Theorem 2.4]. As mentioned in the proof of Theorem 2.5, the proof from [CGK2] extends
to Dirichlet boundary conditions. O

Appendix B. Eigenfunction decay for localized energies

For standard RSO H,, := —uA+V,, as in Section 2 we briefly sketch the proof of Lemma
B.3. The exponential decay of eigenfunctions in the localized regime that it describes is a
direct consequence of the bound (2.7) and the Wegner estimate.

As before, we denote Af(x) = A¢(x) N Ap for L > ¢ and x € Ap. For a set
S c R4, we will use the notation 35 for its topological boundary. For U C A we set
AU :={u € U : dist(u, 0U \ A1) < 1}.
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Lemma B.1. Let J C R be an interval and assume that H,, satisfies (2.7) for all E € J.
Then there exist m, Lioc > 0 such that for L > £ > Lo, with probability > 1 — [2d g—mt
the following holds: For all ). in J and all x, y € A that satisfy |[x — y| > £ + 2R,

either [\ xy(Hy, zt(yy =M™ Kot atpll < €7, (B.1)
or “XX(H(U,Aé‘(x) - )‘)_IXBILAg(x)” = e . (B.2)

Proof. For the lattice case this assertion has been proven in [ETV, Proposition 5.1]. The
proof immediately extends to the continuum case, because, in addition to (2.7), it only
relies on the Wegner estimate, Lemma A.3. O

Lemma B.2. Let w be a configuration for which the conclusion of Lemma B.1 holds.
Then for all A € J there exists x = x; € Ay, such that forall y € A \ A§l+4R(x),
Xy (Hop pt iy = M7 X arll < €7 (B.3)

Proof of Lemma B.2. We have two possibilities: Either we can find some x € Ay such
that (B.2) does not hold, or there is no such x. In the first one the assertion (with the
same choice of x) immediately follows from (B.1); in the second case we can choose x
arbitrary. O

The next assertion is used in the proof of Lemma 2.1.

Lemma B.3. Let w be a configuration for which the conclusion of Lemma B.1 holds.
Then, given an eigenpair (A, ) of Hy 1 with A € J, there exists x = x) € A such that,
withm' .= m/2,

() ||W||y§€_m,£f0rallyeAL with |x — y| > € + 2R,
.. . —y
(>i1) dlSt(o-(HAég+4R(x))’)") <e e,

Proof. (i) Let x be as in Lemma B.2 and let y € Ay \ A§Z+4R (x). We will denote by
op¢ a smooth characteristic function of Aé (y), i.e. a smooth function with x AL () <oy
= Xak(y and l13;0¢lloo, 1;, joelloc < 4 fori, j € {1,..., d}. Since

[Hy,L,0¢0] = H, ALyt = 0¢Ho,L, (B.4
we obtain the identity
Xy (Hy Aty = D7 Ho.z. 0¥ = Xy 9. (B.5)
Together with [H,, 1, 0¢] = XalLAe(y>[Hw’L, o¢] this implies
19l = Il < W (Hyy az ) = 27 Xt ar ol 1Ho,L, a0 (B.6)

To bound the first factor on the right hand side, we use (B.3). For the second term in (B.6)
we express

[Hy,r, 00l = —[AL, 0] = —(A — A)[AL, 0] (Hop 1, — 20) ™' ¥ (B.7)
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with
ro =info(Hy, 1) — 1. (B.8)

The statement now follows from the bound
I[AL. oe)(Ho —2) ' < C (B.9)

(see, e.g., [S2]). 5
(ii) For the proof we abbreviate ¢ := 2¢ + 4R. We will denote by o; a smooth char-
acteristic function of Aig. Applying the analogue of (B.4) to the eigenfunction ¥, we get

[Ho,L,05]Y = (H, AL T Ao (B.10)

We claim that the left hand side is bounded in norm by e~¢/2 This implies that the func-
tion oy is an approximate solution of (H, w0 Ak T A) f = 0. Combining this observation

with the bound 1 > |loz¥|| = 1 — Lde—mt that follows from (i), we deduce (ii) (cf. [EK,
Lemma 3.4] and its proof).

Leto o be a smooth function such that ysupp Vo; < 0Z < XAZL_H ())\AL L) and such that
1:0¢ loo 107, j0¢lloo < 4 fori, j e {l,....d}.

To establish the claim, we first express (a multiple of) the left hand side of (B.10) as

(A = 20) "' [Ho,1, 071¥ = [Hu,1, 0716 ;(Ho, — 20) ¥
= [Ho,1. 0;1(Hy 1 — 10) "0 + (A — 40) ' [Hu,1, 071(Ho, 1, — 20) ' [Hao, 1, 5710,

with Ag is given in (B.8). We can bound the first term on the right hand side by

_ _ L et)2
1 Ho, 1 03} (Hot = 20) " 0L nat ¥l < CE+ D™ = —
by (i). The second term can be bounded by
B _ N e—rhi/Z
(= 20) " NHos 07 (Hoot. = 20) ™ [Hoo £, Gl AL oyl ¥l = —5
as well, and the result follows. O
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