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The theoretical prediction of X-ray absorption spectra (XAS) has become commonplace in electronic structure theory.
The ability to better model and understand L-edge spectra is of great interest in the study of transition metal complexes
and a wide variety of solid state materials. However, until recently few first-principles works have modeled L-edge
XAS due to the presence of strong spin-orbit coupling in the 2p orbitals which splits the observed peaks into multiple
groups of features. Therefore, a proper description of spin-orbit coupling is vital for the successful prediction of
L-edge spectra. A number of new approaches that incorporate spin-orbit coupling have recently made advances in
the computation of L-edge spectra. In this review, we describe recent work in computational L-edge XAS and how
these methods may continue to improve in the future. Comparison of the advantages and disadvantages of the various
approaches are considered, with special attention to not only the computational cost of the level of theory, but also
the various approaches that can be used to compute the absorption spectra with a large number of high energy excited

states.

I. INTRODUCTION

X-ray absorption spectroscopy (XAS) has become a criti-
cal tool to study molecular complexes and nanoclusters due
to its ability to provide insight into local molecular geom-
etry and electronic structure through the excitation of core
electrons. While XAS measurements have been made since
nearly the discovery of X-rays at the turn of the 20th century,
advances in synchrotron technology and free electron lasers
provide greatly improved resolution, both energetically and
temporally.!~!% Much of the power of XAS comes from the
fact that it is element specific, meaning that the absorption
spectrum for different elements are highly separated energet-
ically and are naturally resolved. With this unique ability to
selectively probe elements within a compound, XAS is a key
method in the investigation of the local electronic structure.
For example, XAS has been successful in the characteriza-
tion and study of metal complexes, including but not lim-
ited to charge transfer pathways,!! oxidation states,'? and spin
crossover events.!3 Recently, XAS has also been used to an-
alyze the effect of the local environment around dopants or
other defect centers in nanocrystals.!014-15

Since much of the power of XAS relies on the ability to
correlate spectral features to particular electronic transitions,
the interpretation of XAS is strongly aided by accurate elec-
tronic structure calculations. Most of theoretical work to treat
XAS from an ab initio perspective has focused on the K-edge
region of XAS (excitations from the 1s core level), which is
much more straightforward to compute than the L- or M-edges
which correspond to excitations from the n =2 and n = 3 prin-
ciple quantum numbers, respectively. However, L-edge XAS
has several characteristics that make it particularly desirable.
Like K-edge XAS, L-edge XAS is also element specific, but
L-edge spectra tend to be more intense with formally-allowed
transitions and have finer line-widths due to longer core-hole
lifetimes.'®!7 The finer line width allows for a higher sen-
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sitivity of element specific characterization and rich spectral
features such as peak-splittings arising from spin-orbit cou-
pling can be resolved. Despite these experimental advantages,
calculations of L-edge XAS are more challenging due to the
fact that relativistic corrections and spin-orbit couplings play
a larger role in the prediction of L-edge spectra.

Formally, relativistic effects are important to properly de-
scribe X-ray absorption because core electrons move at a sig-
nificant percentage of the speed of light, causing core orbitals
to contract and lower their energies. For K-edge XAS, not
accounting for relativity in ab initio calculations uniformly
red-shifts the spectra compared to experiment, but doesn’t
significantly alter the relative positions or intensities of spec-
tral features.!$22 Thus, for the most part, relativistic effects
are often ignored or treated at the scalar-relativistic level in
the ab initio treatment of K-edge XAS, and calculations are
done using commonly-implemented electron structure meth-
ods such as TDDFT,20-22-28 coupled-cluster theory,22’29‘31 al-
gebraic diagrammatic construction (ADC),>3* or transition
potential theory.> This is not the case for L-edge spectra,
where the excited core electrons are starting from the n = 2
principal quantum number atomic orbitals. Effects such as
spin-orbit coupling can not be accounted for by a uniform
shift of the spectrum, but rather must be explicitly considered
in the calculation. One way to include spin-orbit coupling
is through perturbation theory in a configuration interaction
picture. Multiconfigurational methods such as the restricted
active space (RAS) approach have been applied to model both
XAS by including the core orbitals in the active space.’¢37 A
similar scheme has also been used to model L-edge spectra by
combining restricted open-shell configuration interaction sin-
gles (ROCIS) and density functional theory.3®3° On the other
hand, more recently, both four- and two-component relativis-
tic TDDFT methods, which include spin-orbit coupling varia-
tionally, have been developed to model L-edge XAS.40-42

This focus of this review is on recent work in electronic
structure method development for L-edge XAS and is orga-
nized in three main sections. First, in Sec. II we describe the
main physical processes underlying L-edge XAS in more de-
tail. Then in Sec. III, a variety of the available theoretical ap-
proaches are discussed, starting with a brief overview of rel-
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ativistic effects and the incorporation of spin-orbit coupling
in traditional ab initio electronic structure theory methods.
This is then followed by an overview of the variety of single-
reference and multi-reference approaches that have been used
to computationally treat L-edge XAS. Last, in Sec. IV we
discuss several different numerical approaches to compute a
spectrum, including time-domain approaches, iterative diago-
nalization techniques for interior eigenvalue problems, as well
as damped frequency-dependent response and model order re-
duction. We conclude by presenting an outlook on L-edge
XAS calculations in Sec. V along with future theoretical di-
rections that we think would be beneficial for the X-ray com-
munity.

Il. GENERAL FEATURES OF CORE EXCITATIONS AND
L-EDGE SPECTROSCOPY
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FIG. 1. Qualitative diagrams of common electronic excitation pro-
cesses in X-ray spectroscopy. Black lines represent orbitals, black
circles represent electrons, white circles represent an electronic hole,
blue arrows depict the transition, the purple sinusoid is a photon, Av,
and the top block is the continuum. Left to Right: X-ray absorp-
tion in which core electrons are ionized into the continuum, X-ray
absorption in which core electrons are excited into a bound state or-
bital, a two electron “shake-up" transition depicted by an XAS tran-
sition in concert with a metal-ligand charge transfer type excitation
with higher energy, and a corresponding two electron “shake-down"
transition depicted.

Core electron excitations can involve multiple physical pro-
cesses due to the high energy nature of the experiment. For
one, X-ray absorption spectroscopy measures both core elec-
trons that are excited into bound valence states or ejected into
the continuum. Additionally, multi-electron excitation pro-
cesses are common, where core electrons are excited into ei-
ther the continuum or a bound state in concert with a va-
lence level charge transfer excitation, known as “shake-up”
or “shake-down” transitions. A qualitative schematic of these
processes are presented in Fig. 1. While these types of transi-
tions are not a comprehensive description of all possible X-ray
absorption processes, they represent the most common types
that will be relevant in this review. We refer the interested
reader to a more general review of the wide variety of X-ray
methods from Norman and Dreuw.*?

There are two main energetic regimes in X-ray absorp-
tion spectroscopy, widely known as X-ray Absorption Near
Edge Structure (XANES) and Extended X-ray Absorption
Fine Structure (EXAFS)!®. XANES typically refers to core
excitations which are excited into bound state orbitals, and

EXAFS typically refers to core electrons excited into the con-
tinuum which scatter off of neighboring atoms. In this topical
review, we will focus on the theory of XANES, which is perti-
nent in examining the electronic structure of small molecules
and clusters.

As mentioned previously, L-edge XAS offers a number of
unique advantages over the K-edge. Specifically, L, 3-edge
spectra are of interest due to the core orbital being part of the
2p manifold. First, L, 3-edge spectra are typically more in-
tense than K-edge, due to it being a dipole allowed 2p — d
electronic transition for metal complexes with partially filled
d manifolds. Additionally, the lower-energy nature of L-edge
has a higher resolution due to a longer core-hole lifetime.!6 In
L-edge XAS, the 2s and 2p orbitals are not only contracted
by relativistic effects, but the 2p orbitals are split in energy
by spin-orbit coupling into 2p;/, and 2p3/, sets, denoted as
the L, and L3 edges in XAS respectively. This phenomenon
results in a rich structure of peak splittings of which the rel-
ative peak positions and intensities can be analyzed. These
properties have made L-edge XAS a particularly good exper-
imental probe of metal complex electronic structure in the d
orbital manifold and has been used to resolve metal-ligand
covalency.**
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FIG. 2. The experimental L-edge XAS of [FeClg]*~ and Fe(acac)s.
Reprinted (adapted) with permission from Wasinger, E. C.; De
Groot, F. M.; Hedman, B.; Hodgson, K. O.; Solomon, E. I. L-edge X-
ray Absorption Spectroscopy of Non-Heme Iron Sites: Experimental
Determination of Differential Orbital Covalency. J. Am. Chem. Soc.
2003, 125, 12894-12906. Copyright (2003) American Chemical So-
ciety.

As an example, the experimental L-edge spectrum of
[FeClg]>~ is shown in Fig. 2 from Wasinger et al.** There
are two main features in an L-edge spectrum, the L3 and L;
edge, which for [FeClg]?~ are centered approximately at 708
eV and 721 eV, respectively. These two separate edges arise
from the spin-orbit splitting of the 2p manifold into the 2p;
and 2p;/, manifolds. The branching ratio, defined by inte-
gration of the absorption signals in the two separate edges,
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I;,/1;,, respectively, is statistically 2:1 for L-edge spectra,
since there are 4 p3/, states and 2 p;/, states. However,
this statistical branching ratio is typically only observed for
single atom systems, since the covalency between the metal
center and ligands and the symmetry of electronic wavefunc-
tion in complexes modify the electronic transition energies
and amplitudes.**7 Within each of the L, and L3 regions,
there are additional subfeatures that correspond to transitions
to the different sets of orbitals in the d-manifold. Addition-
ally, in the [FeClg]>~ complex, a satellite peak is present at
around 714 eV that is distinct from either of the two main
absorption edges. This peak corresponds to a predominantly
two-electron “shake-up" transition where a core 2p orbital in
the L3 manifold is excited along with a ligand-to-metal charge
transfer excitation.>”** As we have highlighted so far, extract-
ing chemical information from L-edge X-ray absorption spec-
tra is indeed a complicated task, and an overview of the theo-
retical methods used to understand these spectroscopic signals
are presented in the following section.

I1l.  THEORETICAL METHODS FOR COMPUTING
L-EDGE SPECTRA

While there are a multitude of theoretical treatments for ab
initio prediction of XAS, including muffin-tin potentials and
real-space Green’s functions**%, we will focus only on elec-
tronic structure theory models using Gaussian basis functions
with the linear combination of atomic orbitals (LCAQO) ap-
proach. This is one of the most accurate and common choices
for analyzing XANES in molecules and small finite clusters
from first principles.

A. Relativistic Effects

Although relativistic corrections are either ignored or
treated at the scalar-relativistic level for K-edge features, since
they largely amount to a uniform shift in the energy of the pre-
dicted spectrum and have little effect on the relative peak po-
sitions or intensities, this is not the case for excitations from
the L-edge and M-edge core orbitals. In non-relativistic quan-
tum chemistry methods, spin-orbit coupling is not included
variationally in the Hamiltonian. As a result, the computed
XANES spectrum for anything past K-edge will often be qual-
itatively incorrect for excited state calculations, although sur-
prisingly good agreement can sometimes be achieved as seen
in L-edge calculations of TiCl by Stener et al.?

In the weak coupling limit, perturbative spin-orbit coupling
can be introduced into the non-relativistic Hamiltonian. For
example, the Breit-Pauli spin-orbit operator,>!-°
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corresponding to the single- and two-electron spin-orbit ef-
fects, can be used to couple spin eigenstates obtained from a
non-relativistic calculation. In Eq. (1), s; is the spin vector for
each electron, p; is the momentum operator, and index / refers
to an atomic center. In practical calculations, the two-electron
operator is usually neglected,>>~¢ parameterized into the one-
electron term,>’ or approximated using an atomic mean-field
approach.”®%0 The Breit-Pauli spin-orbit operator can only
be used perturbatively to couple spin-pure states because it
is unbounded from below.>'? Diagonalization of the spin-
orbit-perturbed Hamiltonian, through the interaction matrix
elements,3039:61.62 reqults in a new set of states which include
spin-orbit contributions. In principle, if the full configuration
interaction scheme is used, the resulting states are exact. The
main advantage of the perturbative treatment of the spin-orbit
coupling is that it can be carried out in the non-relativistic one-
component computational framework. In this case, it is still
generally necessary to variationally include scalar relativistic
corrections to account for the effect of core orbital contrac-
tion.

While the spin-orbit interaction can be included perturba-
tively, it can also be included from first principles through ex-
plicitly relativistic approaches. Theoretically, spin-orbit cou-
pling terms naturally arise from the relativistic Dirac equa-
tion. As a result, relativistic Hamiltonians are a natural choice
for the ab initio treatment of L-edge spectroscopy. The four-
component restrict-kinetic-balanced modified Dirac-Hartree-
Fock equation for a molecular system is given in matrix form

a851,52,63768
A% T (Cz- CZ)
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T (;Lw-1))\cf ¢
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where c is the speed of light, € is the orbital energy, and T,
V, S are the two-component matrices of the non-relativistic
integrals for kinetic energy, potential energy, and the orbital
overlap respectively. For example,

T O
T= <o T) 3)

where T is the N x N kinetic energy integral for N spatial basis
functions. C is the molecular orbital coefficient matrix, which
has large and small components denoted by subscript L and
S, respectively, and superscripts +, — represent the positive
energy electronic blocks and the negative energy positronic
blocks, respectively. The W matrix can be expanded as
Wo+iWe WY+ iW*
W= (—WY+in wo—iWZ> @

where Wo = p- Vp and W = p x Vp give rise to scalar rel-
ativistic effects and spin-orbit couplings through the action of
momentum operator p on the molecular potential. Inherently,
this relation solves for both electronic and positronic solutions
using the restricted-kinetic-balance condition,*¢7 where the
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definition of positronic and electronic basis functions are in-
trinsically coupled. Further details of four-component Dirac
theory can be found in Refs. 51,52.

While the four-component Dirac equation can be used di-
rectly, there exist multiple different decoupling schemes that
can separate the electronic and positronic blocks so that one
can work with a smaller two-component wavefunction for
electrons only. In the most general sense, decoupling these
blocks corresponds to a unitary transformation of the Dirac
Hamiltonian .7 into a block diagonal framework. Mathemat-
ically, one seeks to find % such that

-~ H" 0

f " 02
@/%%H(Oz H> )
The two-component block corresponding to electronic solu-
tions of the four-component Hamiltonian can be calculated as

a ikt sty (Y T Ut

once the decoupling unitary matrix %/ is known. A variety of
approaches to determine % and perform this transformation
have been explored, such as the exact two-component method
(X2C)H-42.69-76 Douglas-Kroll-Hess (DKH)7-39, the zeroth-
order regular approximation (ZORA)%®81-83 "and the Barysz-
Sadlej-Snijders (BSS) method.3*85 Most commonly the po-
tential is assumed to only include the nuclear-electron attrac-
tion, with multi-electron effects only approximately included,
using either a scaling factor’ or atomic mean-field spin-orbit
integrals (AMFI)8. After this transformation, the electronic
part of the Hamiltonian can be solved in a two-component
spinor framework and has the same mathematical form as
generalized Hartree-Fock (GHF), though we emphasize that
from a theory perspective wavefunctions such as X2C-HF are
not the same as GHF. As a result, this transformation from
the four-component to two-component framework must also
be taken into account when calculating properties to avoid
“picture-change” error.

In nonrelativistic restricted Hartree-Fock (RHF) and un-
restricted Hartree-Fock (UHF), the wavefunctions are one-
component, in that each orbital is either spin-free as in RHF
or the spin manifolds (o and f3) are uncoupled (UHF) where
they both preserve S, spin symmetry. In two- and four-
component Dirac-Hartee-Fock, spin symmetry constraints are
lifted, where spinor orbitals are linear combinations of the
and f spin manifolds. Further, variational relativistic methods
also require the relaxation of using real-value arithmetic, in-
stead allowing the orbitals to have complex coefficients and
the resulting wavefunction to take on complex values. A
graphical representation of the relations between these meth-
ods are shown in Fig. 3.

While the perturbative approach within the one-component
framework has the advantage of low computational cost, two-
or four-component methods can variationally include the spin-
orbit coupling at the molecular orbital level without assum-
ing the weak perturbation limit. In addition, a variational
reference can be directly incorporated into existing excited
state electronic structure methods to provide a computation-
ally simple workflow.
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FIG. 3. Graphical description of 1,2 and 4 component wavefunc-
tions. RHF is restricted Hartree-Fock, UHF is unrestricted Hartree-
Fock, GHF is generalized Hartree-Fock, and DHF is Dirac-Hartree-
Fock. ¢ denotes the molecular orbitals, o, represents the spin-up
and spin-down manifolds respectively, and +, — represents the elec-
tronic and positronic block respectively.

B. Single-Reference Excited State Methods

Single reference ab initio approaches are well established
for simulating excited electronic states in molecular systems.
The ground state of many molecular systems can be well de-
scribed by a single Slater determinant of molecular orbitals
computed with either Hartree-Fock or Kohn-Sham density
functional theory (DFT). The excited state transitions are then
solved for by calculating the response of the system to a per-
turbing electromagnetic field either in the frequency or the
time domain.

1. Linear Response Time-Dependent Density Functional
Theory

Linear response time-dependent density functional theory
(LR-TDDFT) is a well established and computationally cheap
single reference method for calculating the absorption spec-
tra of molecular systems.3”-°° LR-TDDFT is commonly used
to solve for lower-energy eigenstates that correspond to UV-
Vis spectroscopic signatures. The computation of high-energy
core to valence X-ray transitions in the XANES region can
also be computed using the same theoretical foundation, in
an energy specific regime.2%21:23-2¢ The working equations
for both UV-Vis and XAS for obtaining singly excited eigen-
states can be found by computing the non-Hermitian eigen-
value problem

(o &) (F)=006%E) o

Aia.jb = aijaab (ga - gi)
+ (ia| jb) — a(ijlab) + (1 — ) (il fxc| jb) ~ (8)
Bia,ji = (ialbj) — a(iblaj) + (1 — &) (ia| fec|bj)  (9)
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where the indices i, j and a,b are occupied and virtual or-
bital indices respectively, € is the orbital energy, (ia|jb)
are the two-electron repulsion integrals in Mulliken nota-
tion, (ia| fy.|bj) is the DFT exchange-correlation contribution,
and « is the Hartree-Fock exchange parameter where when
0 < a < 1. The equation reduces to time-dependent Hartree-
Fock (TDHF) when o = 1. More details on the derivation of
TDDFT and TDHF can be found in Ref. 90 and 91. In the
approximation where B = 0, the problem is reduced to con-
figuration interaction singles (CIS) (if & = 1) or the Tamm-
Dancoff Approximation®>® (TDA) for DFT. Typically, these
approximations are not as accurate, since the B matrix cap-
tures some ground state correlation effects when the refer-
ence state is approximate,’! which is true for single reference
TDHF/TDDFT.

The dimension of the matrix depends on the number of
occupied and virtual spin-orbitals, 2 (Nyee X Nyir). While all
singly excited electronic transitions, from UV-Vis to XAS are
contained in the full matrix decomposition of Eq. (7), practi-
cal calculations of medium to large molecular systems require
iterative eigensolvers for selected subspaces, since this matrix
is typically too large to perform a full diagonalization. There-
fore, in order to solve for selected XAS transitions, interior
eigensolvers must be used to efficiently extract these transi-
tions. A discussion of the algorithms used to solve this sub-
space problem for XAS transitions will be discussed further
in Sec. IV.

Using TDDFT to solve for K-edge XAS is straightforward,
since a non-relativistic reference can be used for computing
the transitions. This is due to the fact that all of the electronic
transitions start from core ls orbitals that have zero orbital
angular momentum. For L-edge, this is not the case, so spin-
orbit coupling must be properly treated, as described previ-
ously in Sec. III A. The consequence of broken S, symmetry
when using relativistic methods means that spins are free to
rotate between spin-up and spin-down in three-dimensional
space. This relaxation produces the added complication
that spins can now be non-collinear, which requires the un-
derlying electronic structure to adapt to this non-collinear
framework and is typically not accounted for in traditional
DFT method development. Recent work has expanded ex-
isting DFT functionals into the non-collinear regime, includ-
ing two-component methods where variational relativistic ef-
fects are incorporated in the DFT reference determinants®*%.
While this approach has had success, non-collinear relativistic
TDDFT is still an active research field.

Instead of using non-collinear DFT, a variant of singly
excited DFT methods, known as DFT/ROCIS has also
been successful in predicting L-edge spectral features.’*%’
DFT/ROCIS uses Kohn-Sham DFT orbitals, but then per-
forms configuration interaction singles on this reference with
perturbative spin-orbit coupling. Unlike a two-component rel-
ativistic approach, this allows a standard one-component im-
plementation to be used, which reduces computational cost.
However, with a mixed configuration interaction and DFT
method, some additional corrective parameters are required
to obtain good agreement and prevent overcounting correla-
tion. The uniformly shifted DFT/ROCIS spectrum is shown

in comparison to experiment in Fig. 4. While qualitative fea-
tures such as the relative intensities of the L3 and L, edges
are captured well, as expected, DFT/ROCIS (and relativistic
TDDFT) both cannot capture the shake-up peak at 714 eV that
has multi-electron excitation character. However, these meth-
ods are useful as a computationally efficient way to examine
single electron transitions in L-edge XAS.
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FIG. 4. The experimental and theoretical L, 3 XAS of [FeClg]?~
using DFT/ROCIS. Reproduced from Roemelt, M.; Maganas, D.;
DeBeer, S.; Neese, F. A Combined DFT and Restricted Open-Shell
Configuration Interaction Method Including Spin-Orbit Coupling:
Application to Transition Metal L-edge X-ray Absorption Spec-
troscopy. J. Chem. Phys. 2013, 138, 204101, with the permission
of AIP publishing.

2. Coupled-Cluster and Diagrammatic Methods

Using coupled-cluster theory, excited state energies and
properties can be computed from several formalisms using
a single reference state. One established method is known
as equation-of-motion (EOM) coupled cluster. A more de-
tailed review of this method can be found in Ref. 98,99, but
we present small overview of the method below.

In single reference coupled-cluster theory, an exponential
cluster operator expands the Hartree-Fock ground state, | D).

[Pec) = el |@y) (10)

In Eq. (10), the coupled-cluster wavefunction is |¥¢c¢), and
the generalized cluster operator is defined as T' = Y, fx %
where #; is the cluster amplitude and 7; is an N-body exci-
tation operator. For example, truncating at double excitations
known as CCSD is common, where the cluster operator is ex-
plicitly Tecsp = Yia#fahi + § Lijap 10040444

The EOM formalism?%100 for solving excited states, in-
volves the linear expansion of the coupled-cluster ground state
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represented by the operator Z.

A% |@g) = EZeT |dy) (11)
e TAeT %|®y) = ER| Do) (12)

From this relation, a non-Hermitian eigenvalue problem arises
where we solve for the eigenvectors that represent excited
state wavefunctions. In the EOM-CC method, all types of
electronic excitations are treated on the same footing from the
ground state reference. In order to model core excitations, one
must solve for the interior high energy subsection of the whole
eigenvalue problem, analogous to LR-TDDFT.

A multitude of different variants of excited state coupled-
cluster have been developed to efficiently tackle the specific
problem of solving for core electronic excitations. A straight-
forward approach comes from the energy-specific EOM-CC
method, where high energy roots are solved in frequency
space using a modified iterative solver that does not add
any additional approximations.?> Alternatively, Nascimento
and DePrince have applied a time-domain dipole autocorrela-
tion variant of EOM-CCSD to calculate the K-edge XANES
for several small molecules including carbon, nitrogen, and
oxygen.’! Extending this method to include a relativistic ref-
erence using the X2C framework has also been developed by
Koulias et al.'"!

Another proposed method is using the core-valence sepa-
ration (CVS) approximation to EOM-CC, in which an inter-
mediate step projects out all eigenvectors that do not contain
amplitudes from the core orbitals of interest during an iterative
eigendecomposition.'9? This provides a practical speed up for
calculating XANES spectra since states that are not of interest
are eliminated from the calculation. Extensions to this method
including a frozen core approach where an analytic alterna-
tive to the projection step have also been explored.!?® Other
related methods include the algebraic diagrammatic construc-
tion scheme (ADC). Typically this is truncated to second or-
der, which is known as ADC(2). By applying the core-valence
separation (CVS) approximation, Wenzel and coworkers have
calculated K-edge spectra.’33

Additionally, recent work has explored computing L-
edge spectra using CVS-EOM-CC and a perturbative Breit-
Pauli spin-orbit Hamiltonian for a select group of small
molecules.!%* In Fig. 5 the L-edge spectrum for SiH, using
this method is presented alongside the experimental'®> spec-
trum. The L3 and L, curves (102 - 104.5 eV) are captured
qualitatively, although the broad shoulder peak near 102.5 eV
is missing. Additionally, the Rydberg states from 105 eV on-
ward are not easily compared, but this is expected due to the
localized nature of using Gaussian type orbitals. This same
system was calculated using the complex-polarization propa-
gator method with relativistic TDDFT'%, producing a spec-
trum that has similar qualitative results to the CVS-EOM-CC
method. The main reason for the discrepancy with experi-
ment is thought to be from vibrational broadening and cannot
be remedied by introducing better theoretical descriptions of
electronic correlation.

—— Experiment

Intensity (arb. units)

101 102 103 104 105 106 107 108
Excitation energy (eV)

FIG. 5. The calculated L-edge spectrum of SiH4 from Ref. 104. The
blue curve is the CVS-EOM-CC method including perturbative spin-
orbit (SO) coupling, and the red curve is the non-relativistic (NR)
result. Reprinted (adapated) with permission from Vidal, M. L.;
Pokhilko, P.; Krylov, A. L.; Coriani, S. Equation-of-Motion Coupled-
Cluster Theory to Model L-edge X-Ray Absorption and Photoelec-
tron Spectra. Copyright (2020) American Chemical Society.

C. Multi-Reference Excited State Methods

While dynamic electronic correlation and multi-
configurational excited states are important for describing
L-edge spectra, the problem of static correlation, where
the ground state is highly multi-reference can also play a
large role in the accuracy of computing L-edge spectra. The
computation of L-edge spectra frequently involves open-shell
systems and systems involving degenerate ground states. In
such cases, in addition to accounting for relativistic effects,
computation of the L-edge spectrum requires a description
of static correlation in order to provide even a qualitatively
correct electronic transitions. This may be achieved via
use of multi-configurational wavefunctions, which also
offer a convenient way to incorporate spin-orbit coupling
perturbatively through a state interaction scheme.

One of the most common ways to build a multi-
configurational reference ground state is through the complete
active space (CAS) method. In CAS methods, the wavefunc-
tion |¥) is written as a full interaction expansion of configu-
rations (Slater determinants or configuration state functions)
formed from a subset of the orthonormal molecular orbitals
(MOs), known as the active space:

Ndel
I¥) =) CklK) (13)
K=1

where Ny is the total number of configurations in the expan-
sion. Minimization of the energy with respect to only the con-
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figuration interaction (CI) coefficients is referred to as CASCI.
However, since the initial orbitals used to define the active
space may not be optimal for the CAS wavefunction and for
the state of interest, it is most common to re-optimize the or-
bitals self-consistently, such that the energy is stationary with
respect to both the CI coefficients as well as the MO coeffi-
cients. This is the CASSCF procedure. Within CASSCF, in
order to describe the core — valence excitations seen in L-
edge spectra, both core and valence orbitals must be included
in the active space. However, because CAS employs full con-
figuration interaction, the scaling is poor as the size of the
active space is increased, rapidly becoming intractable for the
computation of L-edge spectra.

Generalizations such as the restricted active space (RAS)
reduce the size of the space where full CI is used by parti-
tioning the active space into different subspaces and imposing
constraints on the number of holes and electrons in those sub-
spaces in order to limit the number of configurations in the CI
expansion!?”-198_ The use of the restricted active space formal-
ism naturally lends itself to the computation of X-ray spectra,
as a limited number of excitations can be made from spec-
ified core orbitals in one subspace (referred to as RAS1) to
the valence orbitals in RAS2, in which a full-CI is performed.
This allows the simultaneous description of static correlation
and the excitation processes inherent in X-ray spectroscopy.
By selection of the appropriate orbital spaces, this approach
has been used in the prediction of various X-ray spectra of
transition metals, including K-edge, L-edge, and resonance
inelastic scattering’7-109-114,

For the computation of L-edge XANES, spin-orbit coupling
can either be included variationally during the orbital opti-
mization procedure via a two-component or four-component
formalism, allowing the orbitals to vary due to the presence
of spin-orbit coupling, or it can be included as an a posteriori
perturbative correction. To date, the perturbative RAS state
interaction (RASSI) method!'!>-11® has been the most widely
applied approach to include spin-orbit coupling for the study
of L-edge spectra using RAS methods. In the state interaction
method RASSCEF states of different spin multiplicity are con-
verged before being allowed to interact via a spin-orbit cou-
pling Hamiltonian, i.e., spin-orbit coupling is treated pertur-
batively after RASSCF convergence. At this stage, it is also
common to include a RASPT?2 correction to the energy of the
states to account for dynamic correlation. This RAS approach
has been used in studies of X-ray spectra of various (lighter)
transition metal complexes, such as FeCNé_, FeClg_, FeCl,
and extended iron porphyrin complexes'!?. Indicative of the
applicability of this approach, it has been successful in repro-
ducing experimental spectra for both high-spin (e.g., FeClgf)
and low-spin (e.g., FeCNg) ground states.

The form and performance of the approach can best be sum-
marized using an example. By looking at the MO diagram for
FeClg’ (see Fig. 6), the simplest choice of RAS subspaces can
be clearly identified. The L-edge XANES includes excitation
of 11, core (2p-like) orbitals and varied occupation of the va-
lence 12, and e, orbitals. The 1, core orbitals can be included
in RAS1 and the £, and e, orbitals in RAS2 where a full CI
expansion is performed. By allowing a single excitation from

RASI to RAS2, configurations are included in the CI expan-
sion that have a single excitation from the RAS1 orbitals to
the RAS?2 orbitals, corresponding to the L-edge XANES. As
noted above in Sec. II, the FeClg’ XANES includes a shake-
up peak at approximately 714 eV, corresponding to a coupled
excitation of a t1,, electron and a ¢ electron. This peak can be
described by including the o bonding orbitals in the the RAS2
space. The studies of Lundberg and co-workers®’ show that
additional dynamic correlation can be included via inclusion
of the 7,,(7) and té o orbitals. The computed L-edge XANES
is shown in Fig. 7 and compared to that computed using X2C-
TDDFT and the DFT/ROCIS methods.
[FeClJ*
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FIG. 6. Schematic molecular orbital diagram of high spin [FeClg]3~.
Reproduced from Pinjari, R.V.; Delcey, M.G.; Guo, M.; Odelius, M.;
Lundberg, M. Restricted Active Space Calculations of L-edge X-ray
Absorption Spectra: From Molecular Orbitals to Multiplet States.
J. Chem. Phys. 2014, 141, 124116, with the permission of AIP
publishing.

The computed spectrum highlights the approach’s proper
description of shake-up transitions that require multi-electron
excitations, which are not captured through other approaches
like TDDFT. As with other methods used for the computation
of L-edge spectra, such as TDDFT, a large number of states
must be computed. However, due to a large CI expansion
and inclusion of multi-electron effects, the number of states
in RAS calculations is further increased. Since the cost of
a CASSCF or RASSCEF calculation severely limits the size of
the active spaces, one approach that has been used to allow for
correlation with a larger number of orbitals is by treating them
with a truncated CI on the CASSCF wavefunction. This type
of multireference configuration interaction (MRCI) allows for
a better treatment of both static and dynamic correlation. For
example, Sassi and coworkers used a MR-CISD method with
perturbative spin-orbit coupling through the state interaction
method to capture the L, 3-edge for several Fe clusters with
different multiplicities and oxidation states.''” An analysis
of the spectra as shown in Fig. 8 was able to determine the
relative abundance of these individual Fe centers in a mag-
netite sample and agreed well with the ideal stoichiometric
ratio. These results agreed well with previous calculations
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FIG. 7. Experimental and computed L-edge absorption spectra com-
paring different computational methods for FeClg’. The experimen-
tal spectra is taken from Ref. 44. The RASPT2 spectrum comes from
Ref. 37, ROCIS/DFT from Ref. 39 and the X2C-TDDFT spectrum
is from Ref. 42. Each theoretical spectrum was uniformly shifted
and normalized to match the experimental peak at 708.5 eV. Repro-
duced (adapted) from Stetina, T. F.; Kasper, J. M.; Li, X. Model-
ing L, 3-Edge X-ray Absorption Spectroscopy with Linear Response
Exact Two-Component Relativistic Time-Dependent Density Func-
tional Theory. J. Chem. Phys. 2019, 150, 234103 with the permis-
sion of AIP publishing.
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FIG. 8. Computed L; 3 spectra for magnetite as reported in Ref.
117. A linear combination of the different Fe centers reproduces
the experimental spectrum. Reprinted with permission from Sassi,
M.; Pearce, C. I.; Bagus, P. S.; Arenholz, E.; Rosso, K. M. First-
Principles Fe L; 3-Edge and O K-Edge XANES and XMCD Spectra
for Iron Oxides. J. Phys. Chem. A 2017, 121, 7613-7618. Copyright
(2017) American Chemical Society.

from Ikeno et al.''® using a simpler CASCI-type approach as
well as earlier atomic multiplet calculations.*®

We note that other methods such as atomic multiplet or lig-
and field multiplet calculations*®!19-122 are in a similar spirit
to CAS and RAS methods, but use experimentally determined
parameters (such as spin-orbit coupling, orbital covalency,

etc.). These calculations model the atomic electronic structure
of the metal center and treat molecular environment effects as
a perturbation. Nevertheless, these simple models have been
used to build up qualitative understanding of the important
features and the physical phenomena underlying them.**!123
However, given the reliance on determining parameters, they
are less a tool of ab initio prediction than they are a tool of
experimental analysis.

IV. NUMERICAL METHODS FOR SOLVING X-RAY
ABSORPTION SPECTRA

In formal theory, solving for the core-level excitations
present in X-ray spectroscopies is no different than the va-
lence excitations that appear in the UV-Visible region of the
electromagnetic spectrum. However, in practice there are sev-
eral challenges that need to be addressed in algorithmic im-
plementation. First, in iterative diagonalization it is necessary
to selectively converge high energy excited states. Second,
while eigenvector-based approaches are desirable for their in-
terpretability of the orbitals and states involved, they are sub-
ject to non-trivial convergence problems and often need to
converge a large number of states to cover the energy re-
gion of interest. In particular, since the number of states in
a typical XANES calculation can be very large and lead to
a dense eigenspectrum, alternatives to diagonalization of an
appropriate Hamiltonian or response matrix are also possi-
ble and may offer better performance, such as when there
are many (nearly) equivalent atoms being excited. One ap-
proach is to use the real-time time-dependent electronic struc-
ture framework, which enables the entire XANES region to
be simulated at once.*>*! Other alternatives to explicit eigen-
solvers or time propagation have also been explored, including
frequency dependent-response??-3%-106:124-128 and model order
reduction?$:129:130,

A. lterative Diagonalization

By far, the most common approach to solve the preceding
methods is to use an eigenvalue problem approach. That is,
we solve a generalized eigenvalue problem of the form

HXj :A,jMXj (14)

where H is the Hamiltonian or response function to be di-
agonalized for eigenvectors |X j>, eigenvalues A;, and M is a
metric for normalization. Since the dimension of the matri-
ces to be diagonalized are usually much larger than would be
able to fit in memory, most implementations employ iterative
diagonalization to only solve for the states of interest. For
this, it is only required to be able to calculate the action of
the matrix H on some generic vector |b). That is, instead of
needing to build and store all of H, it is only necessary to form
the matrix-vector product H|b). The Davidson algorithm is a
common variant of Krylov subspace methods used to solve
large eigenvalue problems in electronic structure theory.'3!
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The basic idea of the Davidson algorithm is to work in a sig-
nificantly reduced dimensional search space and find the best
approximate (right) eigenvectors x; as a linear combination of
basis vectors |b;):

Ixj) = Zcij|bl-> (15)
i=1

where the coefficients ¢;; are found by diagonalization of
the subspace problem. The only modification that needs
to be made is to solve for large eigenvalues in the interior
of the spectrum rather than only the lowest several roots.
This “energy specific” method?>? involves selecting an en-
ergy threshold and only selecting the approximate eigen-
vectors with an energy greater than the threshold. Unfor-
tunately, this method is not particularly efficient for dense
manifolds of states as seen in XANES of large systems,
since the convergence improves rather slowly as the search
space expands. Alternatively, some methods propose elimi-
nating unwanted excitations altogether by a restricted excita-
tion window?023-24.26.132 " orowing excitation window?!23-26,
or core-valence separation!0%103.112,

The use of restricted excitation window or core-valence
separation methods has the advantage that it can generally al-
leviate the slow convergence issues in iterative diagonaliza-
tions, though depending on the implementation its use may
preclude the ability to capture processes such as shake-up
transitions that include both core — virtual excitations as
well as higher-lying valence — virtual excitations. Addi-
tionally, these approximations do not necessarily yield the
same eigenvalue, eigenvector pairs that would be obtained
from directly diagonalizing the full original matrix, though
in many cases the difference is small. Several recent alter-
native approaches to specifically treat the interior eigenvalue
problem are the generalized preconditioned locally harmonic
residual (GPLHR)'3*-135 method and iterative vector interac-
tion (iVI).!3%137 These eigensolvers have been shown to be
much more robust in locating the eigenvectors in the high-
energy X-ray region, but without making any formal approxi-
mations. Despite the improved convergence properties, these
methods still require significant computational cost to calcu-
late the hundreds or even thousands of states in the desired
region.

B. Time-Domain Approaches

In the time-domain approach!3%13 (sometimes referred to
as “real-time” to distinguish it from the response based vari-
ants of methods such as linear response TDDFT), the time-
dependent Schrodinger or Dirac equation are propagated ex-
plicitly. That is, one numerically solves

L d ;
ih— [¥(r)) = H|¥(1)) (16)

where H is the Hamiltonian. This is often done using a sym-
plectic integration scheme such as modified-midpoint unitary
transformation (MMUT)!40-142 or 2nd-order Magnus®%!*3 to
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FIG. 9. Calculation of the L, 3-edge XAS in SiCly using RT-X2C
theory. Reprinted with permission from Kasper, J. M.; Lestrange, P.
J.; Stetina, T. F.; Li, X. Modeling L, 3-Edge X-ray Absorption Spec-
troscopy with Real-Time Exact Two-Component Relativistic Time-
Dependent Density Functional Theory. J. Chem. Theory Comput.
2018, 74, 1998-2006. Copyright (2018) American Chemical Soci-
ety.

ensure the conservation of energy and the number of elec-
trons. Since the initial wavefunction is a stationary state, in
order to get a spectrum, the system must first be perturbed.
This is most commonly done by exciting all dipole-allowed
electronic transitions with a d-pulse along some direction q.
The time-dependent Hamiltonian within the electric-dipole
approximation is then given by

H(r)=Ho()+ Y x(1)(ry) (17)

q=x.y.2

where Hy is the field free Hamiltonian, x(¢) is the field
strength and (r,) denotes the dipole integrals along direction
gq. Practically, the d-pulse perturbation corresponds to a step
function lasting for only the initial time-step of width At:

Kmax, 0t <Az,
K(t) = 18
®) {0, else (18)

At each point in time the expectation value of the dipole mo-
ment is then evaluated, pt(¢). Following a Fourier transform to
obtain ((®) the (isotropic) dipole strength function is given
by

S(w) o< Tr [a)-lmuq’i:))] (19)

One advantage of the real-time approach is the ability to
efficiently calculate larger regions of the absorption spectra
in a single simulation.!3%13% This is especially useful for the
XANES region, which usually has a high density of states in
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the spectrum over tens of eV. Thus instead of computing hun-
dreds or even thousands of eigenvectors to cover the spectral
region of interest, a short time simulation provides the same
spectra. Recent work has also shown that Padé approximants
can also be used and produce comparable spectra with far
shorter simulation time.*1'#4. This is especially advantages
for XAS as the high energy requires a short time step. Kadek
et al. used real-time propagation of the four-component
Dirac—Kohn—Sham matrix to capture the L, 3-edge region for
SFg, including a dipole-weighted transition analysis of the rel-
evant spinors*. Recently the real-time X2C-TDDFT method
was used by Kasper et al. to model the L, 3-edge region for
several molecular complexes. As seen in Fig. 9, the results are
generally quite good, although there is some sensitivity to the
choice of DFT functional and basis set.

C. Damped-Response and Model Order Reduction

Unlike the frequency or time-based approaches discussed
previously, the damped response problem is inherently energy
specific. In this method, one directly evaluates the response
of the system (the output) to a given perturbation at frequency
o (the input).'*>146 The absorption cross section o(®) for
light at a given frequency  is proportional to the trace of the
dynamic polarizability a(®):

0 () < oIm(Tr[a(®)]) (20)
where
O=0+in 21

and 1 > 0 is a small damping parameter. The use of the com-
plex @ allows convergence near the poles where there are res-
onant excitations that formally diverge. The evaluation of the
tensor a(®) can be performed by linear solvers according to:

(H- @S)x(@) =d 22)

where H is the given response Hamiltonian, S is the over-
lap, d is the vector of dipole operators, all in the molec-
ular orbital basis. This is because Tr[d'x(®)] = a(®).
A variety of Hamiltonians have been used in to obtain
the complex polarization propagator (CPP), including CPP-
CC30.124.125 - cpp-SCF'“*1%9 " and can be used for high-
energy excitations,??106:126-128,150 Now Eq. (22) can be eval-
uated for a given set of frequencies @; to obtain the spectrum
over the range of values. This results in spectra that are similar
to those obtained through the real-time approach, as there is
not explicit calculation of the poles which correspond to dis-
crete transitions. For example, Frannson et al.'% used CCP-
DFT to compute the L, 3-edge at both the four-component
level of theory as well as X2C as shown in Fig. 10.

In general this procedure would require a large number of
evaluations of Eq. (22) to cover a large energy range with
sufficient resolution, but with techniques such as model-order
reduction (MOR) the number of required evaluations can be
made much smaller.”® This essentially provides an interpola-
tion scheme to evaluate a minimal number of linear systems
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FIG. 10. Calculation of the L, 3-edge XAS in SiCl4 using CCP-DFT
damped response theory with the CAM-B3LYP functional. Data re-
plotted from Ref. 106 with permission from RSC publishing.

to converge the spectrum to within some tolerance, since more
frequencies are required to be evaluated near resonances with
much fewer far away from resonance. Since all the linear sys-
tem solves are independent problems for a given frequency @,
this approach is particularly good for its ease of paralleliza-
tion. For larger systems where there are many nearly degen-
erate transitions such as the water clusters considered in Ref.
28 where the spectrum will be more dense and convergence of
iterative diagonalization is harder, an approach using damped
response and MOR is expected to perform well.

V. SUMMARY

From the computational and theoretical standpoint, L-edge
XAS presents some unique challenges over describing exci-
tations in the UV-Visible region, mainly due to the need to
include relativistic corrections (scalar relativity and spin-orbit
coupling), to compute interior eigenspectrum, and to handle
the dense manifold of excited states.

Throughout this topical review a variety of different elec-
tronic structure methods and practical algorithmic strategies
for computing molecular L-edge X-ray absorption spectra
have been summarized. While new theory is still being de-
veloped, there are now many options for simulating L-edge
XAS that each have their own strengths and weaknesses. For
one, TDDFT and ROCIS/DFT are computationally cheap, and
provide good qualitative results for most single electronic ex-
citations. However, TDDFT and ROCIS/DFT cannot cap-
ture shake-up excitations and other multi-electron effects that
appear in X-ray spectroscopy. In order to capture multi-
electron excitation effects, a higher level of theory such as
coupled cluster, ADC, or CAS/RAS must be used. These are
much more expensive than single excitation methods and cur-
rently are only practical for small complexes, though this may
change with future breakthroughs.
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Another important choice when calculating L-edge spec-
tra is choosing between solving the problem in the frequency
domain or the time domain. For example, TDDFT is typi-
cally solved as an eigenvalue problem in the frequency do-
main where eigenvalues are excitation energies and the eigen-
vectors represent the approximate excited state. Using these
vectors, their energies and their corresponding absorption
strength, one can build up a spectrum with simple Gaussian
or Lorentzian broadening. However, for systems with mul-
tiple atoms of the same type the number of states necessary
quickly grows into the thousands, leading to high cost and
convergence problems. Alternatively, time-domain methods
which explicitly propagate the electronic density matrix in
time can obtain a full spectrum in a single calculation instead
of solving for many eigenvectors. This method can be advan-
tageous if one desires only the shape of the spectrum, rather
than a careful analysis of specific transitions. In contrast to
either of these methods, the problem can also be recast as
damped response using the complex polarization propagator.
This allows for explicit calculation of the damped response
for a set of frequencies. Additionally, newer techniques such
as MOR can reproduce similar results with great efficiency,
and are well-suited to parallelization across large supercom-
puters. For some systems it might be advantageous to use
a non-eigenvector based method to first obtain a spectrum,
and then tailor an eigenvector-based approach to examine the
states in a given feature of interest.
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