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Abstract

We apply Gamma calculus to the hypoelliptic and non-symmetric setting of
Langevin dynamics under general conditions on the potential. This extension allows
us to provide explicit estimates on the convergence rate (which is exponential) to
equilibrium for the dynamics in a weighted H! (1) sense, . denoting the unique
invariant probability measure of the system. The general result holds for singular
potentials, such as the well-known Lennard—Jones interaction and confining well,
and it is applied in such a case to estimate the rate of convergence when the number
of particles N in the system is large.
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1. Introduction

This paper studies convergence to equilibrium for second-order Langevin dy-
namics under general growth conditions on the potential. Although we are princi-
pally motivated by the case when the potential is singular, e.g. when the dynamics
has repulsive forces and/or interactions, the results presented in this paper hold
more generally. In particular, our main result is that, given (very) basic structural
and growth conditions on the potential, the dynamics relaxes to equilibrium ex-
ponentially fast in an explicitly measurable way. The “explicitness” of this result
comes directly from the constants appearing in the growth conditions, which can
all be readily estimated, and a local Poincaré constant for the invariant measure ji.
This result is applied to the specific situation of a singular interaction and polyno-
mial confining well to provide explicit estimates on the exponential convergence
rate e~ in terms of the number N > 1 of particles in the system. We will see that
o = c/(pVNP),where p > 0isthelocal Poincaré constant for w andc > 0, p > 1
are constants that are independent of N.

Convergence to equilibrium for Langevin dynamics, sometimes called the ki-
netic Fokker-Planck equation, is a well-studied topic which has been investigated
both from analytic and probabilistic perspectives. The first known result in this
circle of problems is due to TROPPER [28] who proved mixing of the dynamics
when the Hessian of U, denoted by V2U, is bounded. Tropper’s result was sub-
sequently improved in the papers of TALAY [27] and MATTINGLY et al. [22], both
in 2002, where exponential convergence to equilibrium was obtained via the exis-
tence of a Lyapunov function of the form H (x, v) + cx - v provided the potential
is “polynomial-like”. Here

lv|?
H(x,v) = T+U(x) (1.1

is the Hamiltonian of the system and x and v respectively denote the position and
velocity vectors. Additionally under this condition on the potential, TALAY [27]
established exponential convergence to equilibrium in the topologies H* (1) for all
k € N and as well as exponential convergence in a weighted topology where the
weight satisfies a Lyapunov-type condition. These papers later inspired the work of
ViLLANI [29], which was applied to prove exponential convergence to equilibrium
in H! () (and also L2(,u)) for C? potentials U such that the measure e Y dx sat-
isfies a Poincaré inequality as well as the growth condition |V2U | < C(+|VU)).
This work was in some sense a combination of the ideas in [22,27] with the semi-
nal works of HERAU and NIER [14] and TALAY [27] where an appropriately chosen
perturbation of the H'(x) norm is constructed in which the dynamics contracts.
The idea being proposed was that local smoothing of the dynamics in the sense of
hypoellipticity [17] determined more global contractive properties like coercivity,
hence the nomenclature “hypocoercivity”. We refer the reader to [7, 18] for either
different methods for proving, or other applications of hypocoercivity.

Even though Villani’s result allows for a general class of potentials, which
in particular subsumes the class of potentials treated in [22,27], the growth con-
dition |V2U| < C(1 + |VU|) is not satisfied by potentials with singularities.
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This is because the singularity becomes “stronger” with each additional deriva-
tive. Subsequently, the work of CONRAD and GROTHAUS [5] and GROTHAUS and
STILGENBAUER [10] extended Villani’s result using the hypocoercive approach to
prove ergodicity and establish a rate of convergence (at least as fast as polynomial)
for singular potentials satisfying the same Poincaré condition but the weaker growth
condition:

For all ¢ > 0 there exists D(c) > 0 such that |[V2U| < ¢|VU|?> + D(c).

Under this same growth condition, convergence to equilibrium at an exponential
rate was established in the papers [6, 16] by the construction of an explicit Lyapunov
function of the form exp(§ H + ) where § > 0 is a constant, H is the Hamiltonian
and ¥ an appropriately constructed perturbation. The ideas used in these papers
utilized large state space asymptotics of the dynamics previously developed in
[1,12,15] to build the Lyapunov function. During a similar time frame, the work of
CATTIAUKX et al. [4] proved entropic convergence at a geometric rate employing a
weighted log-Sobolev inequality satisfied by potentials under the growth condition

IVZU| < cUP < UM < VU P? (1.2)

outside of a compact domain in space for some constants C, C’, n > 0. While this
condition does allow for a singular confining potential, as opposed to the growth
conditions used in [5,10,16] it does not afford the flexibility of a difference in
asymptotic behavior between the confining well and the interaction potential. A
simple example for which this condition is not satisfied is provided in Section 4.

In terms of explicitly quantifying convergence rates to equilibrium for Langevin
dynamics, results for a broader class of potentials than by ViLLANI [29] are much
rarer, but significant recent progress has been made by EBERLE et al. [8,9] using
a direct coupling approach and assuming that the derivatives of U are bounded.
Although seemingly limited by this boundedness assumption, a path is provided by
ZIMMER [30] to extend the results to more general potentials using a Lyapunov con-
dition. However, the actual dependence of the constants in the Lyapunov condition
on the growth conditions satisfied by the potentials remains largely unknown except
in the cases where either U satisfies (1.2) as in [4] or behaves like a quadratic poten-
tial as in [8]. Moreover, the relationship between these two commonly employed
approaches to tackling the convergence question, analytic versus probabilistic, is
not clear in this setting where the generator L is hypoelliptic and non-symmetric
with respect to the L? () inner product.

In this paper, we provide a different approach to estimating explicit convergence
rates within a wide class of potentials for Langevin dynamics which is more in
line with the approach of VILLANI [29] and BAUDOIN [3]. In particular, our main
general result directly extends the work of Villani using Gamma calculus. We then
use the results of this approach to estimate how the rate of convergence depends
on the growth conditions satisfied by the potential and, in the specific case of a
singular interaction and polynomial confining well, we estimate the dependence of
the convergence rate on the number N of particles in the system. An interesting
consequence of the framework provided is that the construction of the norm in which
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the dynamics contracts is very similar in spirit to the typical Harris construction
in [13,23]. That is, to couple two different initial conditions, one must wait until
both processes return to the “center” of space. Then, once both processes enter this
domain, the noise provides the mechanism for mixing. Here we will build the norm
by making use of Lyapunov structure of a slightly different variety outside of the
center and a local Poincaré inequality satisfied by the invariant measure w in the
center. It should be noted that this approach is different than the one outlined by
MONMARCHE [24,25] in that we do not modify the natural carré du champ operator
associated to the generator L of the diffusion.

The organization of this paper is as follows. In Section 2, we set up notation,
introduce terminology and state the main general result. There we also present con-
crete examples of potentials and estimates on the convergence rates. In Sections 3
and 4, we gradually construct the (weighted) H' metric in which the dynamics
contracts, explaining why the presence of the weight is natural and also explaining
how the Villani condition on U arises in the process. The subsequent section, Sec-
tion 5, shows that the Lyapunov structure on which the results of Section 3 relies
is not hard to verify and estimate quantitatively.

2. Mathematical Setting, Main Results and Examples

In this section, we fix notation, terminology and our assumptions. Then we
state the main results to be proved in this paper. Following the statements of these
results, we end the section with concrete examples of potentials and some explicit
convergence rates.

2.1. Setting and Basic Assumptions
Throughout the paper we study the Langevin stochastic differential equation
dx(t) = v(t)drt
dv(t) = —yv(r)dr — VU (x(t)) dt + mdB(t), 2.1

where

x(1) = (x1(0), x2(1), ..., xn (1)) € ROV,
v(t) = (Wi (1), v2(1), ..., un (1) € RN

denote the position and velocity vectors, respectively, of N -particles evolving on
some subset of RF. The parameters y, T > 0 are the friction and temperature con-
stants, respectively, while B(#) is a standard (Nk)-dimensional Brownian motion
defined on a probability space (2, .7, P). The function U : (RMHN = [0, oo] is
the potential function. It encodes both environmental forces acting on all particles
as well as particle interactions. We will allow U to take the value oo if the potential
function has singularities, as in the case when U has a Lennard—Jones interaction.
More specifically, U takes the value oo at the point(s) in (R¥)" of singularity. Thus
if U is nonsingular, as in the case of a standard polynomial interaction and confining
well, then U never takes this value.
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Notation 2.2. We denote by & the subset of (RYN on which the position vector
x(t) lives, namely,
O:={xe®RHY : Ux) < o0} (2.3)
By 2" we denote the state space
2 =0 x RHN (2.4)
and let
d:= Nk (2.5)
denote the spatial dimension parameter.

Assumption 2.6. (Basic Structure)

e U € C®(0;10,00)).
e The set ¢ is connected. Moreover, for every n € N the open set

O, ={xec®YN : Ux) <n}

has compact closure.
. 1 P
o The integral [, ¢~ 7Y dx is finite.

Assumption 2.7. (Growth Condition) There exists a constant «” > 0 such that

1
ViU < —— VU )] 4 2.8
| () yl 16Td| Iyl 4«7yl (2.8)
forallx € O,y € (Rk)N .Here V2U denotes the Hessian matrix of U . Furthermore,
there exist constants cq, ¢oo, do, doo > 0 and 19 € (—o0, —1) U (0, 00), neo > 1
such that

2 2
coolU> T —doy < |VUP < coU>T0 + dy. (2.9

2.2. Explanation of the Assumptions

We start by observing that the first assumption, Assumption 2.6, is a nominal
requirement to ensure that Equation (2.1) has unique pathwise solutions. Indeed,
using the standard fixed-point argument, it is not hard to show that Assumption 2.6
implies that Equation (2.1) has unique local pathwise solutions (x (), v(¢)) evolving
on the state space 2.

More precisely, denote by B,,,n € N, the open ball of radius n in (Rk)N centered
at the origin and define stopping times t,, and 7 by

T = inf{r > 0: (x(0), v(0)) ¢ Oy x By},

T = lim t,.
n— oo
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Then pathwise solutions exist and are unique for all times t < 7 (e.g. [19,26]).
However, by using the Hamiltonian

lv|?
H(x,v) == - +U(®x) (2.10)

as a basic type of Lyapunov function, it can be shown that
P it <oo} =0 forall (x,v) e Z. 2.11)

Hence, Equation (2.1) has unique pathwise solutions for all finite times r > 0 almost
surely evolving on the state space 2". Moreover, the pathwise solutions given by
Assumption 2.6 are Markovian, and we denote by {P},>( the associated Markov
semigroup acting on the space Cg(% : R) of bounded C? real-valued functions on
2. Note that the semigroup {P;},>( has its infinitesimal generator L given by

L=v-Vy—yv-Vy— VU -V, +yTA,. 2.12)

Another important consequence of Assumption 2.6 is that it implies that the
canonical Boltzmann-Gibbs measure u given by

1 1
dxdv) = —e THEY gy qy,
pu(dx dv) JVe xdv
/V=/ e THED) gy dy 2.13)
Z

is an invariant probability measure under the dual action of the Markov semigroup
P;; that is, u(Z") = 1 and for all Borel sets A in 2" and all # > 0 we have

WP (A) = /% (@) P (v, A) = p(A),

where P;(y, -) denotes the Markov transition kernel, whose existence is also guar-
anteed by Assumption 2.6.

Remark 2.14. It is possible to replace Assumption 2.6 by a weaker regularity
hypothesis on the potential U. With only minor adjustments, all of the general
results stated here hold provided U € C?(&), but we maintain the assumption that
U € C°°(0) to keep the presentation as simple as possible and because all of the
potentials we are interested in satisfy this assumption. In certain scenarios, one
can treat potentials less regular than C2(¢&). See, for example, the papers [5,10].
However, in such cases, greater care must be taken to make sense of solutions
of (2.1).

Remark 2.15. There are natural cases where the set ¢ is not connected. For exam-
ple,if N =k =1and U : R — (0, oo] is defined by

I
00 ifx=0
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for some constants @ > 1 and b > 0, then the set & has two disjoint connected
components, Ry and R_g. In this case, the potential U models a “hard wall” at
0 that the single particle cannot penetrate. As a result, solutions started on either
side of 0 generate mutually exclusive invariant measures. This is not a weakness in
Assumption 2.6, for it allows one to work within each connected component of &
by setting either U (x) = oo when x < 0 or U(x) = co when x > 0.

The second assumption, Assumption 2.7, is a basic growth condition on the
potential. It is satisfied by a wide class of potentials, including those which contain
Lennard—Jones interactions, for general temperatures 7 > 0 and general dimen-
sions d = Nk, and logarithmic singular interactions, provided the temperature
T > 0 is sufficiently small depending on the dimension.

Remark 2.16. One should think of threshold of 1/(167d) in Assumption 2.7 as a
quantitative version of the hypothesis made in [16], where it is assumed that for
any sequence x, € ¢ with U(x,) —— 0o we have

n— 00

[V2U (x)|
VU (x,) > n—o00
Thus under such an assumption, the bound (2.8) is always satisfied for some «” > 0.

Remark 2.17. With the appropriate Lyapunov function, it is possible to improve
the threshold 1/(167d) in some cases. See, for example, the recent work [21]
where Coloumb interaction potentials are treated in detail. However, when |V2U |
is of the same order as |[VU|? asymptotically when U — oo, then U behaves
like a logarithmic function. Therefore in such cases, our assumptions are near the
boundary where integrability of the Gibbs density fails and thus major structural
changes are taking place in the measure.

2.3. The Main Results

Before stating the main results, we need the following basic notation:

Notation 2.18. For a parameter ¢ > 0, we define the modified gradient operator

Ve =NV, Vi — c() V), (2.19)

where

=

cly) ==+, —+1. (2.20)

Also forany W € L'(u), we let sy denote the following (finite) weighted measure
on Borel subsets of 2~

ww (dx dv) == W(x, v)e_%H(x’v) dx dv. (2.21)
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We denote by H ;}’W the space of weakly differentiable functions f : 2~ — R with

IUﬂéw:=[;faduw+ﬂvpﬂ2mL<<w. (2.22)
As we will now see, for the appropriate choice of W € L!(u) and ¢ > 0, the
distance || - ||, w is the type of norm in which the semigroup P; is contractive for
allr > 0.

Theorem 2.23. Suppose that the potential U satisfies Assumptions 2.6 and 2.7.
Then there exists an explicit function W € C®(2; [1, 00)) N LY (1) and explicit
constants o, { > 0 such that for all f € HS_W satisfying f% fdu = 0we have

1P w < e lIfIEw (2.24)
forallt > 0

Remark 2.25. Below we give an expression for the function W above as well as
estimates on the parameters o, ¢ > 0, thus making the bound (2.24) explicit. It
should be noted that we did not assume that p satisfies the Poincaré inequality on
2, although it is implicitly implied by the first condition in Assumption 2.7. See,
for example, the work of VILLANI [29]. Because this bound is “near’” the boundary
where the Poincaré inequality is satisfied, this result is “closer” to establishing the
equivalence for Langevin dynamics between exponential convergence to equilib-
rium and p satisfying the Poincaré inequality on 2.

To introduce a valid choice of W and estimate the constants o, { > 0 above,
we need another definition.

Definition 2.26. Let A € 2" be a Borel set. If v is a positive Borel measure on .2~
and v(A) € (0, c0), we say that v satisfies the local Poincaré inequality on A if
there exists a constant p = p(v, A) > 0 such that

/f dv<p/|Vf| dv + — (A) /fdv
forall f € H'(v).

Remark 2.27. Since the Boltzmann-Gibbs density .4~ e TH i strictly positive
on 2, the measure p defined by (2.13) satisfies the local Poincaré inequality on
any compact and connected set J/ € . Employing Assumptions 2.6 and 2.7, it
follows that any set of the form

1
{(x,v)eZ : W? <A Ux)SB), A=0, B> (ffz)zfz/noo

is both compact and connected. Indeed, compactness is immediate. Moreover, con-
nectedness follows by the Mountain Pass Theorem [20], a generalization of Rolle’s
theorem, since & is connected by Assumption 2.6, and since

1
IVU(x)| > 0 whenever U(x) > (%’2) 2=2/n00
by relation (2.9).
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Let U satisfy Assumptions 2.6 and 2.7. We introduce constants

1
R doo+(40e4+4)Td(/<”+1)v92y2Td) .z
b= Coo Coo ’

R := Ry + 3274, (2.28)

where we recall that ¢, dy, cso, doo, k" > 0 and 1, N are the constants in As-
sumption 2.7, and T > 0,d = Nk are the temperature and dimensionality con-
stants, respectively. Define ¥’ = 1/(16Td) and for r > 0 set

4
2(cok’)?r 0 4 2(dok’)? + (k)21
= + —. (2.29)
y2T 2T

Introduce the compact and connected subset K € 2 (cf. Remark 2.27 and relation
(2.28)) given by

K={(x,v)eZ : v <0 +2)Td}N{(x,v) € Z : U< Ry} (2.30)

Since p satisfies the local Poincaré inequality on K, throughout we let px > 0
denote the associated Poincaré constant as in Definition 2.26. Set

(Ac*(y) +Hpk

/
Pk =
Y

Next, let o = Z—g, B = %64 and Ag, A > 0 be such that

2o = Ralog(D(ho)) + Ralog(Bok + 1)
and
L = (Bok + 1)D (o). (2.31)

Define
2
= —F and o= ¢ A Y —.
1+ By 2(14+21) 1+ Bok

Next, let h € C°°([0, 00); [0, 1]) be any function satisfying

2 (2.32)

1 ifg>R 2 1
hgy=1 977 and w< _ ,
0 ifg <R R, — R; 16Td
Define
3y Td -VU
T YY) ) > Ry
Yx,v) = 2R VU (x)?
0 otherwise
and

+ ¥ (x, v)). (2.33)
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Corollary 2.34. Suppose that the potential U satisfies Assumptions 2.6 and 2.7.
Then in the statement of Theorem 2.23 we may choose o, > 0 as in (2.32) and
the weight W to be W = e'V + A where V, A > 1, and K are as in (2.33), (2.31)
and (2.30), respectively.

To see the utility of this result and the arguments which establish it, later we
will estimate these constants in the following three concrete examples.

Example 2.35. As a first example, consider the simple “single-well” quadratic
potential U : R? — [0, o0) given by U(x) = |x|?/2. Then U clearly satisfies
Assumption 2.6. One can also easily show that U satisfies Assumption 2.7. In
Section 3, we will see that in the bound (2.24) we can choose W =1,

2
3 E+V5E+1) 1 % 1
= ha— d = — i 1, A
o+ 2T tap  ad o= gmintl os)

;2

In this simple case as well as in the example that follows, we do not need to directly
apply Theorem 2.23. Rather, we will be able to apply a corollary of its proof which
allows one to get around unnecessary estimates needed in the case of a singular
potential.

Example 2.36. Next consider the double-well potential U : (R©)Y — [0, 00)
given by U(x) = (|x|2 — 1)2/4. Define constants kg > 0 and K(’) > (0 by

27
ko= ——2—— and Ko =— +2

2V T + Tc%(y) Ky

where c(y) = % + 4/ VTZ + 1 is as in (2.20). One can check that U satisfies a
Poincaré inequality on (R*)" with some constant p > 0. Define

2 _ 2y%Trod ZdK(’)yz
4c2(y) 4c(y)

In Section 3, we will see that in this case the bound (2.24) is satisfied for W = 1,

2 2
2+ M (5+yF+1 1
(2— +(2 4 ) +

+ (kf)?.

y2T 2T 4T
o= %min{l, 1/,0{2}.

)

Example 2.37. Using the notation x = (x1,x2,...,xy) € (Rk)N , where each
X = (xi', .. .,xlk) belongs to R¥, we next consider a singular potential U :

(RN = [0, 0o] of the form

N
Ux) =Y Ue(x)+ Y Ur(xi —xj) (2.38)
i=1

i<j
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with Ug € C®(R*; [0, 00)) and U; : R — [0, 0o] satisfying

Blg|™? if 0
Up(q) = Algl® and U (q) :{ lal™" itg # (2.39)
00 otherwise

where A, B,b > 0 are constants and a > 2 is an even integer. In the analysis
that follows, we could certainly incorporate lower-order terms in both Ug and U;
above, but the estimates become unnecessarily complicated. Thus we stick to the
form above under these assumptions on Ug and Uy. Note that U clearly satisfies
Assumption 2.6 for k > 2. If, however, k = 1 then we need to slightly modify the
definition of the potential U so that the domain of the particles & is connected.
That is, in this case we also set U = oo if the relation

X1 <Xy <---<XN

is NOT satisfied. This means that the particles must remain in the same ordering
because they cannot pass one another when k = 1.

In the Appendix, we will prove the following result showing that U satisfies
Assumption 2.7 with explicit estimates on the constants in the assumption.

Proposition 2.40. U as above satisfies Assumption 2.7 with ng = b, . = a,

a—2
128(a — 1)k2T>“

K" = N5~4 Aa(a — Dk (
Aa

b

b2
512(b + 3)k2T> b A%2q2 B2pEINZHA
8

N T 4Bb(b + 3)k
+ &+3) Bb NkT T skt

and choice of constants cq, dy, Coo, doo given by

5 4b°
C():N )
Bb
) (a—1)b
1_2@=Db 5 5 Abp2\
dy=N"~""ab 2A%a" | —— ,
Bta?
A%a2
0T Iyt
b(a—1)
2 2 gy
bea-@-1 2 Aaa?B? [Aia®\ 7" 24242
deo = N aGth) +a 1—2 ( - + +2B2p2 N3,
8B Bab?

Although even the appearance of these estimates is technical, the most important
consequence of this result is that it gives an estimate on the convergencerate ¢ = oy
depending on the number of particles in the system. In particular, we may choose
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for some p > 0 where C > 0 is independent of N and pg is the local Poincaré
constant satisfied by i on K. If we believe that the Poincaré constant pgx grows no
faster than a polynomial in N, then we note that o decays no worse than C'/N 4
as N — oo.

3. Gamma Calculus and the Case When W =1

In this section, we introduce the basic ideas and methods behind building the
weighted H'! distance

1 fllew = //% F2duw + /l Ve £12 du

in which the dynamics defined by (2.1) contracts.
There are two parts to building this norm. One part determines the weight
W e L'(u) appearing in the measure 1y where we recall that sy is defined by

ww (dx dv) = W(x, v) u(dx dv)

and p is the Boltzmann-Gibbs measure as in (2.13). The other part of the construc-
tion decides how to define the modified gradient operator V.. While the need for
the weight W will become apparent as we allow for general potentials satisfying
Assumptions 2.6 and 2.7, in this section we will focus solely on the latter part of
the construction, in particular on how to define V. In the following section, we
will build off of the analysis done here and define the weight W.

Remark 3.1. Although we have already defined V; in (2.19) above, we will leave
its meaning open in this section, allowing us to discover it naturally. At this point
at the very least, we know that it needs to have enough structure so that squared
distance f 9 Ve f |2 dy is equivalent to / 7 IV f |2 dp where V is the usual gradient
operator on (RF)N.

Remark 3.2. The results in this section focus on the case when W = 1, the resulting
construction outlined here is equivalent to those given in [3,29]. However, our
approach more closely follows the methods in [3].

3.1. The Basic Idea: Hope for Contractivity in L? (i)

The idea behind the construction of the modified gradient V, becomes clear by
starting the analysis hoping that, for some constant ¢ > 0, the inequality

/ (Prf)?du < e / frdu (3.3)
A VA

is satisfied for all f € L?(u) with f% fduw =0andall + > 0. The bound above
would then imply exponential convergence to equilibrium in L?(1) as we have
centered the observable f € L*(u). Although for the dynamics (2.1) we cannot



Gamma Calculus Beyond Villani 777

arrive at this estimate, by starting here we will see how and why the need for the
modified distance || f||¢,1 arises to combat the absence of a contraction in the usual
Lz(p,) sense.

To begin the analysis and attempt to prove estimates like (3.3), we need to
be able to differentiate with respect to time and commute this operation with the
integral in (3.3). We will be able to do this employing the appropriate smoothing
properties satisfied by the Markov semigroup {P;};>¢ as outlined in the following
lemma and corollary.

Lemma 3.4. Suppose that the potential U satisfies Assumption 2.6. Then for all
(x,v) € X, the distribution of the process (x(t), v(t)) solving (2.1) with the initial
value (x(0), v(0)) = (x, v) is absolutely continuous with respect to the Lebesgue
measure on 2" and its probability density, denoted by p,((x, v), (x', V")), is smooth;
that is,

t, (x,v), X", V) = p:((x,v), (x',v)) € C®0,00) x Z x Z).

Proof. This follows by Hormander’s hypoellipticity theorem [17]. A proof can be
found in [16]. O

A basic corollary of Lemma 3.4 is the following fact which we will use through-
out this and the following section.

Corollary 3.5. Suppose that the potential U satisfies Assumption 2.6. For any f €
CP(ZR), let f € Cp°(Z7; R) be given by

Feov) = fxov) — /9/ fdu. (3.6)

Then (t, (x,v)) — P, f(x,v) : [0,00) x 2 — R € C.X([s, S] x X)) for any
0 <s < § < oo. Furthermore, for any t > 0

d - _ _
5P[f=P[Lf:LPtf.

Following the idea above, we now try to see if a contraction is possible in L% ().
To do the calculation, suppose that f € C3°(2; R) with f = f — [, fdu and
differentiate at time ¢ > 0 employing Corollary 3.5 to produce

d _ _ _
= / (P du =2 / (P ILP) de
)y A
_ / L(P, ) — 20(P, ) du,
VA

where for g € CZ(%; R)

T(g) == 3[Lg* —2gLgl = yT|Vugl*. (3.7)
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To understand some of the structures in the expression above, since w is invariant
for P, we have [, L(P; f)*du = 0, implying

d _ _
: / (P /Y du = —2 / (P, ) du. (3.8)
t )y ﬂf

Thus if we were somehow able to produce a Poincaré-type inequality of the form

o 2
[ rnan= [ s
x 2 )2

satisfied for all f € H'(u) with fgf fdu = 0 for some constant o > 0, then we
would be done, for then

d _ _ _
d—/ (P /Y du = —2/ C(Pf)du < —o/ (P ) du.
tJa A 3&”

Hence the estimate (3.3) would then follow by Gronwall’s inequality and a simple
approximation argument. Clearly, however, such an inequality cannot be satisfied
for all such centered observables f = f — [o fdp with f € C§°(Z": R). Nev-
ertheless, this idea lays the foundation for what follows.

Central to the issue above are the x directions missing in I', and we need to be
able to produce these directions so that we can apply the actual Poincaré inequality
with respect to © which reads as

2 2 ! 2
IVofIP+ Ve flPdw = — | f7du
b plr

for all f € H'(u) with f x Jdu = 0 for some constant p > 0. In particular,

the term |V, P; f|? is clearly not available in expression (3.8). Thus to produce the
missing directions, one goes back to the very beginning of the idea to modify the
form of the original functional, this time differentiating an expression of the form

1P flZ, = fy(P,f)2 + Ve P f P du, (3.9)

where f € C3°(2"; R) and f= f = [4 fdu. Asopposed to the L?(u) topology,
this time we are working with a distance equivalent to the H'(x) norm. From this
point, however, the analysis repeats itself as one tries to “tune” the metric above by
choosing the gradient V, appropriately. We will do this calculation now, but using
the methods of the Gamma calculus following the ideas in [3].

3.2. Gamma Calculus and the Definition of V,

For constants a, b, ¢ € Ry to be determined later, define the differential oper-
ators Y and Z

Yf=aVyf and Zf =bVif —cVyf (3.10)
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acting on f € C'(.2"; R). Also, set
Ve=¢T'(Y,Z2)  and TN =IYSPHIZfP = CIVe(HP G
where ¢ > 0 will be another tuning parameter. Next, let
r'(f,e)=Yf-Yg and T*(fg)=2f Zg (3.12)
with TV (f) :==T"(f, /) and T*(f) :=T*(f, /).

Remark 3.13. Operationally, the forms I'Y and I'? are the objects that arise natu-

rally by differentiating .7 (P; f), where .7 is as in (3.11), with respect to time.
In light of the above remarks, let f € C3°(2"; R) and f=f- fyf fdu.
Applying Corollary 3.5, we find that since p is invariant for (P;);>0

d _
. /y 7(P,f)du

d _ _
=/5V 5(|YPtf|2+|ZP,f|2>du

A

= [ AtV Ln2r R LR
= /l‘ 20V (P f, LP f) — LTY (P, f) + 2T *(P, f, LP f) — LT (P, f) dp

= — /J 2P (P f) + 2T (P, f)dp.

Remark 3.14. Note that I'Z and IT'Z on the last line above are the “iterates” of the
forms T'Y and I'#, and they are defined by

1
I3 (g) = 3ILT () 2" (. Lg)].

1
rf(g) = E[er<g> —2I'%(g, Lg)l.

Here by “iterate” we mean in the sense that I'(g) above is the iterate of the standard
product as in (3.7).

We next calculate I'Y and I'Y. Letting [A, B] := AB — BA denote the com-
mutator of operators A and B, for a generic test function g € C'(2"; R) note that
since [L, Y] = a(yV, — V,),

rY(g) = yTIVo(YQ)? + Yg-[L,Y]g
a C
=TIV, (Yg))* — SYe Zg+ (v — Z)FY@).
Similarly,

T¥(g) = yTIVy(Z2)> + Zf - [L, Z)(g)
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s C .z c,c b_,
=yTIVu(Zg)I" + T (g)+;(5—y)Yg-Zg+;V UYg-Zg,

where the last term in the last line above, V>U denotes the Hessian matrix and Zg
and Y g are understood to be column vectors. Combining the two expressions then
gives

c c
MY () +T5(g) = yTIVYgl + ¥ TIVZgl + ST (@) + (v = ) I ()

ey a b_,
+|l—————|Yg-Zg+ -V-UYg-Zg.
ba a b a

In the above, note that we can assure that the cross term (...)Y g - Zg without the
Hessian is zero by picking a, b, ¢ > O suchthata = b =1 and

c:c(y)z%—i— LA (3.15)

Observe that this choice also implies

Remark 3.16. As far as we can tell, the choice of a = b = 1l andc = c(y) > 0
as above seems optimal for y >> 1, in the sense that it maximizes the coefficient
of I'? while minimizing the growth in y of the other terms in the expression for
I} (¢) +T5(g).

As a consequence of the calculations above, we record the following result.

Proposition 3.17. Let a = b = 1 and c(y) be as in (3.15). Then for any g €
C*(Z;R)

I3 (e) +T7 ()

2 2 z 2y 2
zyTIVoYgl" +yTIVyZgl” +yI'7(g) — ;F (&) +VUYg-Zg. (3.18)
We next consider a simple example of a condition on U which allows us to

easily conclude exponential convergence to equilibrium in an explicit way from
this point in our analysis.

Corollary 3.19. Suppose that the potential U satisfies Assumption 2.6 and the Hes-
sian V2U has globally bounded spectrum; that is, there exists a constant M > 0
such that

IV2U (x)y| < Mly| forallx € O,y € R“. (3.20)
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Suppose also that the Boltzmann-Gibbs measure i satisfies the Poincaré inequality

on the whole space 2" with constant p > 0. Define constants
2+M? 21 1
2:—+2 +c—+— and o’:zmin{l,—}
y2T 2T 4T 4 L2

where ¢ = c(y) > 0is as in (3.15). Then we have the following estimate for all
t=>0

1P FIZ, < e IfIE,
forany f € H'(w) with [, fdu =0.
Proof. Observe that by (3.18) and Young’s inequality we have

2+ M?
(.

M) +T@) > gl“z(g) -

To apply a standard approximation argument, first let f € C;°(Z2"; R) and f=
f- f o f du. Corollary 3.5 then implies for 7 > 0 that

d - _
o @ SR
)2

Y r 1 Y r Z -
=- fgg yIT" (P f)+ ;_2(F2 (P f)+T5(Pf)du

2+M2 Y = 14 Z r
g_z/% (r7 == )TN+ 5T P d

2 4+ M? - y -
—— | (- )T D+ T ) du

y¢?
2+ M? Y z Y ~z a3
—/% (v7 = =)0 By 4 5T B d
Y = Y =
< ‘Z/% Ve P b= s /3{ VPP dpe.

Since p satisfies the Poincaré inequality on 2~ with respect to u with constant
p > 0, we find that

4
for + > 0. This finishes the proof of the result. O

d 12 Yy . 1 =
EIIszIIC,l < ——minql, o2 1P fllz.1

Example 3.21. Returning to the setting of the single-well potential U (x) = |x|>/2
discussed in Example 2.35, we will be able to conclude the convergence claim made
there using the result above. Indeed, since VU = Id;«q we have M = 1. More-
over, since p is a mean zero Gaussian on R?? with covariance matrix T1dag 24,
the Poincaré constant on R?? is T'; that is, p = T where p is an in the statement of
Corollary 3.19. Consequently, we have the conclusion of Corollary 3.19 with
Y y? 2
3 +(2+ T+l + L and o= Ymingl, =

¢* =
y2T 2T 4T 4
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Remark 3.22. In Corollary 3.19, if one assumes that the Boltzmann-Gibbs measure
w satisfies the log-Sobolev inequality on the whole space 2, then a similar proof
yields a convergence in entropy. See Section 2.5 in [3].

3.3. Integrated Estimates and Villani’s Condition

Clearly, there are many natural potentials U which do not satisfy the bounded
spectrum condition as in the statement of Corollary 3.19. However, as we now see,
we can weaken this boundedness assumption by employing integrated estimates
and a condition originally due to VILLANI [29]. Below, we recast this condition in
terms of the growth of spectrum of V2U to obtain better dimensionality dependence
on the coefficients defining the estimate. It should also be noted that, although this
condition allows for further growth in U, it is not enough to control the type of
growth exhibited in singular potentials.

Assumption 3.23. There exist constants kg, K(/) > 0 such that
IV2U (x)y| < k0| VU ()]1y] + Kol (3.24)
for all x € ¢ and all y € R?. Furthermore, ko > 0 above satisfies

Ko < Y

N
2T + T3 (y)

where ¢(y) > O is asin (3.15).

Remark 3.25. The upper threshold on x¢ > 0 above is not so important. Indeed,
one can obtain exponential convergence if ko > 0 is arbitrary using the methods
outlined here. However, one has to adjust the choices of a, b, ¢ > 0 accordingly.
To keep what follows simple, we will maintain the original choices and employ the
threshold above.

Note that by Young’s inequality, relation (3.18) implies

I (g) +T%(g)

2 2 Z 2 Y 2
2 yTIVyYgl" +yTIVyZg|”"+yT (g)—;F (&) +V°UYg-Zg

y
> yTIVoYg* + y TV, Zg)* + 5r2<g) — R(x,Yg), (3.26)
where
2 |IVZUy|?
R(x,y) = =|y|® + ————. (3.27)
Y 2y

We now note that if the potential satisfies Assumption 2.6 and the more mild
Assumption 3.23, we can use the next result to subsume the term Z(x, Y g) using
integrated estimates.
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Remark 3.28. Our argument below closely follows the proof given in Villani’s
work [29], but it has been adapted to our setting.

Proposition 3.29. Suppose that the potential satisfies Assumptions 2.6 and 3.23.
Then for all f € H*(1) we have the estimate

y - 2yTkod — N2dky\ _y
s [ vuer (f)du</%< 2 YN () d

+ /{{ yTIVo(ZA)P + yTIVo(Y)Pdpe,  (3.30)
where c(y) > 0 is as in (3.15).

Proof. Observe that for f € C3°(2Z"; R), integration by parts implies
1 2y - Y -
T IVUI"T" (f)e " Tdx =— | VUL (f) V(e T)dx
%

=/ AUTY (f)e™ T dx+ZZ/ By, Uy, 02, fe™ T dx
% - %
Jj.L

g/ |AU|FY(f)e’¥dx+2/ INUIIYFIY (Vs f)le™ T dx.
7 7
Writing the expressions in terms of Y and Z produces for any o > 0
a/ IVUIRTY (f)e™ T dx
%
gaT/ |AU|Fy(f)e’¥dx+2aT/ INU|IYFIIVo(Zf)]e T dx
17 178
+2can IVU|YFIIVy (Y f)le™ T dx.
1%

Observe that if ¢; denotes the standard orthonormal basis on (RF)Y, Assump-
tion 3.23 implies

AU = [>|V2Ue; - ei|* < V2dko|VU| + v2dx;.
i

Plugging this into the estimate above, one can then apply Young’s inequality several
times to arrive at the claimed estimate by picking o = y/(4T¢?) O

Applying the previous result, we arrive at the needed integrated estimate in this
special case.

Corollary 3.31. Suppose that the potential U satisfies Assumptions 2.6 and 3.23.
Then for all g € Cp°(Z"; R) we have

24+ M?
[ t@+ri@ans [ Trie - () @
2 2 2 1
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where

2 _ 2y2Tiod — ~2di)y?
4c2(y) 4c(y)

Consequently, the conclusion of Corollary 3.19 holds with this choice of M.

+ (k). (3.32)

Remark 3.33. If U satisfies Assumptions 2.6 and 3.23, then from [29, Appendix],
for some constant C > 0 we have the regularization, estimate for all ¢ € (0, 1] that,

2 Coop
1Pz < F Iz (3.34)

forany f € L?(w) with f 2 fdpu = 0. Combining this small-time estimate with
the conclusion of Corollary 3.31 yields a convergence in L (1)

1P 122 < CE7 N f 12 (335)

where f € L?(u) with f% fdu =0,C > 0is aconstant and o > 0 is explicit.
Indeed, the conclusion of Corollary 3.31 and then (3.34) yield

1Pt FI20 < e IPLfllen < Ce™ I f 122,
Thus, for ¢t > 1,
1P f 172 < Ce”e 1 f 1720
and since, for ¢ € [0, 1],
1P f 72 < I
one concludes (3.35).

Example 3.36. A typical example of a potential which does not have a bounded

spectrum but satisfies Villani’s condition (3.23) is the double-well potential U :

(RYN — [0, 00) given by U(x) = (|x|*> — 1)2/4. Here, we will apply Corol-

lary 3.31 to obtain the estimates on the convergence rate given in Example 2.36.
Clearly U satisfies Assumption 2.6. Also note that

IVU@)| = Ix|llx]* =1 and  V2Ux) = (Ix|* = DIdgxa + Ax)
where (A(x)),'j = 2)(,')6.1'. Let
YV

2T + Tcx(y)

where c(y) = % + 4/ VTQ + 1 is as in (2.20). It then follows that for any y € R4

Ko =

X2 = 1yl + [A@)y] = (1x]? = 1]+ 21x1D)]y]

IV2U (x)y] < |
< Glixl? =11 +2)ly]
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27
<klVUIIy|+ (S5 +2) 1] = ol VUL + 511,
0
Thus U satisfies Assumption 3.23. One can check that U satisfies a Poincaré in-

equality for some constant p > 0 and that M? can be chosen as in Corollary 3.31.
Thus we obtain the result of Corollary 3.31 for this potential with

po2m e’

y2T + 2T 4T

o= %min{l, 1/pc2).

)

Now that we see the utility in the Gamma calculus even in settings where V>U
does not have bounded spectrum, we next turn to the weighted setting which will
allow us to deal with potentials which do not satisfy Assumption 3.23.

4. The Weighted Setting and Reduction of the Main Result to the Existence
of a Lyapunov Function

In this section, we adapt the Gamma calculus discussed in the previous section to
work in settings where the Hessian V2U grows faster relative to the gradient than in
the Villani-type condition outlined in Assumption 3.23. The main ingredient needed
to get around the issue of growth is the weight W € Ll(p.) N C3(Z: (1, 00))
appearing in the distance || - ||;,w. Given that the weight W satisfies a certain
Lyapunov structure, we can obtain explicit estimates on the exponential rate of
convergence to equilibrium. In the next section, we will see that this Lyapunov
structure is not too hard to produce by exhibiting the appropriate functional, thus
allowing us to conclude Theorem 2.23.

Remark 4.1. The use of a weighted measure to establish convergence to equilib-
rium for Langevin dynamics in the setting of “polynomial-like” potentials was done
originally by TALAY [27]. There, the weight is defined with respect to Lebesgue
measure on the phase space and the Lyapunov condition is with respect to the
formal L?(dxdv)-adjoint LT of L. Here, by considering weights with respect to
the invariant measure @, we produce a condition more reminiscent of the usual,
total-variation Lyapunov condition. Indeed, this is because the formal adjoint L*
of L with respect to L (i) leads to the almost the same dynamics (2.1), except that
the Hamiltonian part of the operator L has been “time-reversed”. See the paragraph
after Lemma 4.9 for further details.

Remark 4.2. It should be noted that the choice of a Lyapunov functional in the
following section may not at all be optimal. Thus the general result given in this
section provides a way to “fine tune” the construction of the weight W to produce
better convergence bounds.
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Remark 4.3. To get around the Villani-type growth condition, a weighted mea-
sure approach was taken in the interesting recent paper [4], but with the weight
W appearing next to the term |V, f|>. While it is certainly possible to follow this
approach to obtain exponential convergence to equilibrium in an explicitly mea-
surable way, in [4] the Villani-type growth condition is replaced by another growth
condition on U that is not satisfied by common potentials with singularities, such
as the Lennard—Jones potential for example. To see their condition, we refer the
reader to Corollary 3 of [4]. The reason why these conditions are not satisfied is
that they assume the global bound, for some 1 > 0

VU > iU > U > 3| VU (4.4)

where the ¢; > 0 are constants. A simple example of where this condition is violated
is the one-dimensional potential U : R — (0, oo] defined by

x“—}—xib ifx >0

U =
2 ifx <0

where a > 1, b > 0 are constants. To see why relation (4.4) fails, near x = 0 one
must choose n = g + 1 but then the bound |VU |> > ¢; U isno longer satisfied
for x > 1. In essence, these conditions fail because there are two different scaling
regimes for U and its derivatives: one near 0 and one near co. The same reasoning
can be used to show that the Lennard—Jones potential, or Coloumb potential for
that matter, in general dimensions does not satisfy (4.4).

Remark 4.5. In another paper [2], the weighted approach like the one here is
adopted and compared with another approaches, such as convergence in the to-
tal variation distance, but in the fully elliptic setting of gradient systems where L
is symmetric with respect to the L2(u) inner product. The approach outlined here
works in the weakly hypoelliptic setting of Langevin dynamics where L no longer
has this symmetry.

As before, letting f € C3°(27; R) and f=f- f%f f du, we could start our
analysis by differentiating the weighted L? functional

/ (P )Y duy.
X

However, we would wind up in the same situation in the setting where W = 1,
missing the x directions in the gradient. Thus we start from the point of checking
that the time derivative of

1P 12 =A(Prf)szWﬁL/XIV;(sz)IZdM

does precisely what it was constructed to do. One difference from the non weighted
setting is that we will have to deal with a term that was zero in the case when W = 1
by invariance of u. As we will see, a certain Lyapunov structure, which ultimately
corresponds to the weight W, will allow us to control such a term.



Gamma Calculus Beyond Villani 787

As in the case when we assumed that the Hessian V2U was bounded, we will
have to rescale in order to define the gradient V. In particular, we again let

Ve =¢7(Y, 2) (4.6)

for some ¢ > 0 to be determined later. In what follows, though, we maintain the
choices of the coefficients of the operators Y and Z:

Recalling the notation
T(g) =T"(g) +T%(g) = * IV (9)I*.
we define
T5(g) =T7(8) + T (g). (4.7)

Let f € C3°(Z7; R) with f=rf- [ 9 f du. Employing Corollary 3.5 again and
the fact that W € Ll(u), we have for ¢t > 0

d .
IRz w
_ _ 1 _ _
- /% LB =2 TTY (P dys + 25 f% LT (P f) — 27(P, ) du
_ _ 1 _
=/ _L(sz)z—ZVTFY(Ptf)dMW——2/ 2%(P ) du
X ¢ Ja

where we used the fact that y is invariant for (P);>0 on the last line above. To
control these terms, note that if we could show the Poincaré-type bound

1 2
IghZw < — 2¢yTTY (g) — Le*duw + | = Z5(g)du (4.8)
¢ olJa 2 ¢?

for some constant o > 0 forall g € C;°(27; R) with fx gdu = 0, then we would
be finished. In particular, we have the following result.

Lemma 4.9. Suppose that there exists W € L' (u)NC?(2; [1, 00)) and constants

0, ¢ > Osuch that the estimate (4.8) holds forall g € C;°(Z"; R) with [gdu=0.
Then for all t > 0, we have the bound

1P fIZw < e 11w (4.10)

forall f € H} y, with [, fdu=0.
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In order to prove an inequality of the form (4.8), we will need to use a certain
Foster-Lyapunov structure coupled with a local Poincaré inequality as in (2.26).
While the Lyapunov structure provides a means by which to control excursions
far from the “center” of space in 2, the local Poincaré inequality provides the
mechanism for mixing and/or coupling when two processes started from different
initial conditions return to this center. Different from the typical Harris Theorem for
Markov chains [11,23], however, the Lyapunov condition will look slightly strange
because it will be with respect to the L?(i)-adjoint L* of the generator L. In other
words, L* is defined by the rule

/L*fgd,u:/ngdu forall f,g e CP(Z:R).

By a straightforward calculation, since p has the Boltzmann-Gibbs form as in
(2.13), the operator L* takes the form

L*=—v-V, —yv-V, +VU -V, +yTA,. 4.11)
Observe that the only difference between L* and L is that the Hamiltonian part
v-Vy —VU -V,

of L has been time-reversed in L*. At the level of the Foster-Lyapunov criteria, we
will see that this means that the fundamental structures giving rise to a Lyapunov
function in L easily translate to the existence of a Lyapunov function for L*.
Intuitively, dissipation still acts on the velocity directions v through —y v - V,,. This
quantity is then averaged along the deterministic Hamiltonian dynamics, but this
time in the opposite direction along L*.

Definition 4.12. We say that a function W € C 22 [1,00)) isa strong Lyapunov
Sfunction with respect to L* with constants o, 8 > 0 and set J € Z~ if

i) W —> oocas H— o0;
(i1) J is compact and connected and W satisfies the global bound

L*W < —aW + 1.

(iii) Forall g € C3°(2"; R) we have Lg W € L' (), g L*W € L' (1) and

/Lng,u:/ gL*Wdpu.
Fa Fa

We say that a function W € C2(2; R) is a weak Lyapunov function with respect
to L* with constants a, 8 > 0 and set J if W satisfies properties (i), (ii), and (iii).

Remark 4.13. Note that the only difference between a weak Lyapunov function
and strong Lyapunov function is the range of W. From a weak Lyapunov function,
by property (i) one can easily produce a strong Lyapunov function by adding a large
enough constant.
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We have the following simple consequence of the definition above. Note that
the result follows in a different manner once one realizes that u is also invariant for
the diffusion process with generator L*.

Proposition 4.14. Suppose that W € C>(Z; (0, 00)) is a weak Lyapunov function
with respect to L* with constants a, B > 0 and set J € 2 . Then

/ wan < P,
A o

In particular, W € L' ().

Proof. Applying Definition 4.12 (iii) by plugging in g = 1 we have

0:/ L(l)Wd,u:/ L*Wdpu.
Fa Fa

Hence, applying Definition 4.12 (ii) we obtain

0< f —aW + B1, du.
v
Rearranging the above finishes the proof. 0O

We next state and prove our main theoretical tool. Supposing U satisfies
Assumptions 2.6 and 2.7, in essence it states that given the existence of a Lya-
punov function with respect to L* with constants &, 8 > 0 and set J then, provided
the Lyapunov function satisfies an additional but nominal growth condition, we
can arrive at the Poincaré-type inequality of the form (4.8). As we will see later,
these hypotheses are completely redundant. That is, under Assumptions 2.6 and 2.7,
we can always exhibit an explicit Lyapunov function with respect to L* satisfying
these growth conditions. However, we keep the statement as is, emphasizing that
if one wants optimal rates of convergence, there may be room for improvement by
constructing a “better” functional.

Theorem 4.15. Suppose that the potential U satisfies Assumptions 2.6 and 2.7,
and that there exists a strong Lyapunov function V for L* with constants o, 8 > 0
and set J € 2. Let p > 0 denote the local Poincaré constant determined by the
measure p on J. Define p' > 0 by

y = @) +4p
Y

where ¢ = c(y) > 0 is as in (3.15). Suppose there exists a constant A > 0 for
which W =V + X and V respectively satisfy

174 2
@.y) ﬂ)
yT 2T

W(x, v)lyl* = (Bp' + 1)( (4.16)

2B(J€)

Vix,v) > o)

, 4.17)
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forall (x,v) e 2",y € RY where Z is as in (3.27). Then the estimate (4.8) holds
with this choice of W and for ¢, o > 0 given by

2 o y
and o= A .
1+ 0B 20+2) 1408

Proof of Theorem 4.15. We begin the proof of the result by making a few basic
observations. Recall that by (3.26), we have the following integrated estimate

=

/%(f)du=/F§<f>+rzz<f)du>/§rz<f>—%<xmf>du (4.18)

for any f € Cp°(Z"; R). Also, if u satisfies the local Poincaré inequality on J
with constant p > 0, then for all f € H'(u) we have

/f du<pf|Vf| du + —— (J) /f 1)

pszﬁ(f)du (J) /f

Combining the previous two estimates we obtain, for any f € C;°(2"; R),

2 ' 4 W
[, st [ i S - awrnant o ([ 1 ”)

g,o//a (j(x YNH+3 Zp (f))du+p/ S(f)du+ — ) (/f “) :
(4.19)

Now, let A > 0 satisfy the hypotheses of the statement and recall that W = V +A <
V(I +A)since V > 1. Let g € C.°(2"; R) with f%gdu = 0 and note that
rewriting the bound in Definition 4.12 (ii) produces the following inequality

/ngdu</ gzduw<(1+x)/ ¢ Vdu

1+
< [—/ gzL*Wdu+/,3g2dM]. (4.20)
z J

o

Applying the inequality (4.19) using the fact that [, gdu = [, g du, we obtain

ﬁfgzdu
J
B 2
<po’ [ (#vo+ L @)ansp [ A+ (J)</gdﬂ>

< By f% («%(% Yg)+ EF (g)) du + Bp’ /Q” T(g)du + '3/;((]))

where in the last inequality we applied Jensen’s inequality to (/ Je gdu)?. Note
by (4.16) and (4.17), we then arrive at

2du,

2 Y / o 2
ﬂfg dué/ yTT (g)duw+ﬂp/ %(g)du+—/ Sduy.
7 @ @ 2 )y
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Combining this estimate with (4.20), we find that

1 1+ A 1+
f/ gzduwéif gzduvé—[—/ _gzL*WdeLny _FY(g)duw]
2l 2 Jo o 2 X

(I+2)Bp

7/ T(2) dp.

Next note that we can argue similarly as before to see that

2 y 2
Vzd:—/—ﬂ)d\ [/ T (g)d +/ﬁ d]
/%I cgl"du 2y |y 2 (8)dp el (@duw + | F(g)du

Putting the previous two estimates together and letting § > 0 be a parameter to be
determined shortly, we find that

1 14+ A
f/ gzdﬂw+8/ Vegl?du < [—/,gzL*deyT/ rY(g)duw}
2 X o Z v

1+2)

7/3'0/ y(g)du

28
+T[/ yIr (g)duw+f %(g)du]-
try L) b3

Picking
2
1+ 2
8 — M and §2 = —)

20 1+ Bp’
we arrive at the estimate
1
5[ eawws [ veepan

142 142 2
< [—/ gZL*WdM+2/ VTFY(g)duw] + —/ — P (g)du.
o K v a Jg¢

The result now follows by bounding the quantity on the left-hand side below by
min{1/2, 8}lIgl7 . ©

5. The Existence and Consequences of Quantitative Lyapunov Functionals

In this section, we prove that if the potential U satisfies Assumptions 2.6 and
2.7, then there exists a Lyapunov function V for L* whose constants o, 8 > 0
and set K can be explicitly estimated. Once we establish the existence of such a
function V, we will, with an additional auxiliary estimate, plug it into Theorem 4.15
to conclude the main convergence result, namely Theorem 2.23.

In order to construct the desired Lyapunov function, we follow the approach in
[16] by exponentiating the Hamiltonian with the appropriately chosen correction
Y. Recall that we need to find a Lyapunov function with respect to L* as in (4.11)
as opposed to L. This difference, however, only results in placing a minus sign in
front of the correction.
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Theorem 5.1. Suppose that U satisfies Assumptions 2.6 and 2.7. Consider the
constants Ry > Ry > 0 given in (2.28), let b € (0, ﬁ] and define h €
C°°([0, 00); [0, 1]) to be any function satisfying

if q > 2 1
wgy =1t TR < - .
0 ifg <R Ry — Ry 16Td
Let ¢ € C*°(Z"; R) be given by
3 h(U(xX)v-VU(x)
——ybTd U > R
yon={ 2" vowp | TYw=Re
0 otherwise
Then
V(x,v) =exp (bH(x, v) + ¥(x, v)) (5.2)

is a weak Lyapunov function corresponding to L* with constants

o = Vb4Td7 B = SVZTdebR2+5de

and set
K = {|v]> < 20e* + 2)Td} N {U < R»). (5.3)

Moreover, V. > eV sothat V :=e'Visa strong Lyapunov function corresponding
fo L* with constants a, e! B and set K as above.

Remark 5.4. Note that the definition of the constants «, 8 > 0 in the result above
suggests choosing b o 1/Td. Thus in terms of the dimension d, the important part
will be to determine the precise dependence of R, on d. We already know that R»
is at least on the same order as T'd since Ry = Ry + 327T4d.

Proof of Theorem 5.1. We recall that by the choice of Ry, K is both compact
and connected (cf. Remark 2.27). Let b € (0, ﬁ] be as in the statement of the
result and let § > 0 be a constant which we will choose momentarily. Consider a
candidate Lyapunov functional Vj, 5 : 2~ — (0, co) defined by

Vi.s(x, v) = exp(bH (x, v) + ¥s(x, v)) (5.5
where s € C°(Z; [0, 00)) is given by
v-VU(x) .
Uy v) = —8b h(U(x))—|VU(x)|2 if U(x) > Ry '
0 otherwise

By definition, Vj, 5 € C*(Z"; (0, 00)). We will see at the end of the proof that, in
fact, with the right choice of § and Ry, V > e~ 1. Note that, as H (x, v) = oo with
(x,v) e X

Vp,5(x,v) = exp (bH (x, v)(1 4 o(1))) — oo.
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Next, note that for (x, v) € 2~

LVosxv) _ y(1 = bT) v — Sbh(U (x)) — v - Vois(x, v)
Vb,s(x, v)
82b2y Th*(U (x))
+ @2bT — Dyyrs(x,v) + W +ybTd. (5.6)

Note that at the very least, we need to pick § > y T'd so that whenever |v]| is bounded
and U is large, the —8h(U (x)) term beats the constant ybT d for U large. Thus we
pick § = %de to arrive at our chosen V}, as in the statement. To estimate each of
the terms on the righthand side of the equation above, first observe that

—v-Vir(x,v)

VU (x)
VU ()2

U)

d
= —8bh(U(x)) Y _vjv- Bxi( |VU( )12

i=1
< 8bh IV2U)
U) v

) sb Z viv - B (U (X)), U(X) ————

= v| + 8bIR (U (x))|[v]*.

Hence we see that by the choices of § = %y Td and Ry

Sbh(U (x)), ,  Sbk"h(U(x)), , |v|2 yb 2
—v-V V) < Sb 7z
v Vi (x, v) o+ gy 1P by < T

167d
Next, observe that by Young’s inequality and the choices of Ry > 0 and b €
(0, 1/2T] we have
82b>yTh*(U) _ 4yb8*h?>(U) + 82b>y Th*(U) yb| 2
X — |V
VU |? VU |? 16
ybTd yb ,
g z _
2 Tl
Putting this into (5.6) yields the following bound

L*V()C,U) < _ 3b'}/| |2
V(x,v)

yI120T — 1]|¢| +

5
- —bedh(U(x)) +7bTd.

Thus if either |v|2 > 8Td or U > R,, we arrive at the bound
L*V(x,v) ybTd
< — .
Vix,v) 4
Consequently, we obtain the estimate

N ybTd ybTd
L'V < ———V 4+ Bl < ———V+ 81k
4 4
where K’ = {|v|> < 8Td} N {U < R,}, K is as in the statement of the result and
B = SyZ max g V. To estimate 8’ > 0, note that by using the choice of Ry > 0,
on K’ we have

[Ws| < bTd.
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Hence

SybTd 2
B < Y max exp bivl® +bU(x)+bTd ) < B,
4 K’ 2
where B > 0 is as in the statement of the result. Moreover, note that, globally,

b82h*(U) b| 2

< R —
sl S Zyop T2l

Next, note that since b € (0, 1/(2Td)]

b82h2(U)

V> bUW*(U) —
exp( W) - S5pp

) > exp(bUR*(U) — deh (U)) -1

This finishes the proof. O

We next combine the previous result with Theorem 4.15 to conclude the main
general result, Theorem 2.23 with the explicit constants in the result as claimed in
Corollary 2.34.

Proof of Theorem 2.23 and Corollary 2.34. Let V be as in the statement of The-
orem 5.1. We recall that V = ¢!V > 1 is a strong Lyapunov function with respect
to L* with constants

o= Yord SVZTdebR2+5de+l

4

and set
K ={v| < (20e +2)Td}N{U < Ry}.

Also recall that b > 0 is any constant in the interval (0, 1/(27d)]. Here, however,
we pick b = RLZ. Since Ry = R + 32Td, we note that this choice of b is clearly
in the permitted range (0, 1/(27d)].

To be able to apply Theorem 4.15, we have left to check that we can pick A > 1
sothat W =V + 1 and V, respectively, satisfy

2 / %’(x, )’) |y|2
W, v)lyl” = (Bp + 1)( T + ﬁ)
5 2B w(K°)
Ve = (5.7)

where Z is as in relation (3.27). We first take care of the second estimate on the
right hand side above and then after finish off the first.

By Theorem 5.9, an auxiliary estimate in the Appendix, and the values of
o, B > 0and b = 1/R; above, we have that

28 (K mgmm LV
o (k) n(K) S
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Next observe that by Assumption 2.7, recalling that «’ = 1/(16T'd) we find that

Zxy) P20 IVPU@IR PP

yT 2T — y2T 22T 2T
&VU*F + w2 +2 1 )
< 5 + = Iyl
y<T 2T

N

4
2(cok) U0 + 2(dor’)? + (k)2 + 2
y2T

DU )yl

Hence the inequality

2
#xy) ﬂ)

(7 2 /
Vx,v)lyl” = (Bp +1)< T i

is satisfied provided

bH (x,v) + ¥ (x,v) = log(D(U (x))) +log(Bp" + 1) — 1.

Recalling that

bs2h2(U) b

< - 7 —
v JVUE T2

, b, bTd b
[v] <5|U| +¥<E|U| + 1,

we observe that the inequality (5.8) is satisfied if
U(x) = Ry log(D(U(x))) + Rz log(Bp’ + 1).
Pick A9 > 0 such that a > A¢ implies
a > Rylog(D(a)) + Rylog(Be’ +1).

Thus on the set {U > Ao}, the desired inequality is satisfied. On the
{U < Ao}, we have that

Bp' + HDU(x)) < (Bp' + DD (o).
Thus picking

A= (Bp’ + 1)D(ho)

1 2
+ﬁ>|)’|

(5.8)

compliment

ensures that the estimate (5.7) for W = V + A is satisfied. This then gives the

claimed results. O

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional

claims in published maps and institutional affiliations.



796 F. BAuDOIN, M. GORDINA & D. P. HERZOG

Appendix

Here we provide details behind some of the more technical estimates in the
paper.

Quantitative Inequalities for |

Recall that i denotes the product Gibbs measure (2.13), and let @1 and u;
denote the marginal measures given by

1 1 1 1
m(A):/ — e THOEV gy dy  and m(B):/ / — e THEY) gy dx
AJO JV B (Rk)N </V

defined for Borel subsets A C (Rk)N and B C 0.

Proposition 5.9. Suppose that U satisfies Assumptions 2.6 and 2.7 and recall the
constant Ry > 0 defined in the statement of Theorem 5.1. Then we have

//T d
/ﬁIVUIZdMS# and  p((xe€6 1 U)>Ro)<

1
.
= 2(10e* + 1)

Moreover, if K C 2 denotes the set in Theorem 5.1, then

1

K< —f—. 5.10
n(K®) T (5.10)
Proof. Suppose that U : (R\)N — [0, oo] satisfies Assumptions 2.6 and 2.7.

Consider the following gradient system on &
dX(t) = =VUX(@))dt + 2T dW(z) (5.11)

where W (¢) is a standard, N k-dimensional Brownian motion on (€2, .%, P). Under
the assumptions on the potential U, it is not hard to show that, like Equation 2.1,
Equation (5.11) has unique pathwise solutions on the state space & for all finite
times t > 0. Moreover, u, is the unique invariant probability measure for the
Markov process X (). This can be seen by using U itself as a Lyapunov functional
employing the hypotheses of the statement. For n € N, let &, be the first exit time
of the process (5.11) from the set {U < n} and observe that

IAEn
E.UX(t A&y)) = U(x)+Ex/ —|VUX (s))]> + TAU(X (s)) ds.
0

Next, to bound the quantity above, note that |[AU| < Jd Sup|y <1 |V2U y|. Hence
applying Assumption 2.7 gives -

t/\,E)l
E.UX(t A&Ey)) < U(x)—i—Ex/ —(1 )|VU(X(S))| + VdKk"'T ds.
0 167/d
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Since U > 0 and «" € (0, 1), this then implies the estimate
INEy U(x [K//T\/C_Z
B [ IVUGePds < 2O Y
0 T 16vd T 16vd

Using Fatou’s lemma and the fact that £, — oo almost surely, we find that for all
t>0

U(x) K" T~d

1
(- 1=

Thus, by another simple approximation argument using convergence of the Césaro
means to uo,

t
1Ex/ VUG(s) P ds <
t 0

//T d
f VUPdus < X TV
% 1

16+/d
This gives the first inequality.
2
For the second, observe that if f(R) = COORZ_% — dyo, then

(U >R S{IVUP > f(R).
Hence, employing the first inequality

K”T\/_
(UR) {\VU|2>.1"(R)} f(R) f(R)(l ~tevi)

from which we arrive at the second claimed bound by plugging in R = R».
To obtain the final desired inequality, observe that

W(K®) = / du < / duy + / du
K¢ {|v\2>(2064+2)NkT} {U>R3}

1

< dug + =
/{|v2><20e4+2)1vkr} 2(10e* + 1)

Now, to get a bound on the remaining quantity above, this time we consider the
process V(1) on (RK)VN defined by

dV(t) = =V (t)dt + V2T dW (1),
where W (¢) is a standard Brownian motion on (R¥)Y on (2, .Z, P). Note that this

process is exactly in the same form as in (5.11) by setting U (v) = |v|?/2. Hence,
in exactly the same way as before, it follows that

1 t 5 |U|2
— | B V()Pds < 2 + NkT
t Jo 2t
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for all + > 0. Consequently,

/|v|2dm(v> < NkT.

Plugging this fact into the above gives

1
we) < [ T
{Iv\2>(20e4+2)NkT} 20e4 +2
S ST oo 2d
1
< —F.
10e* + 1

Quantitative Bounds for Singular Potentials

Next we aim to prove Proposition 2.40 which gives the claimed estimates on
the singular potential in Example 2.37. We first need the following lower bound on
the gradient:

Lemma 5.12. Consider the potential U and the open set O defined in Example 2.37.
Then we have the estimate

N
Aa Bb 1 Aa 5
VU@ > =75 Y xl9 + — 2% _ BpNbt3
o T L

(5.13)

forallx € 0.

The argument is a reworking of the proof of Lemma 4.12 of [5]. This proof is
also in [16], but here we give explicit constants.

Proof. The idea behind the proofis to use the basic fact that, forx € &, |VU (x)| >
VU (x) - y| for all y € (RY)N with |y| = 1. Then we aim to pick a convenient
direction y € (RN with |y| = 1. Notationally, we set Zy = {1,2,..., N}.

We first claim that

A/ N i A/ N
fOI' all I = 1, 2, ooy N and x S ﬁ From thiS, Summing bOth SidCS Of the previous

inequality from 1 to N it follows that

N
Aa Aa 5
VU@ > w5 D bl = T BN (5.15)
i=1
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on ¢. Note that without loss of generality it suffices to show the bound (5.14) above
fori = 1 and for |x{| > 1. For x = (x1, x2, ..., xy) € O, consider an increasing
sequence of sets S;(x),i = 1,2, ..., N, defined inductively as follows:

Si)={jeZy:|xi—xj| <N}
Su(x)={jeZy :|xj—xx|l <N '3keS,_1(x)}, m=2,...,N.

Observe that Sj(x) # @ since 1 € Sj(x). Also note that for any i, j € Sy(x),
|x; —x;| < 1.Consequently, combining |)c1—xj|2 = |x1|2+|xj|2—2x1-xj with the
inequality |x; —x;| < ,itfollows thatfor j € Sy(x),2x1-x; > |x1|2+|xj|2—1 >
0 where the last inequality follows since |x1| > 1. Moreover, if i € Sy (x) while
Jj ¢ Sn(x) wehavethat |x;—x;| > N~!.Leto (x) = (01(x), ..., on(x)) € ROV
be such that o; (x) = x1/|x1]| if i € Sy(x) and o; = 0 otherwise. We thus have the
bound

VN|VU )|
>o(x) - VU(x)

_ X1 xn a2 xlxr 7t (o — xp)
ha Y A gy oy

nesSy(x) neSy(x) t¢l

> Aalx |~ l—I—Bb Z Z x1|xl| < (Xn — xi)

|x, — x;]512
S 1
nesSy(x) 1?£
ieSy(x)
Yl G = x0)
+Bb Y > — . (5.16)
|x, — xil
nesSy(x) g 1
l¢51v(x)

Next note that

N _ _
Z Z xplxr| 7t (g — i) _ Z xplxa |7 (o — x0)
— x: |p+2 B _ . |b+2
X X X, X
neSy(x) =l IXn = xi] n,ieSy(x) Xn = xil
i#n n#£i

ieSy(x)

_ Z il 7! (G — x)
- — b2
n,ieSy(x) Xn = xil

n#i

Consequently,

N —
Z Z xilxil 1'(xn_xi)_0
|b+2 -
Xn — X
neSy(x) i=l e = i

ieSy(x)
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Plugging this back into (5.16), we obtain the following inequality
VNIVU®)| > Aalxi|*"! +0 — BONT,

This finishes the proof of the bound (5.14) when i = 1, as desired.
We next show that for all i, m € Zy withi # m

N
2Bb Aa
VUM 2 —=1xi = x| "7 = = 7! (5.17)
\/N 1 m \/N nX:; n
for all x = (x1,x2,...,xy) € O. Note then that this estimate together with the

bound (5.15) implies the lemma. Without loss of generality, we will prove the
bound (5.17) fori = 1,m = 2. Forx € O, leto(x) = (x3 — x1)/|x2 — x1]
and & (x) = cx(x)o (x) where the constants cx(x) € {—1, 1} are chosen to satisfy
cr(x) =1ifx; -0(x) < x - o(x) and ¢ (x) = —1 otherwise. With this choice of
direction £(x) := (§1(x), ..., Ey(x)) we find that on O

VNIVU (x)| > g(x) VU (x)

=2Aa§n(x) X |20 |4 2JrBlaZ(as,(x) €n(x)) - ﬁ
n= 1 i<n
>—Aa2|x,,|“ ‘+Bb2(§,(x) & (x)) - ﬁ

n=1 i<n

Xp 0 (x)—x; -0 (x)
|xn — X |b+2

(5.18)

N
—Aa ) |x[*T'+Bb Y (ci(x)—ca(x)) -

n=1 i<n

To bound the remaining term on the righthand side above, note that if i, n are
either such that x; - o(x) < x3(x) - o(x) and x,, - 0(x) < x2 - o(x) or such that
x;-0(x) = xp-0()and x, - o(x) = x2 - 0(x), then ¢; (x) = ¢, (x). Hence the
corresponding term in the sum in (5.18) is zero. On the other hand, if i, n are either
suchthat x; -0 < xp-0 < x,-o0orsuchthatx, -0 < x2-0 < x; -0, then
the corresponding term in the sum (5.18) is nonnegative via the c; (x), ¢, (x). In
particular, by these observations we arrive at the estimate

N
(x2—x1)-0
N|VU —A a=l4 Bp - =
VNIVU (x)] > a;w + Bb(e1(x) = e2(¥) =
N
_ —1
= —Aa Z |xn|“ + 2Bbm (519)

n=1
asc1(x) —ca(x) =2and (x2 — x1) - 0 = |x2 — x1| by construction. O

We can now use the previous result to conclude Proposition 2.40.
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Proof of Proposition 2.40. We begin by computing VU and V2U on ¢. Observe
thatforx e Candi,n=1,2,..., N, &, m=1,2,...,k,

N ooyl yt
a U (x =Aax»ex'“72—BbZ4
xl{é () 1| l| . |.X[—Xj|b+2

j=1

J#i

and

02, (U) = Aa o), nm x> + Aala — 2)8; nlxi | xfx])

m i’n
Xn )C[

N 4 l m m m m
5(/' 0),(n,m) — 5(,‘ 0),(n,m) (xi - x/‘)(si,n(x,‘ - xj ) + (Sn,j(xj —X; )
Bb L S b+2 : :
* ]Z_;{ i — x;|0+2 ter lx; — x;j |0+

J#
where §; ; = 1if i = j and O otherwise. Also, the (@ —2) x - - - term is defined to
be 0 when a = 2. Thus for any y € (RX)" with |y| < 1 and any x € & we arrive
at the estimate

N
IV2U (x)y| < Aa(a — Dk Y |xi|“2 +4Bb(b +3)k Y |

i=1 i<n

1

Xi — Xn |b+2 '
(5.20)
Applying Lemma 5.12 with Young’s inequality gives that for all x € &

A2z Y B2 oy 24242
VU ()2 > e > il 2+—8N7 Dl a2 - —2B2pEN2HS,
i=1

i<j

(5.21)

In order to compare (5.21) with (5.20), next note that for any constants C; > 0
we have

N - N

_ _ _ a=2 1 _
T R SN b1 e R SO £ Ly o N+C—l§j|x,-|2” 2
i=1

{i:lxil“=Ch} {i:lxi|*<Cr} i=1

and, similarly,

1 1 1
J R — - 4+ -
Z |x; _xj|b+2 Z |x; _xj|b+2 Z |x; _xj|b+2

i<j {i<j:lxi—xj1P<1/Ca} {i<j:lxi—xjlb>=1/Ca}
b+2 1 1
<GP N24H S —
s G ; i = xn 22

Thus picking C; = 128(a — 1)N*k*T /(Aa), C = 512N8k*(b + 3)T/(Bb) and
combining (5.21) with (5.20) produces the following bound on &

1
VIU®) -y < —— VU@ > + " 5.22
| (x) -yl 16Td| @)+« (5.22)
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for any y € (R¥)N with |y| < 1 where «” is as in the statement of the result. Note
that this validates the first part of Assumption 2.7.

In order to check the second part of Assumption 2.7, first note that for any no >
—1, no # 0, we have the following estimate

2+2
2+ 2 242 2at B~
U(x)" 2N ZA 70 | x; | no 2 5 Z YWD (5.23)
i=1 i<j |xi —x]| 0
for any x € €. Moreover, for any 7, > 1 and any x € &
22 2— 2 N 27— 2 2a— 24 22— -2 Bz_”%o
U@)™ = < @N)TTme Y AT I [T + QND)TIR Y
i=1 i<j lxi —x;|77 oo
(5.24)
Also note that on &
ol 1
2 22 2a=2 2,2
IVU@)I* < 24% IZ;le +2B% Ngm (5.25)

Combining the estimate (5.23) with (5.25) and picking no = b produces the in-
equality

VU @) < U )2 + d (5.26)

where cg and dy are as in the statement of the result. Similarly, combining (5.24)
with (5.21) and choosing 1., = a gives

VU@ > ool ()20 — dog (5.27)

where co and dyo are as in the statement of the result. 0O
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