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1 Introduction

The Standard Model (SM) of particle physics is believed to be an effective theory. One
reason why this is so is that it has many parameters that have to be adjusted by hand to
fit data. The bulk of these parameters resides in the flavor sector, i.e. concerns the fermion
masses, mixing angles and CP phases. An ultraviolet (UV) completion of the SM will have
to explain these parameters. Turning this around, one may hope to get more insights on
the UV completion by constructing a working theory of flavor.

Recently, a new approach to address the flavor problem has been put forward [1]:
Yukawa couplings could be modular forms. There are two main ways in which this proposal
has been utilized:

1. symmetry based (SB), i.e. impose the modular flavor symmetry to construct the
Lagrange density [2-17], and

2. torus based (TB), in which one derives the symmetries from an underlying torus or
related setup [18-30].

Both strategies have strong points and challenges. In the SB approach, very good fits to
data have been achieved. However, this is, in part, possible because one can postulate the
symmetry and other data like modular weights and representations at will. Apart from the
arbitrariness of the flavor group and modular weights, the kinetic terms of the fields are
not very constrained by the modular transformations [31]. The TB approach is much more
restrictive, in particular when embedded into string theory [22-25]. However, while these
models have great promise and certainly fix the above-mentioned problems of arbitrariness,
it is probably fair to say that they do not yet provide us with unequivocal predictions on
flavor parameters that can be tested in the foreseeable future.

The purpose of this paper is to explore the details of the relation between these ap-
proaches. More specifically, we derive metaplectic symmetries from magnetized tori. Earlier
works on this subject include [18-21, 2628, 30]. To accomplish this, we work out closed-
form expressions for the Yukawa couplings that are valid for arbitrary flux parameters, and
thus generalize the results of the pioneering work by Cremades, Ibanez and Marchesano [32].
We also present consistent modular transformation laws for both even and odd numbers
of generations. Models derived from magnetized tori also allow us to understand to which
extent supersymmetry is crucial for modular flavor symmetries, which we will argue to be
less important than usually assumed. Additional motivation for looking at magnetized tori,
with and without supersymmetry, comes from the fact that even without supersymmetry
interacting scalar masses seem to be protected from quantum corrections [33-36].

This paper is organized as follows. In section 2 we review the zero modes on magetized
tori. Section 3 concerns the computation of the Yukawa couplings of these settings. We
derive closed form expressions that are valid for arbitrary flux parameters. In section 4 we
show how modular transformations amount to flavor rotations. We will show that the torus
compactifications give rise to finite metaplectic groups, which have been studied using the
SB approach in [15, 17]. In section 5 we comment on the role that supersymmetry plays
in the scheme of modular flavor symmetries. Section 6 contains our conclusions. Various
appendices contain some details of our derivations.



2 Zero modes on tori with magnetic flux

Let us consider a gauge theory with two extra dimensions. The two extra dimensions
are compactified on a 2-torus T?, which is endowed with a magnetic flux. By the index
theorem, the flux will give rise to chiral zero-modes. Throughout our discussion we will
ignore questions on the vacuum energy, the stability and even anomaly cancellation. We
think of this torus as a little local playground that is embedded in a more complete setup.
However, we will address some of the questions in section 5.

The main goal of this section is to review some of the properties of the zero-modes.
The wave functions of the zero modes of the Dirac operator on tori with magnetic flux
have been worked out in [32]. They are given by

Im(2+4¢)

WM (z,7,¢) = N em M EFO T[4 (M (24 ), M ) (2.1)

Here, M € IN indicates the units of flux, 0 < 7 < M —1 is an integer, z the coordinate in the
extra dimensions, ¢ a so-called Wilson line parameter, and 7 the torus parameter or half-
period ratio. The wave functions from eq. (2.1) correspond to left-handed particles in 4D
whereas there are no right-handed particles for positive M. On the other hand, for negative
values of the integer M there are no solutions for left-handed particles, but there are | M|
right-handed particles described by ¢ (z, 7, (), with 0 < j < |M|—1. Furthermore, notice
that despite what the notation may suggest, the 1™ are neither holomorphic functions of
z, nor of 7. ¥ denotes the so-called Jacobi ¥-function, cf. appendix A. The normalization
is given by

1/4
N = (W Ah“) , (2.2)

where A = (2rR)%*Im7 is the area of the torus (cf. appendix B). In figure 1, we show the
profiles of some zero-modes.

We find it instructive to derive the quantization condition on M. Let us follow the
discussion by [32]. Consider a U(1) gauge group in the torus with a magnetic flux given
by the gauge potential

Im((z+¢)dz) . (2.3)

Then, if the wave function 17" (z,7,¢) has charge ¢ under this U(1), its transformation
under torus translations are

PN+ 1r,0) =exp (585 TG 4.0)) 0V (217 0) (2.40)
W’M(z +7,7,() = exp (;IquT Im(z + C)T’) wj’M(z, 7,¢) . (2.4b)



Figure 1. Squares of the absolute values of the wave functions on a quadratic torus for M = 4.

In order to have consistency through a contractible loop in the torus, we must get the same
wave function shifting z — z+ 7+ 1 as in the case where we shift by 2 — z+ 1+ 7. Then,

PIM (z4741,7,¢) =exp (% Im((z+c+1)%)> VM (z41,7,¢)
— e (G (e ¢ 1)) ) exp (S m(e+0) ) (2 7.0) (2.5)

.qBImT igB _ iqB M
= —I —I ]7
exp (1 ST~ )exp <21m7’ m(T(z-l-C))) exp <2Im7‘ m(z+(¢) | (2,7,Q),
where we used first eq. (2.4b) and then eq. (2.4a). On the other hand,

. igBI1
M (5417, ) = exp <1q m(z+C+7)
2ImT

(_qBIm(z—l—C—i-T)) ( iqB
=exp|1 CXp 2 Tmr

2Im T 2Im T

)wj’M(z—i-T, 7,¢)

Im?(z+§))¢j’M(z,T, 0 (2.6)

BI iqgB igB .
=exp (iqﬂ;:;_T) exp (211(]TT Im(T(Z—{—C))) exp <211qTTIm(z+C))¢J’M(z,T, <€),

where we used first eq. (2.4a) and then eq. (2.4b). Imposing that eq. (2.5) and eq. (2.6)
yield the same wave function leads to the flux quantization condition

qB = 27 M , (2.7)

with M an arbitrary integer. Therefore, in what follows, we will not consider ¢ and B
individually, but only the integer M instead. Then, we have

PN+ 17,0) = exp (T (e +0)) 6 (2,7, 0) (2.80)
¢j’M(z +7,7,() = exp (% Im(z + C)v‘-) ¢j’M(z, 7,() . (2.8b)



3 Yukawa couplings

3.1 Couplings from overlap integrals

One of the main rationales of working out the wave functions in section 2 is that the
overlaps of wave functions yield the (Yukawa) couplings of the model. Let us consider a
4 + 2 dimensional theory which is compactified on a torus T2. There is a gauge group
breaking U(N) — U(N,) x U(Np) x U(N,) with N = N, + N+ N, due to the introduction
of a magnetic flux in the compact dimensions given by

7Ti %Z]lNaxNa 0 0
FZZ - m 0 %:]lebe O B (31)
0 0 N LN x N,

where we will assume that s, = = is an integer for a € {a,b,c}. Then, in [32, equa-
tion (5.7)] one finds that Yukawa couplings of the 4D effective theory are given by

}/ij(gv T) = g 0abc /dQZ wi’l—ab (Z, T, Cab) w]'yIca (27 T, Cca) (¢k716b(z7 T, ch)) " . (32)

T2

Here, %%t (2, 7,(y) are the wave functions of eq. (2.1) that represent chiral fermions
bifundamentals transforming as (N4, N) under U(N,) x U(Ny), and similarly for ¢J-Zea
and ¢®Zev. The multiplicities of Z,s of these bifundamentals are given by

Toap = Sa — S3 (3.3)

which implies that
Tab+Zpe +Zeq =0 . (3.4)

Furthermore, g is the (4 + 2)-dimensional gauge coupling, and o4 = sign(ZupZpeZea) [32]
is a sign which is equal to —1 throughout our discussion. The (.3 are given by

Sala — 58G3

3.5
S (3.5)

Cap =
for a, B8 € {a,b,c}. Finally, ¢, are the Abelian Wilson lines associated to the group U(N,)
for @ € {a,b,c}. (p and (., are defined similarly. As one can see from eq. (2.1), the
(o represent translation of the torus origin. However, as shown in [32] if all three wave
functions are shifted by the same Wilson line, then the values of the Yukawa couplings
are unaffected.

3.2 Yukawa couplings for generic flux parameters

Let us now discuss how one can reduce the overlap integrals (3.2) to a linear combination
of ¥-functions. We follow the strategy of [32], but generalize the result to the cases Z,; > 1
and/or ged(Zup, Zea, Zne) > 1, with Zyp,Zeq > 0 and Zp,. < 0. Note that the analogous
discussion applies to the case in which Z,, and Z., are negative [32, cf. the discussion
around equation (5.6)].



In order to find closed-form expressions for the Yukawa couplings, one uses two im-
portant facts [32]:

1. products of ¥-functions can be expanded in terms of ¥-functions, see [32, equa-
tion (5.8)], and that

2. the ¥-functions fulfill certain orthogonality and completeness relations.

These facts allow one to find analytic expressions for the Yukawa couplings (3.2) that do
no longer involve integrals [32]. In more detail, starting from (3.2), one obtains (cf. [32,
equation (5.15)])

~ H(ZT) Icai_Iabj-‘rZabzcam "
Yie(Gom) = Navee ™ D Ohagazym®| Tt (G [ TanToeTeal) o (3:6)
meZIbc
where » »
2Im T T L,
Nate = 9 0ute <A) T (3.7)

is a normalization constant and the Wilson line dependence is encoded in the quantities

Z = —Zap Lea (Cca - Cab) = daﬂﬁ{ Sa Coa IB'y (38)
and
H(, T i
<g ) = I (Iab gab Im <ab + Ibc Cbc Im ch + Ica Cca Im Cca)
mr
i _1CIm¢
= Tab e T, . .
ImT‘ b Loe Zap| ImT (3.9)
with
P 1, if{a,pB,7} is an even permutation of {1,2,3} , (3.10)
0, otherwise ,

where we have used [32, equation (5.28)]. Cremades et al. obtain then [32, equation (5.15)]

H(r)

- (L BT~
Y;ﬁjk(ga T) = Nabce 2 19[ (Ica +OZbC)/ ab] (Ca T |ZabIbcIca|) fori =k — ] mod Iab .
(3.11)

This expression yields the correct couplings only if Z,;, = 1, which implies that d = 1, where
d = ged(|Zap|, | Zeal, | Zoe|) - (3.12)

To see that we need to demand that d = 1 for (3.11) to hold, notice that in (3.6) the
integers 4, j and k are only defined modulo Z.;, Zp. and Z.,, respectively. This is evident
from the overlap integral (3.2), where e.g. Y%t (2, T, (op) = Y avLab (2, 7, Cop). However, if
ged(|Zapls | Zeal) > 1 or |Zap| > 1, shifting i (or j) by |Zas| (or (|Zea|), which leaves the wave
functions invariant and hence has to produce the same overlap integral, leads to different
results for the Yukawa couplings when using (3.11).



To obtain the general expression, let us look at [37, Proposition I1.6.4. on p. 221]

. . [i+j+Zaem
ﬁ[zé.b](zl,zm) - 19[1%1}(22,1&17) =30 | BeiEe | (o1 2, (T + Tea))

meZIab+Ica -

TavTeca (:(Z)ab"rIca) (Zea 21 — Zap 22, LavLea(Zap + Lea)T) 5 (3.13)

ani_Iab.j+IabIca m
Y

which was used in [32]. In our wave functions, z1 = Zyp (2 + (ap) and 2o = Zeq (2 4 Cea), SO
that in the overlap integral zq + 29 = Zop (2 + (p) and Zeq 21 — Zyp 22 = ¢. One thus obtains
(cf. [32, equation (5.12)])

Iab Ica
be

. , 4 yi.,
¢Z,Iab(z’ T, Cab) . ¢J,Ica (27 T, Cca) — A—I/Q (2 Im 7_)1/4 e%

Z ¢Z+‘7+Iab m7ICb (Z, 7—’ ch) 19

mEZ‘Ibc‘

Icaifzabj“l’zabzca m
0

ZavZea(Tav+Tea) ](Z’Iabzm(zab +Im)7-) . (3.14)

The product (3.14) gets projected on a third wave function t*Ze¥Zea via the overlap
integral (3.2). This means that k£ has to “match”, i.e. m has to be a solution of the
congruence equation

Iabm—i-H—j =k mod Ibc . (315)

Now observe that, since Zoyp + Zpe + Zeo = 0, ged(|Zap|, |Zen]) = d with d from eq. (3.12).
Eq. (3.15) is a linear congruence equation for the variable m. It is known that (cf. e.g. [38,
Lemma 3 on p. 37]) if

k—i—j=0 modd, (3.16)

the linear congruence of eq. (3.15) has d solutions. Otherwise there is no solution. Note
that the condition (3.16) provides us with a selection rule for the Yukawa couplings, which
can be interpreted as a Zg4 flavor symmetry (cf. [39]). We thus know that the Yukawa
couplings will be proportional to

(3.17)

itk T

0, otherwise .
Consider now combinations of i, j and k satisfying the selection rule (3.16). This means that
k—i—j=m'd (3.18)

with some integer m' = (k—i—j)/d. Define now I, = Zo,/d, I}, = Zca/d and I, = Tp./d,
which are integers because of eq. (3.12). We can thus divide eq. (3.15) by d to get

| Zoplm = m’ mod |Z;| , (3.19)

where ged(|Z,1, |Z;.]) = 1. Eq. (3.19) can be solved with e.g. the Mathematica command
FindInstance. However, as we shall discuss now, one can find a closed-form expression for



the solution. The linear congruence (3.19) has one (inequivalent) solution m = myg, which is

given by [|Z/,]] (T )m where [|Z,]] is the multiplicative inverse of |Z/,| modulo |Z;_|.

(175
According to Euler’s theorem (cf. e.g. [38 Theorem 1 on p. 64]), the multiplicative inverse

can be expressed via the Euler ¢-function, [|Z, b|] (Iéb)¢(|1 el) =1, This means that

(1Z3,1)
I
mo = (Zy) VD) E2 2 mod 17| (3.20)

Note that the Euler ¢-function is implemented in Mathematica as EulerPhi. Relation (3.20)
implies that one particular solution mg of eq. (3.15) satisfies

Toymo = (T (k—i — ) mod | T - (3.21)
Given the solution my in eq. (3.20), the d solutions of eq. (3.15) are given by
m=mo— L]t fort=0,...,(d—1). (3.22)

Thus, using eq. (3.22) in (3.6), we see that the Yukawa couplings are given by

d—1 Zeat—ZLapj+ZapLea™mo +

~ H(C, T)
Vi(G7) = Naawe ™57 20, Y 0| ot

t=0

(1 ZaTeaTucl ™), (3.23)

Eq. (3.23) can be simplified further. Let us define

P = \IachaIbc] s (3.24&)
A = lem(|Zap|, | Zeal, | Tocl) - (3.24b)

Next we note that!
P =\d*. (3.25)

Then eq. (3.23) can be recast as

~ H(C7) 4t -
Y;jk(gﬂ—) = Napce™ 2 Z'ﬁ d( A (C,PT) , (3.26)
t=0 0
where
Qiji = Ttq 't — Lop J + Zea Lab Mo (3.27)

'To see this, consider two positive integers a and b, and define ¢ = ged(a,b) = ged (a7 b, (a + b)) such
that @ = a’ ¢ and b = b’ ¢ with integers @’ and &’. Then lcm(a7 b, (a+ b)) =c lcm<a', b, (a + b'))A Since a’,
b and (a’ 4+ b') do not have a nontrivial common divisor,

lcm(a7 b, (a + b)) =cadt (a +b),

so that
ab(a+b) = [gcd(a, b, (a + b))]2 1cm(a, b, (a + b)) .



is an integer. Using eq. (3.20), &;;, becomes

Qiji = Tlyi— Ty j+ T, (Igb)¢('zéc') (k—i—3j) mod A\d . (3.28)

Now we can use eq. (A.4) to express the sum (3.26) as

~ H(Cr) gt lag:, 1 2 Qi t
Yiit(C,7) =Napce™ 2 Z exp i7r< J +t+€> Pr exp{Qwi( J ++€)C}

P e d X d Ad d
~ oo d—1 ~ 2 ~ =
H(Cr) . { Qi . [ Qijk ¢
=N pee™ 2 E;@;exp lm(i—l—t%—dﬁ) )\7‘] exp l27r1< )f +t+€d> d]
73 o0 I 2 ~ -
= abCeH(g’ : E,:z_:ooexp liﬁ(cyflﬁ—i—f') )\7‘] exp [27Ti (O;\”dk +€'>2

o [aur] (F
] (G) o

Here, ¢/ = d¢ +t. When ¢ runs over all integers, and ¢ runs from 0 to d — 1, ¢’ runs over

all integers. The @ are integers. Therefore, the physical Yukawa couplings are given by

- T Tl i~T,, j+10, (T, (%) (oimy | /
Yin(C,7) = Napoe™ 5 Agfmﬁl 1T+ () (2,)\7‘) (3.30)
0

with d from eq. (3.12), Az(j—)j,k from eq. (3.17), A from eq. (3.24b) and assuming Zu, Z., > 0
and Zj. < 0. Note that if d = 1 and Z,;, = 1, this formula reproduces eq. (3.11). Further,
a priori this expression does not rely on supersymmetry, it is simply derived from the
overlap of wave functions. However, one may expect the scalar wave function to be subject
to substantial corrections in non-supersymmetric theories. In section 5 we will argue that
magnetized tori may not comply with these expectations, and that this formula may even
be a good leading-order result in a non-supersymmetric theory. The normalization factors

in eq. (3.30) are

1

1
2Im7\ 1% 1
Nabc = g O0abc <A2 ) 4 IT/,C (3.31)

with g being the gauge coupling. In eq. (4.39) we will express the normalization in terms
of Kéhler potential terms. Notice that if there are nontrivial relative Wilson lines, the
normalization of the fields changes compared to the case without Wilson lines [32, equa-
tion (7.37)]. This has to be taken into account when computing physical Yukawa couplings.
In what follows, we will set the Wilson lines to zero, leaving the detailed study of their im-
pact on the modular flavor symmetries for future work. As mentioned above, the selection
rule (3.16) entails a Z; symmetry. As we discuss in more detail in appendix D, out of a
priori P = \d? entries, at most % + 1 are distinct.



4 Modular transformations

4.1 Modular groups and modular forms

The modular group I' = SL(2,7Z) can be defined by the presentation relations
St =(ST)* =1 and S*T=T5%, (4.1)

where the generators S and T are usually chosen as

S:<01) and T:<11>. (4.2)
-10 01

These generators act on the modulus 7 according to

1
T2 o= and T r+1. (4.3)
T

Hence, a general modular transformation acts on the modulus 7 as

T artb =: y7, where 7« :<a b) el, (4.4)

ct+d cd

such that ad —bc = 1 and a, b, c,d € Z. Consequently, functions of 7 also transform under
~. This is particularly true for modular forms, which are holomorphic functions of 7 (also
at 7 — ioo) with Im7 > 0 [40]. Modular forms f;(7) of modular weight & € IN and level
N = 2,3,4,... build finite vector spaces and transform under a modular transformation
v eT as 9]

7)o L) = (e +d)F pr()as £, (4.5)

where @, 3 are considered here just as (integer) counters, (c7+d)* often gets referred to as
automorphy factor, and p, () denotes an r-dimensional (irreducible) representation matrix
of v under the finite modular group Iy, = SL(2,Zy). These finite groups are defined by
the relations

St=TP =1, SPT=T7T5* TV=1 (4.6)

and an additional relation that ensures finiteness for N > 5.

It has been proposed in [1] that Yukawa couplings in quantum field theories can be
modular forms, whereas, despite not being modular forms, “matter” superfields ¢ trans-
form under a general modular transformation v € I as

¢ (er + A ps(v)i ¢ (4.7)

Here ps(y) is the s-dimensional (reducible or irreducible) Iy representation matrix. As
for modular forms, the powers k4 are also known as modular weights and are identical for
the fields in the transformation. Thus, matter fields build a representation of the finite
modular group Iy, which can be adopted as a symmetry of the underlying (quantum) field
theory. In this scenario, Iy, can be considered a “modular flavor symmetry”.

~10 -



In string-derived models, it is known that matter fields are subject to modular trans-
formations similar to eq. (4.7). Moreover, Yukawa couplings also transform as in eq. (4.5).
However, as we shall see in this section, the modular weights can be fractional and, hence,
the emerging modular flavor symmetry is not necessarily one of the I')y. Yet, to obtain frac-
tional modular weights it is not necessary to go all the way to strings, they already emerge
from simpler settings such as magnetized tori (see e.g. [18-21, 26-28, 30]). As we discuss
in detail in section 4.2, this follows already from the 7-dependence of the normalization of
the wave functions [32].

As a first step, let us review the modular symmetries associated with modular forms
with half-integral modular weights [15]. In this case, one must consider instead of SL(2,7Z)
its double cover, the so-called metaplectic group [ = Mp(2,7Z). The generators S and T
of T satisfy the presentation

S8 =(8ST) =1 and S*T=T5?, (4.8)
which are represented by the choice
S=(S,—v=7) and T =(T,+1), S TeTl. (4.9)
In terms of these, the elements of the metaplectic group are given by

[={7=0enm) |7 €T, p(1,7) = £er+d)7 |, (4.10)

subject to the multiplication rule

(71, (71, 7)) (25 0(72, 7)) = (11725 P(71,72 T2, 7)) - (4.11)

To determine the sign of ¢(v,7) for an arbitrary element 5 € f, one has to express v as a

product of the metaplectic generators (4.9) and then use the multiplication rule (4.11).
The modular transformations 4 act on the modulus still just as v, according to eq. (4.4).

In contrast, modular forms of modular weight % and level 4N, where k, N € IN, transform as

far) = 20T = () ()55 f5(7) - (4.12)

Here (v, 7)* is now the automorphy factor, and p,(3) is an (irreducible) representation
matrix of 4 in the finite metaplectic modular group I'yn. The generators S and T of this
discrete group satisfy

SB=(STY =1, S*T=T8, T =1 (4.13)

and, for N > 1, a relation to ensure the finiteness of the group. This amounts to finding
appropriate combinations of S and T that yield 1o mod 4N, where the modulo condition
is to be understood componentwise, and then demand that this combination yields identity
in the finite group. For N = 2 we adopt the choice by [15, equation (21)]

SSTSSTAST?ST* =1, (4.14)
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object pIM MM Yiie W

modular weight & % —% 0 % -1

Table 1. Modular weights of the T? wave functions ¢/, 4D fields ¢/, 6D fields Q'™ | Yukawa
couplings Y;;x, and superpotential % .

and for N = 3 we choose
ST3ST- 257 1TST=35~ 11251171 =1, (4.15)

Note that Ty is the double cover of T, .. It is known that Ty 2 [96, 67], T's = [768, 1085324]
and Ty is a group of order 2304. We use here the unique identifiers assigned by the
computer program GAP [41]. For example, [96,67] denotes a finite discrete group of order
96, where 67 labels the group.

Finally, in field theories endowed with Tun symmetries, the modular transformations
of matter fields are given by

& L o1, pa(F)ij & (4.16)

where pg(7) is now a (reducible or irreducible) T'yy representation. As we shall see, this
behavior is natural in toroidal compactifications with magnetic fluxes.

4.2 Normalization of the wave functions and modular weights

The wave functions in eq. (2.1) satisfy
1 1
[ n o = 4 [ar fayltt@rrynoP L1, @)
T2 0o 0

where T? denotes the fundamental domain of the torus, cf. appendix B. The normaliza-
tion constant N o (Im 7')_% in eq. (2.2) is chosen in such a way that the normalization
condition (4.17) holds. This implies, in particular, that the Ké&hler metric is proportional
to (Im 7')7%, ie.

1
Ky o< ——, (4.18)

(Im7)2

i.e. the modular weight of the 4D fields ¢/*™ describing the zero modes is ky = —5. We
survey the modular weights of the fields, coupling and superpotential in table 1. The

D[

modular weights k, of the wave functions can be inferred from their normalization factor
N in eq. (2.2) to be ky = —{—%, as we shall also confirm through their explicit modular
transformations, eq. (4.37). Therefore, the 6D fields,

GM = M () @ M (2, 1) | (4.19)

have trivial modular weights, as they should. The modular weights of the Yukawa cou-

plings, ky = %, can be explicitly determined from their modular transformations,
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egs. (E.8) and (E.10). Since the superpotential terms describing the Yukawa couplings in-
volve three 4D fields and one coupling “constant”, the superpotential # has modular weight
ky = 3kg + ky = —1. This means that under a modular transformation the superpotential
picks up an automorphy factor

WL (et +d)" W . (4.20)

The automorphy factor (¢7 + d)~! can in general be “undone” by so-called Kihler trans-
formations [42], under which

W e 7@ (@) (4.21a)
K(®,®) — K(®,9) + Z(®) + 7 (@), (4.21D)

where ® denotes the collection of 4D superfields, and % a holomorphic function. In our
case, the Kéhler potential is, after setting the “matter” fields to zero and at the classical
level, given by (cf. e.g. [32, equation (5.50)])

—~

K=-In(S+8)-W(T+7T)-InU+U) C K, (4.22)

in terms of the axio-dilaton S, the Kahler modulus 7 and the complex structure modulus
U. These chiral fields are related to the gauge coupling g, the torus volume A and 7
according to ReS o 1/¢%, ReT o A and Reld = Im 7. Consequently, 7 appears in the
Kahler potential as

—InU+U)=—-In(—iT+i7) . (4.23)

Given that
R AN |c7’+d|_2 (tr—7), (4.24)

it is easy to see that K under a modular transformation of 7 becomes
K+ K +In(c7 +d) +In(c7 +d) . (4.25)

A Kabhler transformation (4.21) with .# = —In(c7 + d) then absorbs simultaneously the
modular transformation of K and #/, see eq. (4.20), yielding a modular invariant super-
symmetric theory. That is, the supergravity Kéahler function

G(®,®) = K(P,D) + In|#/ (®)? (4.26)

is automatically invariant under the simultaneous transformation (4.20) and (4.25). In
other words, we cannot dial the modular weight of the superpotential at will, it is already
determined by the (classical) Kahler potential of the torus (4.22). In particular, setting the
modular weight of the superpotential to zero is not an option in this approach, in which
we derive modular flavor symmetries from an explicit torus.
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4.3 Boundary conditions for transformed wave functions

It has been stated in the literature [26, 27] that the wave functions given by eq. (2.1)
do not satisfy the boundary conditions given by the lattice periodicity when transformed
under eq. (4.3) for odd units of flux, M. If true, this would mean that a physical wave
function gets mapped to an unphysical one just by looking at an equivalent torus, which
would indicate that either the expressions for the wave functions were incorrect, or there
is something fundamentally wrong with odd M. In this case, simple explanations of three
generations would be at stake.

However, as we shall see, the transformed wave functions do obey the correct boundary
conditions, both for even and odd M. The important point is that, if our original wave
function ¥/ (2, 7,0) satisfied conditions for 7, after a modular transformation 7 ~ 7/ the
transformed wave function 1™ (z, 7/, 0) needs to fulfill the conditions for 7/, and not for 7.

For the modular S transformations, the boundary conditions, given by egs. (2.8a)
and (2.8b), are now

. Im(—2 .
¢]’M<—Z + 1,—1,()) = exp (17TM m( I)) ¢37M< - E, 1,0)
T T Im(—2) T T
Im 27 1
:exp(—lﬂ'M III;ZTT) z/J]’M(—i,—T,O>, (4.27a)
_zy_1 )
1/}J’M( - - l7 _7()) = exXp <17TM m( T)(l T)) T/’]’M( - Ea _170>
T T Im(—2) T T
imM Im z : z 1
= eXp <Irn7') w‘],M( - ;, 7;, 0> . (427b)

The fact that the transformed wave functions follow the boundary condition is a conse-
quence of the fact that the wave functions are functions of z and 7, which we can just
replace by their image under S. Nonetheless we verify this explicitly in appendix C.1.

Next, under the modular T" transformation given by eq. (4.3) the transformed boundary
conditions, egs. (2.8a) and (2.8b), are

) M )
PIM (241,74 1,0) = exp (i IW Im z) Y M (2 4+1,0), (4.28a)
mrT
. M .
YM(z 474 1,741,0) = exp (i I7Tm7' Im((7 + 1)z)> Y M (2,74 1,0) . (4.28b)

We can make the same argument as above but also verify the statement explicitly in
appendix C.2.

However, the transformed wave function eq. (C.6), i.e. the wave functions “living” on
a torus with torus parameter 7/ = 7 + 1 do not follow the original boundary conditions of

— 14 —



egs. (2.8a) and (2.8b) with 7. Indeed, from eq. (C.6) we get

2

Y (24,7 41,0) = NeTnr Flmetzlmrtrinztringy [gﬂ (Mz+Mr, Mr)

M
M

—~ inrM . . M g
_ Ne lI:;]T [zImz+zImT+TImz+TImT]e—17rMT—27r1 (Mz—&—?)ﬁ |:
2

](MZ,MT)

p— inM _ _ 7 mz [L
—e 7r1Me o (2Im 747 Im 247 Im7—7Im T QzImT)NeMerImTQ9|:%] (MZ,MT)

2

. M .
=e ™M exp (i T ImTZ) M (2, 741,0), (4.29)
Imr

where N := e_i”j(l_f\i/f)j\/’ and we have used eq. (A.5b) in the second line. Thus, we
find that

. . M
YM (477 41,0) = e ™ Mexp (iI T

Im %z) Y M (2,74 1,0) . (4.30)
mT

Therefore, for odd M eq. (4.30) differs from eq. (2.8b) by a phase. However, there is also no
reason why the transformed wave functions should obey boundary conditions for 7 instead
of 7/ = 7+ 1. Nevertheless, this fact will have important implications for the explicit form
of the T-transformation, as we shall see in section 4.4.1.

4.4 Modular flavor symmetries
4.4.1 Modular transformations of the wave functions M

Crucially, physics should not depend on how we choose to parametrize the underlying torus.
That is, if we subject the half-period ratio 7 of the torus to a modular transformation, the
physical predictions of the theory have to stay the same. This means that there should be
a dictionary between theories with seemingly different but equivalent values of 7, which
are related by modular transformations.

Let us now study the action of T', under which z +— z and 7 — 7 4+ 1. We wish to
establish a dictionary between the wave functions on a torus with parameter 7 and an
equivalent torus with parameter 7+ 1. Let us now consider [27, equation (37)],

. i2 .
WM (2,7,0) s @M (2,7 4 1,0) = T IV (2, 7,0) . (4.31)

As shown in [27], this relation holds for even units of magnetic flux M. However, for odd
M a relation of the form

M-1

wj’M(Za T+ 1, 0) = Z [P(T)]jj/ wj’ (Z, T, 0) (4'32)
7/=0

cannot be true because according to eq. (4.30) both sides have different periodicities. That
is, on the left-hand side of the equality (4.31) we see a function that is supposed to be
“periodic” under z — z + 7’ whereas on the right-hand side the function is supposed to
be “periodic” under z — z + 7. According to eq. (4.30), for odd M only one of these
“periodicities” can hold.
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At first sight, this statement may appear odd. One might think that the zero modes
3 M form a basis of eigenmodes of the Dirac operator with eigenvalue 0. So one may expect
that the transformed wave functions can be expanded in terms of the original ones as in
eq. (4.32). However, this argument is incorrect. When we write down our wave functions
we make a choice for the origin of the torus. A priori there are arbitrarily many choices
possible, which may be parametrized by Az in /M (z + Az, 7,0). So, on general grounds
we only know that

M-1

M (241,00 = 30 (D) v (2 + Az,7,0) (4.33)
J'=0
for some appropriate real constant Az. As we shall see, an appropriate choice of Az will
allow us to express the transformed wave functions in terms of the original one also for odd
M. More concretely, we will impose that z — z 4+ Az, with some real constant Az that we
are going to find. Inserting this ansatz leads to (cf. eq. (C.9))

Im 2z

$M (24 Az T +1,0) = Nel ™MA202 ”lemfﬁ[oKM<z+Az+ 1) MT) (4.34)

Thus, if N := M(Az + %) is an integer, we might use eq. (A.5a), which we recast here in
a slightly different form

ﬁ[%}](Mz YN, 7) = e%le[ 7|(Mz, M7) (4.35)
to get rid of the extra factor in the z coordinate of the 9 function. Finally, after the

redefinition z — z — Az, we obtain

Im(z)

. i2 .. X
@ZJj’M(Z,T,O) T 17rMAz IWI;V71I+2”T‘7AZ'(/)J’M(Z—A,Z,7‘, 0) ) (436)

Note that in order to get an integer IV, it is sufficient to demand an integer or half-integer
Az for even M. For Az = 0 eq. (4.36) reproduces eq. (4.31). However, for odd M we need
a half-integer Az. Specifically, for Az = 1 we find that (see appendix C for details)

. 1

' ix 5 M-1 -

WM 05 (- ,Z‘) > MM kM (1 )
k=0

1

7\ 2
_ (_ M) [PS)] M ), (4.37)

¢j’M(Z, T, O) T 17rM2ﬁlnzT em—j(j/MJrl) ¢],M (Z _ %7 T O>
i Jm " ke, M 1
=e 2Tm {p(T)M}jkq’/) (z — 5 T, 0) (4.37b)
where
" eim/4 2rijk

{p(S)MLk = Vv exp( % ) , (4.38a)
[,o(T)Mjk = exp {m j (j\z + 1)} Sik - (4.38b)
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As we shall confirm shortly in eq. (4.48), the matrices (4.38) equal, up to a phase in
eq. (4.38a), representation matrices of the generators of finite metaplectic modular groups.
They are compatible with [27-30], but (4.38a) differs from [26] by the e'™/* phase. For
even M, the T transformation can rather be represented as in eqgs. (4.37) and (4.38) or
eq. (4.31) due to the freedom of choosing half-integer or integer Az. However, since the
Yukawa integral involves wave functions with both odd and even fluxes M, we need to be
consistent in our choice of Az to cancel the z-dependent phase appearing in eq. (4.37b)
(cf. eq. (E.3)). Specifically, we need Az = % for the T' transformation also for even M, in
which case our results differ from [26-29] by phase factors which are absent in eq. (4.31).
Nevertheless, the modular T transformation of the 2D compact wave functions for odd M
was excluded in [26-29]. In [30] they were introduced through the so-called Scherk-Schwarz
phases. In particular, our egs. (4.37) and (4.38) are consistent with their discussion in [30,
equation (126)]. However, as discussed in section 4.3, we disagree with the statement made
in [26-30] that the modular transformed wave functions do not follow the appropriate
boundary conditions. As we have shown, the T transformation can generally not be repre-
sented by a matrix multiplication of the set of wave functions, but necessarily goes beyond
this. However, as we discuss in appendix E, the extra exponential factors in eq. (4.37b) get
canceled in the overlap integral (3.2), thus allowing us to define a matrix representation
for the transformation of the 4D fields, which derive from eq. (4.38).

4.4.2 Modular flavor symmetries in the effective 4D theory

Let us now define proper “modular flavor transformation” for the 4D fields. The first thing
to notice is that these transformations cannot be unique, at least not in models of this

type.2
gauge factors, and we can always add an extra transformation to our transformation law.

The reason is that there are additional symmetries at play, such as the remnant

That is to say that the details of the representation matrices of a modular flavor symmetries
acting on the fields are somewhat ambiguous. Let us start with something unambiguous:
the transformation of the Yukawa couplings. As we have seen in eq. (3.30), there are a
priori A Yukawa couplings, out of which at most A\/2 + 1 are independent, as shown in
appendix D.

Let us make an important distinction between “physical Yukawa coupling” Y;;, and
“holomorphic Yukawa couplings” V; [43], which are related by (cf. [32, equation (5.41)])

Vijr(T)

Yije(T) = eIA(/Q 1 -
(K Kj5 Kyp)?

(4.39)

Here, K stands for the Kihler potential of the moduli, which is, in our truncated setup,
at tree level given by eq. (4.22). The formula for the Yukawa couplings (3.30), which we
obtained from the overlap integral (3.2), contains the normalization factor (3.31), which is
not holomorphic. In our case, the matter field Kéhler metric is proportional to (Im 7)7%

2Tt has been suggested that the modular flavor symmetries can be defined by the requirement that the 6D
fields remain invariant [26]. However, apart from the fact that this prescription fails for odd M since the 2D
coordinates gets shifted (cf. eq. (4.37b)), it is not clear to us why one should impose this very requirement.
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(cf. eq. (4.18)), so (cf. [32, section 5.3])

oK /2

1
Im7\1
T — Nabc xX g < > . (4.40)
(Kis Kj5 Kyp,) 2

A2
While Yj;(7) is normalized and thus “physical”, it is not holomorphic. On the other hand,
the superpotential coupling

Vije(r) =0 [a“g/ A] (0,A7) (4.41)

is a proper modular form. Here, we have made use of the fact that the upper characteristic
is of the form a;;; /A with some integer &;;, cf. the discussion below eq. (3.30), and we set,
as done throughout this section, the Wilson lines to zero. Further, all additional non-zero
factors appearing in eq. (3.30) must be included in the Kéhler potential, so that they are
canceled in the holomorphic couplings through the redefinition (4.39). The holomorphic
coupling Vi (7) differs from the physical coupling between canonically normalized fields
by a non-holomorphic factor. The modular transformations are seemingly non-unitary
because of the automorphy factor has generally not modulus 1. However, the automorphy
factors get canceled, cf. our discussion below eq. (4.46).

As shown in appendix E, the A-plet of Yukawa couplings transforms with the simple
transformation law

Va(r) = Y3(7) = #(e + d)2 pa(F) 55 Y5(7) (4.42)

where a and B are integers that label the distinct Yukawa couplings, and we use the
metaplectic element 4 € I instead of v € T" because the Yukawa couplings have weight
ky = % The transformation matrices of the modular generators are given by

_ im/4 i AB
e Tia
~ ira?
These matrices are symmetric and unitary, so that
A)55 ! = [0a(B)ggl" and [pa(T)zgl ™" = loaT)z5)" (4.44)

Since there can be relations between the Yukawa couplings, this may not be an irreducible
representation. The relations between the Yukawa couplings depend on the choice of fluxes.
We will specify the irreducible representations of the Yukawa couplings in our survey of
models in section 4.5. The modular transformations of the Yukawa couplings given by
eq. (3.2) were also studied in [26]. Although an explicit general formula for any combination
of 7, was not given in their work, our results from eq. (4.43) match their result up to
the phase e'T in the models described in sections 4.5.2 to 4.5.4. This phase is crucial to
have the transformation matrices (4.43) satisfy the presentation (4.13) and, thus, give rise
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to representations of a finite metaplectic modular group, as was noted in [29]. Note also
that there is an extra minus in our eq. (4.43) compared to [26, equations (64) and (108)]
and [29]. However, this sign comes only from our convention that the automorphy factor
is (S, 7) = —v/—7 in eq. (4.12).

Next, we discuss modular flavor symmetries. They are, by definition, symmetry trans-
formations of the 4D Lagrange density. In our present discussion, we are thus seeking
transformations of the 4D fields, ¢/™ | which are such that superpotential couplings

WD Vige(r) @Hter e ghter (4.45)
are invariant up to Kéhler transformations, cf. the discussion around (4.20). Here,
Teb = —Tpe = Zap + Zeq > 0. That is, our modular flavor transformations are given by

- -1
oM s (e +d)72 [oh ()] MM (4.46)
J

Notice that, due to egs. (4.42) and (4.46), the superpotential acquires modular weight
ky = —1, see eq. (4.20). The corresponding automorphy factor gets canceled by the
transformation of 7 in the Kéahler potential followed by a Kéhler transformation, see our
discussion around eq. (4.24). Therefore, the requirement that the modular transformations
be a symmetry amounts to demanding that

@] o [ )] T

= Vig(r) ¢Tab pTen phTen | (4.47)

Vi) [0, )] 6T [t

ca

As already mentioned, this condition does not fix the transformation laws of the 4D fields
uniquely. However, we can use the transformation properties of the T? wave functions,
(cf. egs. (E.3) and (E.4)), to infer the matrix structure of the transformations. One way
in which we may infer the transformations of the 4D fields is by using the quasi—inverse
transformations of the compact wave functions, that is, the inverse transformations of
eq. (4.38). However, a more convenient choice is

. im(3M+1)/4 ori ik
e 1)
P (T)r = exp [im(]‘\z + 1)} Sk (4.48b)

where we have chosen the transformation (4.38a) multiplied by a phase 3™ in the S
matrix representation. These matrices fulfill eq. (4.44), too. This choice has the virtue
that p37(7) = [pam(7)]* and that, as we will demonstrate in section 4.5, it yields the
correct representation matrices for the group I'sy.

We also note that, as far as the Yukawa couplings are concerned, there is a U(1)
symmetry due to the condition of eq. (3.4), which acts as

¢ Tas IO elt@Zap gilap (4.49)
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where a, 8 € {a,b, c} asin eq. (3.3). Here, ¢Ze, ¢*<s have a charge +1 and ¢ a charge —1.
This U(1) factor allows one to install “extra” phases of the above type. Note that while the
T-transformed wave functions, for odd M, cannot be expanded in terms of untransformed
wave functions, the additional factor in our dictionary (4.37b) cancels in the overlap inte-
grals (3.2) so that there is a meaningful, well-defined modular flavor transformation of the
4D fields also for odd M. Our proposal in eq. (4.48) for the transformations of 4D fields
#"M for even values of M differs from the results in [26]. While [26] assumes that the
modular transformations of the 4D fields coincide with those of the 2D wave functions, we
assume the 4D fields transform quasi-inversely to the 2D wave functions. Furthermore, we
have an extra phase egi“%, which is useful to achieve metaplectic group representations.
Note that we specify the T transformation, rather than just the T representation as in [26].

4.5 Models

In this subsection, we survey a couple of toy models. These models are far from realistic
but highlight how modular flavor symmetries derive from some simple magnetized tori with
even and odd numbers of repetitions of matter fields. In all of the next models we will use
the representation matrices stated in eq. (4.48) for the Z-plet of ¢F 4D fields, while the
Tap-plet of ¢¢ and Z..-plet of ¢/ 4D fields will transform in the conjugate representation.
On the other hand, the A-plet of Yukawa couplings will follow the representation matrices
found in eq. (4.43). We will show that the modular flavor symmetries in these models are
given by Iyy with A being the least common multiple of matter repetition numbers (3.24b).
Furthermore, using eq. (3.25) one can see that for a fixed total number of Yukawa couplings
P, the largest number of independent Yukawa couplings, that is the largest A, is obtained
by having the least possible d. Although we have proposed the representation matrices for
the 4D fields in eq. (4.48), the ones for the Yukawa couplings eq. (4.43) are unambiguous. In
fact, in all models we discuss here we will find that the representations py satisfy eq. (4.13)
together with the finiteness conditions (4.14)—(4.15) for N = 2,3, with A = 2N. Thus,
the modular transformations of the Yukawa couplings build representations of the finite
metaplectic group Iy In [29] it was also noted that, for even numbers of flavors, the
Yukawa couplings transform as a A-plet under the metaplectic group. However, in [29] it
does not get mentioned that for A > 2 this representation is reducible, which is rather easy
to see from our general compact expression (3.30), but less obvious when one represents
the Yukawa coupling as the sum (3.14). Moreover, we will demonstrate in each model
that, independently of whether the number of flavors is even or odd, the transformations
of the 4D fields encoded in p‘lﬁ_aﬂ build representations of the same group, so that f‘2)\ can
be regarded as the modular flavor symmetry of the models. We are hence led to conjecture
that, with A from eq. (3.24b),

magnetized tori with A = lem(# of flavors) exhibit a 'y, modular flavor symmetry .
(4.50)
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4.5.1 Model with Z,p, = Z., = 1 and Zy, = —2

Let us consider a model based on a U(3) gauge symmetry and fluxes

; 0 00

™

F = — . )

Im~ 0-10 (4.51)
0 01

The fluxes break U(3) — U(1), x U(1)p x U(1).. Since the N, = 1 for o € {a,b,c}, we
thus have

TZiv =Tea =1 and .= —2. (4.52)
According to (3.3) this means that we have one repetition of Phlar=1 and ¢p3Lea=1l each,

and two copies of ¥*Te="2 We can now compute the holomorphic Yukawa couplings of
this model using (3.30),

Vij(0,7) = ﬁ[%}(o,%) : (4.53)

which gives a doublet?

Mo Yooo
L — = 4.54
¢ (371) (%01) ’ (4.54)

which transforms under the representation matrices given by

pﬁ(g) = _\jg G _1) and pﬁ(f) = ((1] ?) . (4.55)

Note that in this case we could have used [32, equation (5.17)] since Z,, = d = 1. This
Yukawa coupling coincides (up to an irrelevant similarity transformation with diag(1,—1))
with the 2 representation of [oy—y = Sy 2 [96,67] [15, cf. equation (41)]. This representa-
tion can be thought of as the fundamental representation of Sy in that all other nontrivial
representations can be obtained by reducing tensor products of a suitable number of 2
representations. The fields with multiplicity 2 transform with the inverses (or conjugates,
see eq. (4.44)) of the representation matrices (4.55). That is, these fields transform under
2. Altogether, we have a Sy theory with (holomorphic) Yukawa couplings given by

WD bap dea (9[5)(0,27) 6% +9[2](0,27) 61 , (4.56)

where we suppress the trivial generation indices of the fields coming with repetition 1.
Notice that the physical Yukawa coupling comes with extra normalization factors,
see eq. (4.39).

3Here, we use the notation 2 from [15] to refer to the two-dimensional irreducible representation of Ty
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SU(2) x U(1), x U(1)p x U(1),
field quantum numbers # of copies
L 21,-1,0) Iy =2—(-1)=3
R Lo+1,-1) Tpe = —1—(5) = =6
H 2(-1,0,1) Zea=5—(2)=3

Table 2. Matter content of the 336 model.

4.5.2 Model with Z,p, = Z., = 3 and Zy. = —6

Let us consider a three generation toy model, based on a super-Yang-Mills theory in six
dimensions with gauge group U(4) [26]. The two extra dimensions are compactified on T?,
and the U(4) gauge symmetry gets broken to SU(2) x U(1), x U(1), x U(1), by the fluxes

- Ioxo 0 0
F= — .
m-| 0 30/, (4.57)
0 03

where we used eq. (3.1). The chiral matter content of the supersymmetric model is given
in table 2. They decompose into three generations of L particles, six generations of R
particles and three generations of H particles. The superpotential of this model is given by

W O Vi L'HIRF | (4.58)

where the (holomorphic) Yukawa couplings are given by eq. (3.30),

k—2j

V() = 9|5 |(0,67) . (4.59)

Here we used the values from table 2 and assumed zero Wilson lines. The explicit transfor-
mation matrices for the L’ and H’ are given by (4.48) for M = 3, and are the conjugates of

i i i 1 0 0
¢ ~ ]. . _5im _im d) ~ _2im
p3(S) =——©=|ie " e and p3(T)=10e 3 0 . (4.60)
V3|, _ix  _six _2ix
1e 6 e 6 0 0 e 3

The explicit transformation matrices for the R* fields are given by eq. (4.48) for M = 6

1 e3 e% —le 3 e 3
¢(§) eig 1 e2§i e_2gri 1 e2§i e_2gri (4 61 )
= —1 s .0la
Pe Jolt =1 1 -1 1 4
2mi 27mi _ 2mi 2mi
le 3 e3 1 e 3 €73
1e s 672? —1 e2§l e’s
p(g(f) = diag(l,e_Sgi,eQ;’:i,i,e2§>ri ,e_5gi) : (4.61b)
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As discussed at the end of section 3, there are only % 4+ 1 = 4 independent Yukawa
couplings,*
Yo :=Yi—jjk=2; , Yi:=Yi—jt1k=2j41 = Y5 := Yicji0jk=2j15 » (4.62a)
Y3 :=Yiejjk=2j+3 Yo :=Yijioik=2j42 = Y4 = Yimji1 jk=2j+4 > (4.62b)
where ¢ and j are understood to be modulo 3, and k modulo 6. The six-plet of holomorphic

Yukawa coupling coefficients Vg = (Yo, V1, V2, Vs, V4, y5)T obeys the transformation law
eq. (4.42) under modular transformations, with the matrix representations

pe(S) = —ip¢(§) and  pg(T) = diag(l,e%,62gi,—i,e2gi,e%i) : (4.63)

However, the 6 x 6 matrices can be reduced to a 4-dimensional representation due to the
relation between the Yukawa couplings in eq. (4.62). Using the projection matrix

10 00
1
oﬁ(llo
00 Lo
Poa= |, o \651 , (4.64)
1
0(1)%0
055 00

we can define the 4-plet of independent Yukawa couplings through Vs = P{Z.,Vs, which
transform as modular forms with the representation matrices given by

1 V2 V2 1
T [Vv2 1 -1 -2

S) = Pl upe(S)Poss = — — d 465
pa(S) 6406 () Po 4 Glve -1 -1 e | an ( a)
1 —V2vV2 -1

10 0 0

~ ~ 0e® 0 0
pa(T) = P4 p6(T) Psa = i . (4.65b)

00 e3 0

00 0 —i

The representation matrices in eqs. (4.60), (4.61), (4.63) and (4.65) fulfill the condi-
tions (4.13) for N = 3 and (4.15), which implies that this model exhibits a [yy_;5 finite
modular symmetry of order 2304. The fact that there are only four distinct Yukawa entries
implies that the 6-dimensional representation of the Yukawa couplings decomposes into T1o
irreducible representations according to 6 = 4@ 2, as we have confirmed, where the doublet
vanishes. As we shall discuss below, this can be also attributed to the existence of an outer
automorphism. Using the character tables (cf. [44, section 3.4]), we find that the matter
triplets and six-plets are reducible as well, 3 = 2” ® 1’ and 6’ = 4’ @ 2/, where we added

4The relations given in eq. (4.62) are valid for both holomorphic and non-holomorphic Yukawa couplings.
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primes to indicate that these are different representation matrices, and that the singlet is
nontrivial. We have verified that the reducible representation 6’ provides us with a faith-
ful representation content of I'12 and its tensor products yield all other representations of
the group. The six )~ have been identified in [26], where they have been represented as
sums of three different ¥-functions each, and the relations Y7 = Y5 and Y5 = Y, have been
missed. The latter relations are actually quite interesting as they can be thought of as
1 <> j exchange symmetries,

Yije(1) = Yji(7) - (4.66)

However, the wave functions labeled i and j, i.e. the L’ and H7, have different quantum
numbers in 4D (and in the upstairs theory). This means that this symmetry is not an
“ordinary” flavor symmetry but an outer automorphism of the low-energy gauge symmetry.
Note that the existence of this very outer automorphism depends on the specifics of the
model, i.e. while both the current model and the one presented in section 4.5.4 have a
Ioy = 1o metaplectic flavor symmetry, the form of the outer automorphism is specific
to the current model. Examples for such outer automorphisms include the so-called left-
right parity [45]. Tt is known that such symmetries can originate as discrete remnants of
gauge symmetries either by dialing appropriate VEVs [46, 47] or by orbifolding [48]. As
the exchange of the U(1) factors is part of the original U(4) gauge symmetry of the model,
we have identified yet another way in which these outer automorphism can emerge from
an explicit gauge symmetry.

A geometric interpretation of Yukawa couplings. It is instructive to discuss the
geometrical interpretation of these results. We have derived the couplings by computing
the overlaps of wave functions, see (3.2). The result is that, up to a normalization factor,
the Yukawa couplings are given by

yaocam)1/40[8]<0,AT>—<IW>1/4 AT R R H? (g 7)

{=—o00

where we have used eq. (A.4). Here we choose to highlight the fact that the terms are
exponentially suppressed by e * ™ 7¢ with some ¢ > 0 in order to compare our result for
the Yukawa couplings with a simple overlap of Gaussians. For simplicity, we just consider
two Gaussians, and consider

e—a?/(b1+b2)

e (4.68)

y(a,bl,bg) = /dx/\/bl e—xQ/ln '/\/52 ef(x—a)2/b2 _
—00

with Gaussian normalization factors A, = 1/v/br. In order to compute the overlap on the
torus, one does not only have to compute the overlap of a given Gaussian of width b1, say,
with one Gaussian of width bo, but with all images of the second Gaussian under torus
translations. This leads to an expression which is qualitatively similar to the sum on the
right-hand side of eq. (4.67).

Turning this around, the upper characteristics a in egs. (3.30) and (4.67), or, more
precisely, min(|a/Al, |1 — &/A|) with 0 < |@/A| < 1, has the interpretation of a “distance
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fundamental
domain

[« a —

Figure 2. Overlap of two Gaussians on a torus. The overlap of a given, say red, curve is not just
the overlap with one blue curve but with infinitely many of them, thus leading to an expression of
the form (4.67).

0.6 0.8 1.0 1.2 14 1.6 1.8

Imt

Figure 3. Dependence of the magnitude of the Yukawa couplings Y- for Re 7 = 0.1. The black solid,
orange dashed, green dotted and red dash-dotted curves represent @ = 0, 1, 2 and 3, respectively.
There is an exponential suppression with Im 7 that depends on the “distance” between the wave
functions @, i.e. the Im 7 dependence is more pronounced for larger a.

between the loci of the states”, i.e. a in figure 2. We illustrate this by plotting some sample
Yukawa couplings in figure 3. This geometric intuition may conceivably provide us with an
understanding of the observed hierarchies of fermion masses. Apart from the fact that the
kinetic terms are under control, the geometric interpretation may be one of the strongest
motivations for deriving the modular flavor symmetries from explicit tori.

4.5.3 Model with Z,p, = Z., = 2 and Zy. = —4

Although we have stressed that our results are valid for odd repetitions of matter Z,g, they
of course also apply to settings in which all Z, are even. Let us consider a toy model with
the same superpotential and gauge group breaking as in section 4.5.2 by the fluxes

; 154200

Y

F=_""| 0- :

| 0720/ (4.69)
0 02
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where we used eq. (3.1). This means that we have two repetitions of L’ and H’ each, and
four copies of R¥. Similarly to what we have found in section 4.5.2, there are \/2 +1 = 3
independent Yukawa couplings,

Yo := Yiejjk=2j Y1 :=Yicjr1 k=241 = Y3 := Yimj11,k=2j+3 » (4.70a)
Y2 = Yigjjk=2j+2 (4.70b)
where ¢ and j are understood to be modulo 2, and k modulo 4. The equality Y7 = Y3 is also

a consequence of the exchange symmetry given in eq. (4.66). The four-plet of holomorphic
Yukawa couplings )= follow the modular transformations (4.43), with the matrices

11 1 1 10 0 0
_ i1 1 -1 —i - 0eT 0 0
5) = — d pu(T) = 471
palS) ==l oy g | D=0 (471)
1 -1 -1 i 00 0 e7

Analogously to what we have done in section 4.5.2, due to the relations of the Yukawa
couplings in eq. (4.70), we can reduce the representation matrices through the projection
matrix

Py3 = (4.72a)

O = O O

S O O =
Shotho

We can define the triplet of independent Yukawa couplings through Y3 = P{,Yy, which
transforms under the representation matrices given by

= (1 V2 1
vz o —val, (4.73a)
va 1 -2 1

p3(S) = P 5pa(S)Pisss = —

10 0
p3(T) = P{4p6(T)Poss = |0 T 0 | . (4.73b)
00 —1

The transformation matrices of the doublets L and H7 are obtained by setting M = 2 in
eq. (4.48) and taking its conjugate. The resulting matrices are given by eq. (4.55). The
four-plets R transform through eq. (4.48) for M = 4, that is

11 1 1 1 0 0 0
s . . _ 3mi
& g _ e 4 1 i —1 —i d & T _ 0e 4 0 0 474
Py (S) Jili-11 41 and  py,(T) 00 -1 0 (4.74)
1 —i—1 i 0 0 0 e 1

The representation matrices in eqs. (4.55), (4.71), (4.73) and (4.74) fulfill the condi-
tions (4.13) for N = 2 and (4.14) which implies that we have a theory endowed with
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a Iy A=s = [768,1085324] metaplectic flavor symmetry. In this model, the four-plet of the
Yukawa couplings decomposes as 4 = 3 @ 1/, where the singlet vanishes. On the other
hand, the matter four-plets decompose as 4’ = 3’ & 1” whereas the matter doublets 2 are
irreducible. While all these representations are unfaithful, the combination 4’ & 2 provides
us with a faithful representation content of I's. The tensor products of 4’ and 2 produce
all T' representations.

4.5.4 Model with Z,p, = 1, Z., = 2 and Zy. = —3

It is important to show that our conjecture (4.50) that we have a Iy invariant su-
perpotential is not only valid for repeated values of Z,3. To this end we consider a
toy model with the Yukawa couplings as in eq. (4.58) and with gauge group breaking
U(3) = U(1) x U(1)p x U(1), by the fluxes

(100
F= - . 4.
| 0 —20 (4.75)
0 01

Out of 3-2-1 a priori possible Yukawa couplings, A\/2 4+ 1 = 4 are distinct

Yo := Yoo0 , Y1 := Yo = Y5 = Y012, (4.76a)
Y3 = Yoo, Ys := Yoo1 = Ya := Yooz , (4.76D)

where 7 can only be 0, and j and k are understood to be modulo 2 and 3 respectively. As
d = 1, this setting has a comparatively large number of distinct couplings, i.e. 4 out of
6 entries are distinct whereas e.g. in the model of section 4.5.2 only 4 out of 54 a priori
contractions have nontrivial distinct coefficients. In this case, Z,p # Zoq, SO there is no
exchange symmetry of the type (4.66), yet the number of independent Yukawa couplings
gets reduced due to the symmetry Yy = Yp;3-x. Unlike the transformation that ensured
the equality of Yukawa entries in the model discussed in section 4.5.2, this symmetry is
not a nontrivial outer automorphism of the 4D continuous gauge symmetries. The six-
plet of holomorphic Yukawa couplings ). transform with the matrices from eq. (4.63)
that can be reduced by using eq. (4.64) to a four-plet, which then transforms according
to eq. (4.65). Furthermore, using eq. (4.48), we see that the singlet ¢*Zav=" is invariant

Lea=2 transforms with the representation

under modular transformations, the doublet ¢’
matrices from eq. (4.55), and the triplet ¢*Ze=3 transforms using eq. (4.60). It can be
shown that all these matrices satisfy the conditions (4.13) for N = 3 and eq. (4.15).
Therefore, the superpotential is invariant under the finite metaplectic flavor symmetry

f‘Q)\:12 of order 2304.

4.6 Comments on the relation to bottom-up constructions

As we have seen, the models derived from explicit tori give rise to the finite metaplectic
groups, which have been discussed e.g. in [15] in the context of bottom-up model building.
The models presented here do not attempt to make an immediate connection to particle
phenomenology. At first sight, it seems to be hard to derive the models of [15] from tori
for at least two reasons:
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1. our fields all have modular weight —% while in [15] they come with a variety of
weights, and

2. we have additional symmetries like the outer automorphism symmetry (4.66) and
residual gauge factors.

On the other hand, deriving the modular transformations from an explicit higher-dimen-
sional model has the virtue that normalization of the fields is known at tree level, and that
otherwise free parameters get fixed. Of course, the Kahler potential is not exact, apart
from the usual 4D corrections there are additional terms contributing (cf. [49]), yet the
point that there is a zeroth order classical form plus corrections, which are under control.
On the other hand, in the SB approach every invariant K&hler potential is as good as
others [31], and there are thus large uncertainties. An additional benefit of deriving the
modular flavor symmetries from explicit tori is the geometrical intuition one can develop
for the Yukawa couplings, cf. our discussion at the end of section 4.5.2.

One may now wonder if the price that one has to pay for all these benefits is the inability
to construct semi-realistic models. In what follows, we will argue that this is not the case.
First of all, the T? model is just a building block of a more complete story. As explained
in [32], these models are dual to some intersecting D-brane constructions. Moreover, the
couplings of the latter are closely related to heterotic string compactifications [50], which
provide us with a large number of potentially realistic models [51].> These more complete
settings come with a variety of modular weights [52]. Second, even if one is not adding
more dimensions to the construction, fields with higher modular weights can emerge as
composites of fields with modular weight —. That is, if “quarks” of a model with an

2
SU(N.) have modular weights —%, then the “baryons” will have weights —%.

5 Comments on the role of supersymmetry

Let us comment on the role supersymmetry (SUSY) plays in the discussion. While Cre-
mades et al. work in a supersymmetric theory, they mention [32, see the beginning of
section 5.3| that their derivation “in principle is valid for toroidal compactifications where
supersymmetry might be broken explicitly”. Of course, if one wants to claim that the
couplings that one has computed are Yukawa couplings, one needs to make sure that one
computes the overlap between two fermionic and one bosonic zero-modes. In supersym-
metric models there is no problem because the superpartners are described by the same
wave functions.

In a model without low-energy SUSY one may be worried that quantum corrections
lead to uncontrollable corrections to the wave function of the scalar. This is generally a
very valid concern, yet is as recently been observed that in the magnetized tori there is an
interesting cancellation of corrections to the scalar mass [33-36]. While this has not yet
led to a complete solution of the hierarchy problem in the SM, it does suggest that in the

5We adopt the convention to call models with realistic and unrealistic features “semi-realistic” while
“potentially realistic” models are constructions that have no obviously unrealistic features, but have not
yet been analyzed in enough detail to be called realistic.
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context of the very models that we were led to consider for the sake of deriving modular
flavor symmetries the situation is “better” than in other nonsupersymmetric completions
of the SM with a high UV scale. In fact, similar cancellations have been reported in [53],
where they were attributed to modular symmetries.

In a bit more detail, one could imagine a torus compactification in which the Yukawa
couplings emerge as outlined in [32], namely as the overlap of three wave functions. These
wave functions describe two fermions and one scalar, such as the SM Higgs. If the scalars
remain light, they will still be approximate zero-modes, and thus the profile is approxi-
mately given by eq. (2.1). So the Yukawa couplings will, to some good approximation,
be the ones of eq. (3.2). So supersymmetry is not instrumental for having models with
modular flavor symmetries.

6 Summary

We discussed how modular flavor symmetries derive from explicit tori which are endowed
with magnetic fluxes. Using Euler’s Theorem, we have derived a closed-form expression
for the Yukawa couplings between zero modes. This expression generalizes the results of
the literature to arbitrary flux parameters Z,;, and Z.,, which fix Zp., and is not restricted
to the special case in which one flux parameter equals 1. Each entry of the Yukawa tensor
is a single ¥-function, i.e. the holomorphic Yukawa couplings take the form

Vije(1) = 0{%-8/ A} (0,A7) , (6.1)

where
Qijre = Thoi — Toyj + Thy (T0y) VBl (k=i — j) mod . (6.2)

Here, ¢ denotes the FEuler ¢-function, I;ﬁ = Z,g/d for o, € {a,b,c}, d =
ged(|Zap|s | Zeals | Zoel), A = lem(|Zapl, [Zeals [ Zoe|), and 7 denotes the half-period ratio of
the torus. The condensed form for holomorphic Yukawa couplings as single J-functions
is instrumental for deriving the symmetries between Yukawa couplings. As we have seen,
these symmetries include outer automorphisms of the low-energy gauge symmetry. These
couplings are modular forms of weight % of level 2\ that build representations under the
metaplectic modular flavor symmetry I'55. There are at most 1+ A /2 distinct Yukawa cou-
plings, which transform as a (generically reducible) representation A of f‘g)\. This means
that e.g. a model with flux parameters (Zyp, Zeq, Zpe) = (1,2, —3) has as many independent
Yukawa couplings as a model with fluxes (3,3, —6). We have commented on the geo-
metric interpretation of the Yukawa couplings, and that the a;j;, in eq. (6.1) corresponds
to a separation of the states, and lead to an exponential suppression with an exponent
min (i, 1 — yjx) Im 7 for unsuppressed Im 7. The 4D fields have a well-defined transfor-
mation behavior under ng, regardless of whether the flux is even or odd, and have weight
ky = —%. Our analysis is restricted to a magnetized torus T? and its half-period ratio 7,
which is contained in the so-called complex structure modulus. We also set the Wilson
lines to zero, and largely disregarded the Kahler modulus. While this is sufficient to derive
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meaningful modular flavor symmetries, this analysis may be thought of as a building block
of more complete, perhaps stringy models. It will be interesting to derive a generalization
of eq. (6.1) for such constructions.

We have also commented on the role that supersymmetry plays in these constructions.
As already pointed out in [32], supersymmetry is not instrumental as long as the profiles of
the zero-modes do not get distorted too much. More recent analyses [33-36] indicate that
magnetized tori have certain unusual properties in that scalar masses seem to be immune
to quantum corrections even without supersymmetry. This means that one can plausibly
disentangle modular flavor symmetries from the question of low-energy supersymmetry.
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A Y-functions

In this appendix, we collect some relevant facts on the J-functions. Our conventions are
based on [37] and [54]. One defines

9[5](z,7) == SpTa(z,7) = ™0 T, Spi(z,7) (A1)
where [37, p. 4]
Wz, T) = Zexp(iﬂ€2 T) exp(2mil z) (A.2)
Le?

with Im7 > 0, and [37, p. 6]
(S5f)(z) = f(z+5) , (A.3a)
(Tuf)(2) = ™o TH2m02 (2 a7 (A.3b)

This immediately gives us (cf. [54, p. 214 f.])

o)) = Y emlertirni@r0 () (A1)

{=—0c0

For an integer n € Z one has torus periodicities
0[5 (z 4 n,7) = 2 w[5) (2, 7) (A.5a)

ﬁ[g}(z—knﬂﬂ _ efiﬁn%fzwin(vrﬁ)g{‘g](zﬂ-) , (A.5b)
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Further, the ¥-function have several periodicities in the characteristics o and [,
19[0‘;1}(2,7) = ﬁ[g}(z, ), (A.6a)
955z, m) = e d[5](,7) (A.6D)

The behavior under modular transformation is

93] +1) = e g e )
ofa] (<2.-1) = v (E) gy .

Another useful formula is

19{0-}(2 T) = Mz_:le%ijk/Mﬁ % (Mz,MT) . (A.8)
ﬁ M k=0 0 ’

B Torus integration
The torus is defined by two lattice vectors, which can be chosen as e; = 27 R and eo = 27 R 7,

where the real, dimensionful quantity R sets the length of one lattice vector, and 7 with
Im7 > 0 is the half-period ratio. In this basis, the torus metric reads

G:(277R)2< ! R‘”). (B.1)

Ret |7]?

We can define the fundamental domain of the torus as
T?={2€C; z=xe;+yey with 0 <2,y <1}. (B.2)
It is straightforward to verify that the Jacobian of the transformation (Re z,Im z) — (z,y)

is given by (27rR)2Im 7. Therefore, the integrals of an arbitrary function f(z) over the
fundamental domain are given by

1 1
/d2z f(z) = (2rR)*Tm T /dx /dy f(zer +yea) . (B.3)
T2 0 0

Let us now look at constant modes on the torus, or, equivalently integrate over the torus

T2 to determine its volume. We then have

vol(torus) = /d2z 1= (27R)?Im7 =: A. (B.4)
T2
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C Explicit verification of the boundary conditions for transformed wave
functions

C.1 S transformation

We now compute the S transformation, 7 — —1/7 (cf. eq. (4.3)), of eq. (2.1). We have
—1\1/4 z .
v ( T’ T’O> ( A? P 17T]WTIm*Tl ﬁ[ﬂ(d T

N ) zImzT\ [ T oo 40 T
= mexp(nrMT Im7'> —1Me 2?19{&}(2,]\/[)

N . zIm 2T . T i7rM£ = 2migk/M £
= ’ ‘exp imtM— i —IMG T Z e/ ﬁ[lg](MZaMT)
T T 1mT
k=0
im 1/2M—1 iy . M I — 2
_ <—T> Gt J\fexp(17r : mZT+iM7Tz>19["H(MZ7MT)
vVM\ |7 = 7 Im7 T 0
oid - 1/2 M—1 27rijkN z‘an““—Zﬁ g Mz M C.1
— - M Im T M
\/M( |T!) ];)e © {0}( % Mr), (C.1)

where we used (2.2), (A.7b) and (A.8) in the first, second and third lines respectively. We
thus arrive at (C.2). Therefore, the S modular transformation of the zero modes is

vl 21 eld T\ omijh/M ke, M
W <_T,_T,o> _ M(—m ST 2TRM kM 1 0) (C.2)
k=0

It is straightforward to see that the wave function of eq. (C.2) satisfies the boundary
conditions of egs. (4.27a) and (4.27b). Note that

M _Z 1 _l 0) _ J}M<_(Z_T> _l 0) C.3
w ( 7_+ ) 7_7 ’(p T ) 7_7 ( * )
iT 1/2 M—1
ela T 2mijk 4 oar . Im 27 M z 1 )
_ , _ _ —inM J _z -
\/M( ITI) kzoe wyEmnT0) eXp( i T>1/1 < il
and
gz 1 1 )Z j,M<_(Z+1)_1 ) 4
¢ < 7_ 7_7 T’O /l/) 7_ ) 7_70 (C' )
iz 1/2M-1 .
e 4 T 2mijk kM IFMImZ) M( z 1 )
= —| —— E ’ 1 = _— J> —_— — .
\/M( ’T‘) k:oe L) exp( Im~ v T T’O

Thus, from egs. (C.3) and (C.4) we can see that the S transformed zero mode follows the
boundary conditions of egs. (4.27a) and (4.27b) for both odd and even M.
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C.2 T transformation

Now, we compute the transformed wave function ¢/ (z,7+1,0) and check that it satisfies
both eq. (4.28a) and eq. (4.28b). Applying the T' modular transformation in eq. (2.1) gives

Im 2

M (2,1 +1,0) = Nei”MZImTﬁ[%] (Mz, M(7 +1),0)

. . o . m z Jf
_ e_lﬂ-](ﬁ-kl) NeHrMZ%n? ﬁLfM](MZ, MT)

2

_ e—lﬁ](ﬁ—l—l) Ne”er%r“n“—j e27r1 1\]4]19|:%:|(MZ,M7')

2

_ omimi(1mr) prei Mt [gyMz,MT) , (C5)
2

where we used (A.7a) and (A.6b) in the second and third line, respectively. Defining

N = efi”j(lfﬁ)/\/' we can thus write

WM (2 7 4+1,0) = ﬁeiﬂMzggiﬁ[g}(Mz,MT) . (C.6)

2

Now we check that eq. (C.6) satisfies boundary conditions given by eqgs. (4.28a) and (4.28b).
The first boundary condition is satisfied as shifting z — z 4+ 1 in eq. (C.6) gives

wJ’M(Z+1,T+17O) — ]\\/'/eIWM(Z+1)%$i’l9|:1]\E§:|(M<Z+1),MT)

2

M1 ~ . me o :apd |
= exp (i s Immz) /\/’e”M(Z“)%mrezmM’&ﬂ{%}(Mz,MT)
T 2
M1 ;
= exp (1 7[-hn?z)¢j7M(zaT + 1,0) ’ (C7)

where we used eq. (A.5a) in the second line. For eq. (4.28b) we have

imM(z+7141)

1/Jj’M(z+T+1,T+1,O):ﬁeTIm(HTH)ﬁ

X%:|(M(Z+T+1),MT)

2

:Ne ‘h’;]f [2Im 2+ (7+1) Im z+2Im(7+1)+(7+1) Im(7+1) o2 &Mﬁ[}]&[} (M(Z+T), MT)

2

:/N/e 1117;1\7/_1 [zImz+(7+1)Imz+2Im(7+1)+(7+1) Im(7+1) e—WiTM—QWi(MZ+Z2M)19|:]I€Z:| (MZ,MT)
2

imM
—=¢eImr

ImT

_ _ _ ~ irM £
[(T+1) Imz+2Im(74+1)+(7+1) Im(7+1)—7Im7—22ImT ImT]Ne zImzﬁ{%](szMT)

- .
=exp (1171;7 Im(7'+1)z> PIM (2, 741,0), (C.8)

where we have used egs. (A.5a) and (A.5b) in the second and third line respectively. There-
fore, the transformed modular wave function given by eq. (C.6) follows the transformed
boundary conditions of egs. (4.28a) and (4.28b) for even and odd M.

Let us now tackle the problem of expressing the 1" transformed wave functions in terms
of the original ones. As noted in section 4.4.1, for odd values of M it is not possible to
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express the T' transformed wave functions in terms of the original ones because of (4.30).
At the level of the wave functions, one can refer to eq. (C.6) and see that if M is even,
then using (A.6b) confirms (4.31). However, if M is odd, in order to make use of (A.6b)
we need to shift the z coordinate as z — z + Az with real Az. Using eq. (C.6) we have

A . me [4
VM (2 4+ Az, 7 +1,0) = Ne”M(HAz)infﬁ[%}(M(z + Az), M)

2

Im 2z

_— m z s i ]-
— Nelm™MAmzoimMemz ol (A (2 + Az + = S Mt ), (C.9)
0 2

where we have used (A.4) to rewrite the lower characteristic of the ¥-function as a shift
in the z coordinate. Therefore, if we assume that Az is a half-integer number, we can
use (A.5a) which gives

wj7M(z AT, 0) _ NveiWMAZ%eiWMZ%GQWij(%"FAZ)ﬁ[%} (MZ, MT)
_ eiﬂMAz%’rE—f_ewij(%I-FQAz)w]’»M(Z’7-’ 0) (ClO)
Note that in order to use (A.5a), M(% + Az) needs to be an integer. Therefore, for odd

M, Az needs to be half-integer, whereas for even M both integer and half-integer Az are
valid choices. After a redefinition of z — z — Az with some half-integer Az,

. 2 . )
Y M (2, 7,0) Ly ItMARE i 2imj A VM (2 — Az, 7,0) , (C.11)

and this is valid for both even and odd values of M.

D Symmetries between the Yukawa couplings

In this appendix we identify additional relations between the Yukawa couplings given in
eq. (3.30). Yukawa entries with different i, j and/or k are equal if the upper characteristic,

. . il . .
Tli = Ty + Ta (@) "V (k — i = j)
A
with 77,5 = Z,p/d, is the same. For instance, suppose i’ = i+, j' = j+sand k' = k+r+s,

«,

= uijk 5 (Dl)

so that 7/, 7/ and k" also satisfy the selection rule (cf. eq. (3.16)). Then, for values of r and
s satisfying

Zea” —Zaps =0, (D.2)

we find that w;j, = uy j 4, thus implying that Yj;, = Yy . We know that Z., and Zg,
are divisible by d = ged(|Zap|, | Zeal, | Zoc|) (cf. eq. (3.12)), u;ji has the form

i
Ujjk = ;fk (D.3)

with some integer ;i given by eq. (6.2). Further, as a shift of w;;, by 1 leaves the
Y-function in the Yukawa entry invariant (cf. eq. (A.6a)), there are at most A distinct
entries, i.e.

wijn € {0,1/A, ... (A= 1)/A} . (D.4)
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Additionally, for vanishing Wilson lines, the ¥-function takes the simple form (cf. eq. (A.4))

@ > P~ 2
19[ 0 ](a AT) = Y el @At (D5)
l=—00
which shows that R N
@ik @ik
rﬁl(ﬂ (0,A7) = ﬁ[é] (0,A7) . (D.6)

Therefore, there are A/2 — 1 additional relations between the Yukawa couplings, and we
have at most A/2 + 1 distinct entries. These additional relations can manifest themselves

in different ways. For instance, if Z,, = Z.,, the overlap integral (3.2) becomes

Vigk = goae [ @200 (2,7, ) 3T (2,7,0) (650 (2,m, ) (D.7)
’I[‘2

This equation is symmetric under ¢ < j, which implies that
Yije = Yjir - (D.8)

As we discuss around eq. (4.66) in the main text, the i <> j flip can entail an outer
automorphism of the low-energy gauge symmetry.

E Modular transformations of Yukawa couplings

In this appendix we will show the different ways in which the Yukawa couplings obtained
from the overlap integrals (3.2) transform under modular transformations and how that
they indeed are modular forms according to eq. (4.12).

E.1 Transformation of the overlap integrals

Let us start by discussing how our dictionary (4.37b) between the wave functions with
torus parameter 7 and an equivalent torus with parameter 7 + 1 allows us to infer how
the three index Yukawa couplings Y;;, transform. We start with the T' transformation
where we use (4.37b) for the 2D wave functions. As we have discussed around (4.34), our
dictionary involves a shift of the z-coordinate, Az. For definiteness we use Az = % Thus,
from eq. (3.2) we have

. m z .y 1 . mz -/ 1
Y;‘jk (7-+ 1) :/d2z <p(T);/:i/emZab%mTwz Lab <Z— §’7—’ ())) <p(T)}ljj,elﬂIca%de}J Zea <Z— 5’ T, 0)>
T2

: m z ! ]. *
: <p(T)Z,k’e”rICb %mT ¢k rLeb (Z— 5 y T 0))

= [z B T B (1) (1) (T )

i

'H‘Q

) 1 s 1 / 1 *
gt Lab (z—z,T,o) 7 Fea <z—2,7,0) (w’f Teb <z—2,7,0)> : (E.1)
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Using eq. (3.4), we find that,

Yiu(r +1) = o(0) a2 (o))"

., 1 y 1 / 1 *
. /d2z i Lab <z — 5,7’, 0> ! Lea (z - 5,7‘, O) <¢k Leb (z — 5,7‘, O>) . (E.2)
']1‘2

We can now define w := z — % Then d%2z = d?w, i.e. the integration measure for torus

coordinates and the domain of integration remains invariant. Thus we find that
* ., . f *
Yir(74+1) = p(T)Lp(T)2 1 (p(T)i ) /de oo (w, 7,0) ¢ e (w, 7, 0) (WF T (w, 7,0))
*
= (1)L p(T)Y5 (D)} 1) Yige(7)
— o/ Tt Tea—h? [Tt i4i=R) y, (Y, (E.3)

Thus the z-dependent phase appearing in our dictionary for 7" transformation (4.36) cancels
out due to the condition (3.4).
For the S transformation of Yjji, we use eq. (4.37a), which gives

Yiu(—1/7) = / a2 ( (,‘|) o(S >§€i,w”’fab<zmo>> (—(ﬁ)%m% o fm<zmo>>
- (—(ﬁ)%(S)Z,k,w’ﬁfcb(zm, o>>*

B _(_T>2p(sm'ﬂ(5)%f [0(S)L 0] Vg

7]

kk'

Zb°)Y/ 5K (E4)

Zab—1Zea—1Zep—1 ( ii!

() mm s 5 L

where have used the fact that the automorphy factor and the p(S)¥ matrix do not depend
in the z coordinate, and then, can be taken out of the integral.

Egs. (E.3) and (E.4) give the modular transformations of Y;j;. They can be used to
infer the possible modular transformations of the 4D fields.

E.2 Modular transformation of the A-plet of Yukawa couplings
The A-plet of holomorphic Yukawa couplings (4.41), Vijx(T) = 19[&“(;“/ ’\] (0, A7), transforms

as a modular form of weight 4. To see this, let us first investigate how Y(r), where
Q. := Qi € Zy, behaves under T'. Obviously,

) ~ 2
Va(r) == Valr) = > exp [iw(i‘ +€> AT +1) (E.5)
l=—00
The phase can be manipulated to give
~ 2 ~ 2 &4\ /)2
m<i‘+e> A(T+1):m<i‘+e> )\T—I-iﬂ(a—i_/\). (E.6)
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The second term can be rewritten as

&4\ /)2 =2
i @FADT 8 i inag? (E.7)

A A
Only the first term on the right-hand side yields a nontrivial phase. The two others are

integer multiples of 27i because A is even. Therefore,

a2
ya(T -+ 1) =e'™x ya(T) . (ES)
Likewise, under S
Va(r) =5 Va(=1/7) = 9|2 (0,=2/7) =2 9[*/A] (0, ~1/1) (E.9)
where ¢t := 7/\. Then
- v/ —i A1 niad o
Va(=1/7) = V=itd[5,] (0,1) = f; e [P0, 17) (E.10)
B=0
1 A1 eTi amiaB B\/A 1 A1 e%i ImiaB
= (—7)2 Ez_%)ﬁe A 19[ ! }(0,)\7') = —(-71)2 g}(—ﬁ> e A V(7).

Here we used eqgs. (A.7b) and (A.8). This shows that the A-plet of Y~(7) picks up the
correct automorphy factors to be a modular form of weight % Note that we choose the
minus sign in eq. (E.10), anticipating that these transformations comply with eq. (4.12),
for p(S,7) = —v/—7, and thus with eq. (4.13). Therefore, from eqs. (E.8) and (E.10) we
get the representations of the A-plet of Yukawa couplings (4.43b), which we recast here

~ elm/4 2mia B
W)=~ el 7 ) (E.11a)
~ ira?

Finally, although these matrices may be not be irreducible for some choice of Z,z3, in
section 4.5 we get the irreducible representation matrix in each case (cf. e.g. egs. (4.63)
and (4.65)). Therefore, eq. (4.12) is satisfied and the Yukawa couplings given by eq. (3.2)
are modular forms of weight ky = % Furthermore, as discussed in section 4.5, the repre-
sentation matrix will correspond to a representation of the metaplectic group f‘g \, Which
implies that the Yukawa couplings have level 2.

— 37 —



Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.

References
[1] F. Feruglio, Are neutrino masses modular forms?, in From My Vast Repertoire. . .: Guido
Altarelli’s Legacy, A. Levy, S. Forte and G. Ridolfi eds. (2019) DOI [arXiv:1706.08749]
[INSPIRE].

[2] T. Kobayashi, K. Tanaka and T.H. Tatsuishi, Neutrino mizing from finite modular groups,
Phys. Rev. D 98 (2018) 016004 [arXiv:1803.10391] [INSPIRE].

[3] J.T. Penedo and S.T. Petcov, Lepton Masses and Mixing from Modular Sy Symmetry, Nucl.
Phys. B 939 (2019) 292 [arXiv:1806.11040] [INSPIRE].

[4] J.C. Criado and F. Feruglio, Modular Invariance Faces Precision Neutrino Data, SciPost
Phys. 5 (2018) 042 [arXiv:1807.01125] [iNSPIRE].

[5] F.J. de Anda, S.F. King and E. Perdomo, SU(5) grand unified theory with Ay modular
symmetry, Phys. Rev. D 101 (2020) 015028 [arXiv:1812.05620] [INSPIRE].

[6] H. Okada and M. Tanimoto, CP wviolation of quarks in Ay modular invariance, Phys. Lett. B
791 (2019) 54 [arXiv:1812.09677] [INSPIRE].

[7] G.-J. Ding, S.F. King and X.-G. Liu, Neutrino mass and mizing with As modular symmetry,
Phys. Rev. D 100 (2019) 115005 [arXiv:1903.12588] [INSPIRE].

[8] P.P. Novichkov, J.T. Penedo, S.T. Petcov and A.V. Titov, Generalised CP Symmetry in
Modular-Invariant Models of Flavour, JHEP 07 (2019) 165 [arXiv:1905.11970] [InSPIRE].

[9] X.-G. Liu and G.-J. Ding, Neutrino Masses and Mizing from Double Covering of Finite
Modular Groups, JHEP 08 (2019) 134 [arXiv:1907.01488] [INSPIRE].
[10] T. Kobayashi, Y. Shimizu, K. Takagi, M. Tanimoto and T.H. Tatsuishi, A4 lepton flavor
model and modulus stabilization from Sy modular symmetry, Phys. Rev. D 100 (2019)
115045 [Erratum ibid. 101 (2020) 039904] [arXiv:1909.05139] [NSPIRE].

[11] T. Asaka, Y. Heo, T.H. Tatsuishi and T. Yoshida, Modular A4 invariance and leptogenesis,
JHEP 01 (2020) 144 [arXiv:1909.06520] [INSPIRE].

[12] G.-J. Ding, S.F. King, X.-G. Liu and J.-N. Lu, Modular Sy and Ay symmetries and their
fized points: new predictive examples of lepton mizing, JHEP 12 (2019) 030
[arXiv:1910.03460] [INSPIRE].

[13] T. Kobayashi, Y. Shimizu, K. Takagi, M. Tanimoto, T.H. Tatsuishi and H. Uchida, CP
violation in modular invariant flavor models, Phys. Rev. D 101 (2020) 055046
[arXiv:1910.11553] [INSPIRE].

[14] G.-J. Ding and F. Feruglio, Testing Moduli and Flavon Dynamics with Neutrino Oscillations,
JHEP 06 (2020) 134 [arXiv:2003.13448] [INSPIRE].

[15] X.-G. Liu, C.-Y. Yao, B.-Y. Qu and G.-J. Ding, Half-integral weight modular forms and
application to neutrino mass models, Phys. Rev. D 102 (2020) 115035 [arXiv:2007.13706]
[INSPIRE].

[16] G.-J. Ding, F. Feruglio and X.-G. Liu, Automorphic Forms and Fermion Masses, JHEP 01
(2021) 037 [arXiv:2010.07952] [INSPIRE].

— 38 —


https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1142/9789813238053_0012
https://arxiv.org/abs/1706.08749
https://inspirehep.net/search?p=find+doi%20%2210.1142%2F9789813238053_0012%22
https://doi.org/10.1103/PhysRevD.98.016004
https://arxiv.org/abs/1803.10391
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1803.10391
https://doi.org/10.1016/j.nuclphysb.2018.12.016
https://doi.org/10.1016/j.nuclphysb.2018.12.016
https://arxiv.org/abs/1806.11040
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1806.11040
https://doi.org/10.21468/SciPostPhys.5.5.042
https://doi.org/10.21468/SciPostPhys.5.5.042
https://arxiv.org/abs/1807.01125
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1807.01125
https://doi.org/10.1103/PhysRevD.101.015028
https://arxiv.org/abs/1812.05620
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1812.05620
https://doi.org/10.1016/j.physletb.2019.02.028
https://doi.org/10.1016/j.physletb.2019.02.028
https://arxiv.org/abs/1812.09677
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1812.09677
https://doi.org/10.1103/PhysRevD.100.115005
https://arxiv.org/abs/1903.12588
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1903.12588
https://doi.org/10.1007/JHEP07(2019)165
https://arxiv.org/abs/1905.11970
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1905.11970
https://doi.org/10.1007/JHEP08(2019)134
https://arxiv.org/abs/1907.01488
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1907.01488
https://doi.org/10.1103/PhysRevD.100.115045
https://doi.org/10.1103/PhysRevD.100.115045
https://arxiv.org/abs/1909.05139
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1909.05139
https://doi.org/10.1007/JHEP01(2020)144
https://arxiv.org/abs/1909.06520
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1909.06520
https://doi.org/10.1007/JHEP12(2019)030
https://arxiv.org/abs/1910.03460
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1910.03460
https://doi.org/10.1103/PhysRevD.101.055046
https://arxiv.org/abs/1910.11553
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1910.11553
https://doi.org/10.1007/JHEP06(2020)134
https://arxiv.org/abs/2003.13448
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2003.13448
https://doi.org/10.1103/PhysRevD.102.115035
https://arxiv.org/abs/2007.13706
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2007.13706
https://doi.org/10.1007/JHEP01(2021)037
https://doi.org/10.1007/JHEP01(2021)037
https://arxiv.org/abs/2010.07952
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2010.07952

[17] C.-Y. Yao, X.-G. Liu and G.-J. Ding, Fermion Masses and Mixing from Double Cover and
Metaplectic Cover of As Modular Group, arXiv:2011.03501 [INSPIRE].

[18] T. Kobayashi, S. Nagamoto and S. Uemura, Modular symmetry in magnetized/intersecting
D-brane models, PTEP 2017 (2017) 023B02 [arXiv:1608.06129] [INSPIRE].

[19] T. Kobayashi, S. Nagamoto, S. Takada, S. Tamba and T.H. Tatsuishi, Modular symmetry
and non-Abelian discrete flavor symmetries in string compactification, Phys. Rev. D 97
(2018) 116002 [arXiv:1804.06644| INSPIRE].

[20] T. Kobayashi and S. Tamba, Modular forms of finite modular subgroups from magnetized
D-brane models, Phys. Rev. D 99 (2019) 046001 [arXiv:1811.11384] [INnSPIRE].

[21] Y. Kariyazono, T. Kobayashi, S. Takada, S. Tamba and H. Uchida, Modular symmetry
anomaly in magnetic fluz compactification, Phys. Rev. D 100 (2019) 045014
[arXiv:1904.07546] INSPIRE].

[22] A. Baur, H.P. Nilles, A. Trautner and P.K.S. Vaudrevange, Unification of Flavor, CP, and
Modular Symmetries, Phys. Lett. B 795 (2019) 7 [arXiv:1901.03251] [INSPIRE].

[23] H.P. Nilles, S. Ramos-Sanchez and P.K.S. Vaudrevange, Eclectic flavor scheme from
ten-dimensional string theory — I. Basic results, Phys. Lett. B 808 (2020) 135615
[arXiv:2006.03059] [INSPIRE].

[24] A. Baur, M. Kade, H.P. Nilles, S. Ramos-Sanchez and P.K.S. Vaudrevange, The eclectic
flavor symmetry of the Za orbifold, JHEP 02 (2021) 018 [arXiv:2008.07534] [INSPIRE].

[25] A. Baur, M. Kade, H.P. Nilles, S. Ramos-Sanchez and P.K.S. Vaudrevange, Siegel modular
flavor group and CP from string theory, Phys. Lett. B 816 (2021) 136176
[arXiv:2012.09586] [INSPIRE].

[26] H. Ohki, S. Uemura and R. Watanabe, Modular flavor symmetry on a magnetized torus,
Phys. Rev. D 102 (2020) 085008 [arXiv:2003.04174] [INSPIRE].

[27] S. Kikuchi, T. Kobayashi, S. Takada, T.H. Tatsuishi and H. Uchida, Revisiting modular
symmetry in magnetized torus and orbifold compactifications, Phys. Rev. D 102 (2020)
105010 [arXiv:2005.12642] [INSPIRE].

[28] S. Kikuchi, T. Kobayashi, H. Otsuka, S. Takada and H. Uchida, Modular symmetry by
orbifolding magnetized T? x T?: realization of double cover of T'n, JHEP 11 (2020) 101
[arXiv:2007.06188] [INSPIRE].

[29] K. Hoshiya, S. Kikuchi, T. Kobayashi, Y. Ogawa and H. Uchida, Classification of
three-generation models by orbifolding magnetized T? x T?, PTEP 2021 (2021) 033B05
[arXiv:2012.00751] [INSPIRE].

[30] S. Kikuchi, T. Kobayashi and H. Uchida, Modular flavor symmetries of three-generation
modes on magnetized toroidal orbifolds, arXiv:2101.00826 [INSPIRE].

[31] M.-C. Chen, S. Ramos-Sanchez and M. Ratz, A note on the predictions of models with
modular flavor symmetries, Phys. Lett. B 801 (2020) 135153 [arXiv:1909.06910] [INSPIRE].

[32] D. Cremades, L.E. Ibafiez and F. Marchesano, Computing Yukawa couplings from magnetized
extra dimensions, JHEP 05 (2004) 079 [hep-th/0404229] INSPIRE].

[33] W. Buchmiiller, M. Dierigl, E. Dudas and J. Schweizer, Effective field theory for magnetic
compactifications, JHEP 04 (2017) 052 [arXiv:1611.03798] [INSPIRE].

[34] D.M. Ghilencea and H.M. Lee, Wilson lines and UV sensitivity in magnetic
compactifications, JHEP 06 (2017) 039 [arXiv:1703.10418] [InSPIRE].

-39 —


https://arxiv.org/abs/2011.03501
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2011.03501
https://doi.org/10.1093/ptep/ptw184
https://arxiv.org/abs/1608.06129
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1608.06129
https://doi.org/10.1103/PhysRevD.97.116002
https://doi.org/10.1103/PhysRevD.97.116002
https://arxiv.org/abs/1804.06644
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1804.06644
https://doi.org/10.1103/PhysRevD.99.046001
https://arxiv.org/abs/1811.11384
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1811.11384
https://doi.org/10.1103/PhysRevD.100.045014
https://arxiv.org/abs/1904.07546
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1904.07546
https://doi.org/10.1016/j.physletb.2019.03.066
https://arxiv.org/abs/1901.03251
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1901.03251
https://doi.org/10.1016/j.physletb.2020.135615
https://arxiv.org/abs/2006.03059
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2006.03059
https://doi.org/10.1007/JHEP02(2021)018
https://arxiv.org/abs/2008.07534
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2008.07534
https://doi.org/10.1016/j.physletb.2021.136176
https://arxiv.org/abs/2012.09586
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2012.09586
https://doi.org/10.1103/PhysRevD.102.085008
https://arxiv.org/abs/2003.04174
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2003.04174
https://doi.org/10.1103/PhysRevD.102.105010
https://doi.org/10.1103/PhysRevD.102.105010
https://arxiv.org/abs/2005.12642
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2005.12642
https://doi.org/10.1007/JHEP11(2020)101
https://arxiv.org/abs/2007.06188
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2007.06188
https://doi.org/10.1093/ptep/ptab024
https://arxiv.org/abs/2012.00751
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2012.00751
https://arxiv.org/abs/2101.00826
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2101.00826
https://doi.org/10.1016/j.physletb.2019.135153
https://arxiv.org/abs/1909.06910
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1909.06910
https://doi.org/10.1088/1126-6708/2004/05/079
https://arxiv.org/abs/hep-th/0404229
https://inspirehep.net/search?p=find+EPRINT%2Bhep-th%2F0404229
https://doi.org/10.1007/JHEP04(2017)052
https://arxiv.org/abs/1611.03798
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1611.03798
https://doi.org/10.1007/JHEP06(2017)039
https://arxiv.org/abs/1703.10418
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1703.10418

[35]

[36]

[37]
[38]

[39]

[40]

[53]

[54]

W. Buchmiiller, M. Dierigl and E. Dudas, Flux compactifications and naturalness, JHEP 08
(2018) 151 [arXiv:1804.07497] [NSPIRE].

T. Hirose and N. Maru, Cancellation of One-loop Corrections to Scalar Masses in Yang-Mills
Theory with Fluz Compactification, JHEP 08 (2019) 054 [arXiv:1904.06028] [INSPIRE].

D. Mumford, Tata lectures on theta I, Birkhéauser ed., Springer, Boston U.S.A. (1983).

U. Dudley, Elementary number theory: Second edition, Dover Books on Mathematics, Dover
Publications, Dover U.K. (2012).

H. Abe, K.-S. Choi, T. Kobayashi and H. Ohki, Magnetic flux, Wilson line and orbifold,
Phys. Rev. D 80 (2009) 126006 [arXiv:0907.5274] [NSPIRE].

J. Bruinier, G. van der Geer, G. Harder and D. Zagier, 1-2-3 of modular forms, Springer,
Berlin Germany (2008).

The GAP Group, GAP — Groups, Algorithms, and Programming, version 4.11.0 (2020)
https://www.gap-system.org/Releases/4.11.0.html.

J. Wess and J. Bagger, Supersymmetry and supergravity, Princeton University Press,
Princeton U.S.A. (1992).

V.S. Kaplunovsky and J. Louis, Model independent analysis of soft terms in effective
supergravity and in string theory, Phys. Lett. B 306 (1993) 269 [hep-th/9303040] [INSPIRE].

P. Ramond, Group theory: A physicist’s survey, Cambridge University Press (2010).

R.N. Mohapatra and G. Senjanovic, Neutrino Mass and Spontaneous Parity
Nonconservation, Phys. Rev. Lett. 44 (1980) 912.

T.W.B. Kibble, G. Lazarides and Q. Shafi, Walls Bounded by Strings, Phys. Rev. D 26
(1982) 435 [INSPIRE].

D. Chang, R.N. Mohapatra and M.K. Parida, Decoupling Parity and SU(2)-R Breaking
Scales: A New Approach to Left-Right Symmetric Models, Phys. Rev. Lett. 52 (1984) 1072
[INSPIRE].

S. Biermann, A. Miitter, E. Parr, M. Ratz and P.K.S. Vaudrevange, Discrete remnants of
orbifolding, Phys. Rev. D 100 (2019) 066030 [arXiv:1906.10276] [INSPIRE].

P. Di Vecchia, A. Liccardo, R. Marotta and F. Pezzella, Kahler Metrics and Yukawa
Couplings in Magnetized Brane Models, JHEP 03 (2009) 029 [arXiv:0810.5509] [InSPIRE].

S.A. Abel and A.W. Owen, N point amplitudes in intersecting brane models, Nucl. Phys. B
682 (2004) 183 [hep-th/0310257] [iNSPIRE].

L.E. Ibéfiez and A.M. Uranga, String theory and particle physics: An introduction to string
phenomenology, Cambridge University Press (2012).

L.E. Ibanez and D. Liist, Duality anomaly cancellation, minimal string unification and the
effective low-energy Lagrangian of 4-D strings, Nucl. Phys. B 382 (1992) 305
[hep-th/9202046] [INSPIRE].

K.R. Dienes, Modular invariance, finiteness, and misaligned supersymmetry: New constraints
on the numbers of physical string states, Nucl. Phys. B 429 (1994) 533 [hep-th/9402006]
[INSPIRE].

J. Polchinski, String theory. Vol. 1: An introduction to the bosonic string, Cambridge
University Press, Cambridge U.K. (1998), pp. 402.

40 —


https://doi.org/10.1007/JHEP08(2018)151
https://doi.org/10.1007/JHEP08(2018)151
https://arxiv.org/abs/1804.07497
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1804.07497
https://doi.org/10.1007/JHEP08(2019)054
https://arxiv.org/abs/1904.06028
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1904.06028
https://doi.org/10.1103/PhysRevD.80.126006
https://arxiv.org/abs/0907.5274
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A0907.5274
https://www.gap-system.org/Releases/4.11.0.html
https://doi.org/10.1016/0370-2693(93)90078-V
https://arxiv.org/abs/hep-th/9303040
https://inspirehep.net/search?p=find+EPRINT%2Bhep-th%2F9303040
https://doi.org/10.1103/PhysRevLett.44.912
https://doi.org/10.1103/PhysRevD.26.435
https://doi.org/10.1103/PhysRevD.26.435
https://inspirehep.net/search?p=find+doi%20%2210.1103%2FPhysRevD.26.435%22
https://doi.org/10.1103/PhysRevLett.52.1072
https://inspirehep.net/search?p=find+doi%20%2210.1103%2FPhysRevLett.52.1072%22
https://doi.org/10.1103/PhysRevD.100.066030
https://arxiv.org/abs/1906.10276
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1906.10276
https://doi.org/10.1088/1126-6708/2009/03/029
https://arxiv.org/abs/0810.5509
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A0810.5509
https://doi.org/10.1016/j.nuclphysb.2003.11.032
https://doi.org/10.1016/j.nuclphysb.2003.11.032
https://arxiv.org/abs/hep-th/0310257
https://inspirehep.net/search?p=find+EPRINT%2Bhep-th%2F0310257
https://doi.org/10.1016/0550-3213(92)90189-I
https://arxiv.org/abs/hep-th/9202046
https://inspirehep.net/search?p=find+EPRINT%2Bhep-th%2F9202046
https://doi.org/10.1016/0550-3213(94)90153-8
https://arxiv.org/abs/hep-th/9402006
https://inspirehep.net/search?p=find+EPRINT%2Bhep-th%2F9402006

	Introduction
	Zero modes on tori with magnetic flux
	Yukawa couplings
	Couplings from overlap integrals
	Yukawa couplings for generic flux parameters

	Modular transformations
	Modular groups and modular forms
	Normalization of the wave functions and modular weights
	Boundary conditions for transformed wave functions
	Modular flavor symmetries
	Modular transformations of the wave functions psi**(j,M)
	Modular flavor symmetries in the effective 4D theory

	Models
	Model with I(ab) = I(ca) = 1 and I(bc) =-2
	Model with I(ab) = I(ca) = 3 and I(bc) =-6
	Model with I(ab) = I(ca) = 2 and I(bc) =-4
	Model with I(ab) = 1, I(ca) = 2 and I(bc) =-3

	Comments on the relation to bottom-up constructions

	Comments on the role of supersymmetry
	Summary
	Theta-functions
	Torus integration
	Explicit verification of the boundary conditions for transformed wave functions
	S transformation
	T transformation

	Symmetries between the Yukawa couplings
	Modular transformations of Yukawa couplings
	Transformation of the overlap integrals
	Modular transformation of the lambda-plet of Yukawa couplings


