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Abstract

This work is concerned with the compressible micropolar fluids system in three—dimensional space. We
consider the asymptotic behavior of the solution to the Cauchy problem near the constant equilibrium state
provided that the initial perturbation is sufficiently small. Under some assumptions of the initial data, we
show that the solution of the Cauchy problem converges to its constant equilibrium state at the exact same
L2—decay rates as the linearized equations, which shows the convergence rates are optimal. The proof is
based on the spectral analysis of the semigroup generated by the linearized equations and the nonlinear
energy estimates.
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1. Introduction

The micropolar fluids describe a class of microstructure related fluids, for example, animal
blood, polymeric suspensions, and liquid crystals. The model has many potential applications
in both mathematics and engineering [19,26]. The theory of micropolar fluids is introduced in
[4,18]. The motion of the compressible micropolar fluids can be described by the following
equations [18]:

3 (i) + div (it @ i) + VP(F) — (1 + @) Adi — (i + & — @) Vdivii — 2aV x i =0,
3 (pw) + div (Pt @ W) +4aw — W Aw — (' + A)Vdivio —2aV x i1 =0,

B, i, )T |i=0 = (po, ito, Wo)7,

(1.1)

for (x,7) € R? x [0, 00). Here the unknowns p = p(x,1), & = ii(x,1), W = W(x,1) denote
the density, velocity and the micro—rotational velocity, respectively. The pressure P(p) is a
C'—function satisfying P’(poo) > 0 with some constant ps, > 0. The quantity o > 0 means
dynamics microrotation viscosity. The constant coefficients 1, A are the shear and bulk viscosity
coefficients of the flow and satisfy the physical restrictions

u>0,2u+31—4a >0.
w’ and A’ are the angular viscosity coefficients satisfying
w >0, 2u +31>0.

Before stating the main result, we first review the known related work. Concerning the micro—
rotational velocity w = 0, the equations (1.1) will become the three dimensional compressible
Navier—Stokes equations, which have been extensively studied. Many works were dedicated to
proving the existence and the time decay rate for the nonlinear system. The local existence and
uniqueness of classical solutions to Cauchy problem were considered by [6,8,38,41]. The decay
rates of solutions for the Cauchy problem have been investigated extensively since the first global
existence of small solutions obtained by Matsumura—Nishida [36,37]. If the initial data belongs
to L? (1 < p < 2), the decay rate was established in [23,29,36] and the reference therein by
combining the linear decay rate of spectral analysis and the energy method, and in [9,10,20,31]
and the reference therein through the energy method.

Although there have been many results mentioned above about the compressible Navier—
Stokes system, rare studies were devoted to the micropolar fluids. In fact, the micropolar fluids
system is more complicated because of the complex coupling structure containing curl. There
are some results about the incompressible viscous micropolar fluids. Lukaszewicz in [25] estab-
lished the existence of local weak solutions by using linearization and a fixed point theorem. The
existence of global weak solutions with initial density not necessarily strictly positive was estab-
lished in [45,46] by a semi—Galerkin method. The existence and uniqueness of strong solution
were considered in [2] by using the spectral semi-Galerkin method and compactness arguments
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and in [1,40] by an iterative approach. We can see [17,28] and the reference therein for the regu-
larity criteria.

The problems about the compressible micropolar fluids have also received considerable at-
tentions in the last few years. One can see [3,5] for the blowup criterion and [44] for the limit
problem. The initial boundary value problems of this model in the one—dimensional case were
described by [7,32-34,48]. One can refer to [32—34] for the local or global existence of the strong
or generalized solutions and [7,48] for the asymptotic behavior. For the 3D case, this model with
heat conduction was analyzed in relation to existence, uniqueness and stability of the spherically
symmetric solutions to initial-boundary value problems. Drazi¢ and Mujakovié [12] used the
Faedo—Galerkin method to prove the local existence of generalized spherically symmetric solu-
tions assuming that the initial functions were also spherically symmetric, and then proved the
uniqueness of the solution in [35]. Based on these two results, by the combination of the local
existence [12], the uniqueness theorem [35] and the extension principle, Drazi¢ and Mujakovié
[13] proved the global existence of the spherically symmetric generalized solution. We can re-
fer to [21,22] for the large time behavior of the global symmetric generalized solution. For the
Cauchy problems in 1D, we can refer to [24,39] and the reference therein for the well-posedness
problem. For the 3D case, results are much less. Liu and Zhang [30] obtained the optimal time
decay rates if the initial perturbation was small in HY N L' (N > 4). However, there is no result
showing that the solution to the compressible micropolar fluids equations has the exactly same
decay rates as the linearized problem. Our aim in this work is investigating the lower and upper
decay rates of the compressible micropolar fluids system.

It is worth mentioning that the optimal convergence rate is an important topic in the study of
the fluid dynamics for the purpose of the computation. It was mentioned in [23] by an example
that the solution of the nonlinear system with constant viscosity terms B jx

ur+ fj (u)x_/ = Bjk”x_/xk )

had a sharp L? decay rate of (1 + 1)~% with dimension n > 2. The lower and upper decay rates
of the solutions for incompressible Navier—Stokes equations were considered in [42,43]. When
the average of the initial data fR3 uop(x)dx # 0, it was shown in [42] that

3 3
A+)7F Slullz SA+1)745.

The case fR3 uo(x)dx = 0 was investigated in [43], it was proved that the lower bound decay
rate depended on the order of the zero of the initial data. Later, [27] considered the compress-
ible Navier—Stokes—Poisson system, and shown the sharp decay rate of the solution to Cauchy
problem with small initial data. Motivated by the work of [27,42,43], in this work, we use a
similar method as [27] to derive the large time behavior of the global classical solution of the
compressible micropolar fluids equations in R3, provided the prescribed initial data is close to
the constant steady state (0oo,0,0)7 with poo > 0. We will show that the behavior of the per-
turbation is asymptotically equivalent to that of the linearized problem. To establish this, much
effort will be spent on the spectral analysis of the linearized system. To this end, we now linearize
(1.1) near the constant state (o0, 0,0)7 . Without loss of generality, the constant p is taken to
be 1. We define
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and want to rewrite problem (1.1) in a symmetric form. By changing the unknown functions and
denoting the perturbations by
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problem (1.1) is reduced to

0;p + +/ P'(1)divm =0,
om—+ P (D)Vp—(u+a)Am — (u+ 1 —a)Vdivm —2aV x W =Ny, (1.2)
W +4aW — /' AW — (i + 1M)VdivW —2aV x m = Nj,

here

—(n+a)A

1
——\/P/a)dw( ) oV [PU+0) =P = P

pm oW
+ A —a)Vdi —2aVx|—],
) (n “ V(1+p) ¢ <1+p>

1% w w
— /P (Dydiv (m ) TILALSRENIN <p—> — (W + M)Vdiv (p—)
1+p 1+p 1+p I+p

_m(p_m).
l+p

Initial data of the system (1.2) is expressed as

I IR ’
- 7o =0 7y (Fo-0))

= (po, mo, Wo)' . (1.3)

(o,m, W)= <,50 -

Unfortunately, the method in [27] doesn’t work directly in the micropolar fluids system
because of its complex linearized system. Here this problem is overcome as in [11,30] by in-
troducing the decomposition such that the solution to (1.2)—(1.3) can be decomposed into two
parts in the form of

P o 0
m|=|m |+ mL], (1.4)
w W, Wy

where
m, =A"'Vdivm, m| = —-AT'V x (V x m),

and likewise for W, W, . For brevity, the first part on the right—hand side of (1.4) is called the
fluid part and the second part is called the electromagnetic part, and we also denote
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U,=(p,my, WII)Ta U =(mg, WL)T-

The above decomposition is of great help in dealing with complex linearized system containing
curl. We refer to [11,14,30] for the detailed spectrum analysis with the use of a similar decom-
position. In the aid of the above decomposition, we give explicit representations of solutions to
the two eigenvalue problems.

‘We now derive the equations of U,, and U respectively. Taking the divergence of the last two
equations of (1.2), and then applying A~V it follows that

0rp + +/P'(1)divmm,, =0,
m, + P (DVp — 2u+ 1) Am, = A~'VdivN; = Fy,

(1.5)
W, +4aW, — Qu' +1)AW, = A~1VdivN, = F,
(p,m,, ‘/V||)T|t=0 = (po, mg, WI\IO)Tv
with
F1~—\/P’(1)div(m®m)— ! V[P(1+p) — P(1) - P'(1)p]
1+p JP'(D)
pm . pm
— (w4 aA | L— ) = (u+r—a)Vdiv| — ), 1.6
(1 + o) <l+p) (u o) ”(1+p) (1.6)
and
L (mOW oW ,<pW) S .(pW>
Fy ~ —/P'(1)div +do L — A ) = (W +A)Vdiv (| — ).
2 M (l—i-p) a1+p ” 1+p (e ) I+p
1.7)

Taking the curl of the last two equations of (1.2) and then applying A~ !curl, one deduces

dmi — (u+a)Amy —2aV x Wi = Nj,
WL +4aW, — /AW, —2aV xm) = N>, (1.8)

(m1, W) |10 = (mio, Wip)T,

with
pm oW
Ni~—(u+a) Al — | —2aV x| —— |, 1.9
=tk () () (19)
and
w w
Ny ~ da L —M/A(p—)—ZOtVX<p—m>, (1.10)
1+p 1+p I+p

where we have replaced —V x V x W by AW — VdivW, likewise for —V x V x m.
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We now record the following existence and uniqueness of the solution to (1.2)—(1.3). The
proof has been described in [47], for convenience, we just state the result in the following theo-
rem.

Theorem 1.1. Assume that ||(po, uo, wo) || g3 < 8 for some sufficiently small 5. The Cauchy prob-
lem (1.2)—(1.3) admits a unique solution (p, u, w)” satisfying

t

(o, YD) +/ (IVo @2 + IV w) (@35 ) d = C (oo, w0, w0) 5

0
(1.11)

To avoid confusion, we should point out that the notation (p, u, w)” in Theorem 1.1 has the
following relation with that used in our paper:

i /P (Hm

= ,w=w—0=
0 I+p

p=p—1L, u=u—-0=

Based on the stability result above, the main purpose of the paper is to investigate the follow-
ing theorem concerning the convergence rates of the solution of Egs. (1.2)—(1.3).

Theorem 1.2. Under the assumptions of

Il (po, mo, Woll g3npt S 65 (1.12)
/ poCo)dx #0; / mLo()dx £0, (1.13)
R3 R3
and
/ |xpo(x)| dx < o0; / |xmuo(x)|dx < o0; [ [xm_g(x)|dx < o0, (1.14)
R3 R3 R3

for t > ty with some ty suitably large, we have

A+077 <. m)ll 2 SA+0)77, (1.15)
A+ < IWle2 <A+, (1.16)

and
A+073 <IV(p.m) 2 SUA+075, (1.17)

In order to obtain the optimal decay rates (1.15)—(1.17), based on the method in [27], we
also need to introduce the decomposition (1.4) to overcome the difficulty caused by the curl
term. We consider the linearized systems (2.1) and (3.1) near a constant equilibrium state and
investigate the spectrum of the semigroup in terms of the decomposition of wave modes at the
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lower frequency and higher frequency, respectively. Under the conditions (1.12)—(1.14), we ob-
tain the lower and upper decay rates of the linearized cases. Moreover, in Section 4, in virtue
of the careful analysis on the semigroup, and the local energy estimates, we show that the dif-
ference (pp, mp, Wi)T = (o — p,m —m, W — W) has a faster decay rate than the linearized
one obtained in Proposition 3.2. This implies the solution (o, m, W)T has the same decay rate as
(5, i, W)T.

Remark 1.3. About the global existence in Theorem 1.1, we only assume that the H> norms
of the initial data are small, while their higher order Sobolev norms could be arbitrarily large.
Under the smallness assumption of ||(po, mo, Wo) || 311, We can obtain the upper decay rates
of ||[(o, m, W)| ;2. This maybe is an improved factor since it requires that the H" (N > 4) norms
of the initial data are small in [30]. What’s more, under the further assumptions of the initial data
(1.13)—(1.14), we investigate the lower decay rates of the linearized equations and prove that the
solution of the nonlinear system also has the same decay property as the linearized one, in this
case, we show the decay rates are optimal.

Remark 1.4. Notice that the micro—rotational velocity decays faster than the density p and the
velocity u. Here the damping term 4w plays a crucial role in obtaining the faster decay rate for
w.

Remark 1.5. If the initial data || (oo, mo, Wo)ll gyt (N > 3) is suitably small, by combining
the linear estimates and the Fourier splitting method, we can derive the following decay results

Hv" (,o,m)HL2 <caen G om0t N1, (1.18)

and
viw <C(l+1v (% 7) forl=0,1,...,N —2. (1.19)
[v'wl,.

In fact, we can give the proof by induction. We have already proved in Theorem 1.2 that when
k,l =0, (1.18)—(1.19) hold true. Now, we assume that (1.18) holds for k = ¢ — 1 with £ =
1,2,---, N — 1. From [47], we know

2

d | e 2 o+1 o+1 2
AT RN e M

HN—t-1

We define

_ 3. a
S(t) = {feR |§|<,/1+t}

with a = %. Then

H V€+1p

2=/|é|2(£+1)|5|2d$2 / D |52 ag
R3

R3/5(1)
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a ~12
=1 E1% 6|7 d
R3/5(1)
20 2(4—1)
de — —
> /|§| 16 a (1+t)2/|5| 52
S(t)
2¢ 2(6—-1)
d —
> S /Iél 16 d (1+t)2/'5' 162
It is clearly that
2 2
+1 a r—1
”V (o, u, w)HHN €= 1+t (o u ’w)HHN ¢ (1+1)? H (p,u,w)HHN*l
(1.21)
It follows from (1.20) and (1.21) that
542¢
l “\T2
Hv (0,4, w)”HN y 1+t (o, u, w)H <C(+1) (%)

Multiplying both sides by (1 4 7)¢*2 and solving the inequality directly, we can prove (1.18).
Energy estimates on (1.2)3 yield

el
dt

+CHV1W‘

v'w,

+CHV’

,+C ”V’“W

Lz_dt‘ L2

2
<cC H Vi) =ca+ n—H (1.23)

By Gronwall inequality, we prove (1.19).
We should also note that, the decay rates (1.18)—(1.19) are optimal with k =0,1,--- ,N —2
and/=0,1,---, N — 3, which can be proved in the same way as Theorem 1.2.

Notation. Through out the paper, we use f < g to denote f < Cg and f 2 g to denote f > Cg,
where C > 0 is some positive constant. f ~ g means f > g and f < g. For simplicity, the
notation [|(f, g)llx means || fllx + ligllx with f, g € X.

The rest of the paper is structured as follows. In Section 2, we will analyze the property of
the solution semigroup ¢ and obtain the decay property of the solution to the linearized fluid
part. In Section 3, we use the similar method as in Section 2 to explore the decay rates of the
solution to the linearized electromagnetic part system. In Section 4, by using the linear estimates
and some energy methods, we will prove that the difference (pp, mp,, mp1, Why, Wy, )T has a
faster decay rate than (p, m,,m, W, W)T, which implies the optimal time decay rate of the
solution to the micropolar fluids system (1.2)—(1.3) and gives the proof of Theorem 1.2.
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2. L? decay rates for the solution of the linearized fluid part

In this section, we will give some analysis on the semigroup generated by the linearized fluid
part and obtain the upper and lower bound decay rates for the solution of the linearized one.

2.1. Spectral representation
The solution U, = (p, ri1,,, W,)T of the linearized fluid part satisfies
0;p + +/ P'(1)divin,, = 0,
omy, ++/P'(1)Vp — 2u+ A)Am, =0,
W, +4aW, — 2u' +1)AW, =0,

(p,m,, W|)T|l=0 = (po, mg, VVHO)T~

@2.1)

If we denote U, = (p, m,)T to be the solution of the first two equations of (2.1), taking the
Fourier transform to system (2.1) with respect to the space variable, by the semigroup theory for
evolution equations, the solution U, = (p, m,), W,)T can be expressed as

Uln(%_) = etA@Ulno(é)» UIHO = (:507 ”hHO)T»

. 2.2)
W, (§) = e~ Lot Qu Py

where A (§) is defined as

( 0 —/P'(Dig" )
— JP'(Dig — Qu+NEPTg )

The characteristic polynomial of A (§) is

_ _ 2/ _
det(A(g) — Al = (A +Qu+ k)|§|2> <k2 + Qu+NIEPA+ P’(1)|§|2> =0, (23
which implies the eigenvalues of (2.3)

20 =—Q2u +VIE* (double),

M = —(uk A/2IER + 5 AP DIER — Quu+ 1)2Ug I,

i
b= —(u+ A€ = S\ AP/ (DIER — Qpu+ 1)20g 1.
The matrix exponential '™ has the spectral resolution
etA zekolpo +e)»]tP1 +e)L2tP2,
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where the project operators Py, P; and P, can be computed as

AE) — A1
p=]]—=.
1;[{ Ai— A

Note the fact that
Vdivm,, = Vdivin = Am,,,
by a direct computation, we can obtain the exact expression of the semigroup

etA — e)‘otPo +el1tP1 + e)‘thz

)»18)‘2t—)»26)‘1t iET P/(])(e)\.]tie)\,zf)
A —A2 - A —A2
i£/P'(D)(e*1! —e2!) ,\lew_mkzrﬂ
B e T IR YR TR

2.4)

Now we turn to deal with the terms of the matrix exponential e, We need to verify the
approximation of the semigroup e’ A for both lower frequency and high frequency. In terms of

the definition of the eigenvalues, we are able to obtain that it holds for |£] < n that

Aier2t _ yeht B A A\ sin(bt
Mer —daeh! | (rd )i |:cos(bt) + (M + —) sin( )|s|2] ,

A — A 2) b
klellt _ )\’Ze)»zl *(M+%>|Slzl A Sil’l(bt) 2
- e bt) — = )
I e cos(bt) ,u—l—z b &1
oMt _ phat _ Sin(bt)e*(lﬂr%)\‘f\zt
Al — A2 b '
where
1 , 2 21614 3
b= 5\/‘”’ (DIER — Qu+12IE[R ~ &] + 0(EP),
and
2y P
= 2u+A

By direct computation, we have the leading orders of the eigenvalues for £ > 1 as

M~ —CuAnER+ 2 4 oge
2+ A ’
P »
b2~ =+ OGEI,

529
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This approximation implies

A e}»zt —A eklt A e}»]t —A e}»zt e}\.]t _ e)xzt
e e o s L gl =, 2.9)
1= A2 1 — A2 1= A2

2.2. The Lz—decay rates of (p, m,,, W,.)T

In aid of the matrix exponential e and the analysis of the lower and high frequency
(2.5)—(2.9), we can deduce the following upper bound decay rates of (5, m,,, W,)’.

Lemma 2.1. Under the assumption that (po, mg, Wo)l € H3* N LY, we can deduce for k =
0,1,2,3

- - _3_k
V5 @), s a+07 8 (Joomol, + [P om0 ) @10
and
v ], ~ e Wiol @
Proof. Owing to the formula (2.2) and (2.4), it follows
: )\lekzt _ )Lze)‘]t R i%‘T P'(D) (e)qt _ ekgt) )
at = -
P =" P o
and
2 iEVP(D) (M — ™) et —apetd
m§,t)=— ( ),00+ mo. (2.12)

Al — A2 Al — A2

It’s clearly that the lower and high frequency analysis on the semigroup can imply

T
()P (a0 o) 18] <,

pE,NDS (2.13)

e R (1ol + lriol) » 151 = m,

and

(ke
e ()P (01 pinol) 161 <,

e~ Rt (1po] + Irn0l) . 1€] = .

my (. 1) S (2.14)

By Plancherel’s Theorem, one has

kool = (5. vra P
Vi(p,m,) 2 VE&p, Vim,

L2’
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Further, it follows from (2.13)—(2.14)

| (5. 9]

HE
S

|€1=<n

2 A2 a2
2 / |§|2k<‘ﬁ’ +‘m,,‘

—2(u+3% )€ o .
/e (8D 2t (12 4 1ol

Journal of Differential Equations 293 (2021) 520-552

Jae+ [ rer (A + ) ae

[E1=n

)ds + / e 20t g (150l + Do) d

1&1=n

A A 2 —2(u+2) g _ o A
< [ o o) | f e G LAy LY f 612 (140 + ol ) d

1€1=<n

S0 (Jonmo [+ |0 ma)

which proves (2.10).
Notice that

V?/,, — oLt +201EP ]y

with the constants Rg > ¢ > 0, it follows that

2 R
[v ], = [ e |
1E1=<n
~6720t VkW“O
Nefch VkW“()

therefor, we prove (2.11). Hence, we complete the proof of Lemma 2.1.

|&]1=n

2
2]’

O(le=“"W,o, €] <,
O(he Rotwo, 1€ =1,

Tas [ e | ae

[E1=n
2 2
1 2Rt ||k W..o‘
L? L?
2
L2’
O

Before obtaining the lower decay rates for the solution (5, m, )7, let’s present some prop-
erties of (po(&), m,0(E))T as well as mi1o(£). For simplicity, we let ¥ = po(0) or rit1(0),

X = po(§), mo(&) orro(§).

Lemma 2.2. Let |&| € [0, n], under the conditions of (1.12)—(1.14), we know that

Y #0, (2.15)
and there exist some 5,- € (0,&), withi =1,2,3, such that
IX (&)

X(E)=X©0)+ 35’ 3 (2.16)
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Proof. We just prove the case ¥ = pg(0) and X = pp(§), the other terms can be proved in the
same way. From (1.13), we can easily obtain

po(0) = / e po(x)dx|e=o = / po(x)dx # 0. (2.17)
R3 R3

Since pg € L', we can derive

/e—if"po(x)dx 5/|po(x)|dx < 0. (2.18)
R3 R3

The condition (1.14) implies
9 —iéx '
/wa’x = /ixe*zéxpo(x)dx §/|x,oo(x)|dx < 00. (2.19)

R3 R3 R3

It concludes from (2.18)—(2.19) that 00(&) is continuous in [—n, 1], and has the derivative of
order one. Thus, there exists & € (0, &) such that

dpo(&1)

po(§) = po(0) + o8

£

Having completed this preparatory work, we now go to the proof of the lower bound time
decay rates of the solution (p, m)T.

Lemma 2.3. Under the conditions of (1.12)—(1.14), we obtain

|8, m)] 2= Co1 +074, (2.20)

and
|V, )| 2 = Col +0)71, .21

Proof. In terms of the formula (2.2) and the frequency analysis (2.5)—(2.8), we can see when
1§l <n,

5 (nrh)iers |:cos(bt) + (u n %) Si"l()bt) |s|2} fo — iET,/P/(1)@{("*g)‘s‘ztnﬁno

—(pu2 )12 AN —(p+2)g)?e sin(bt
= (’”2)‘5' " cos(bt) po + (,u-i- 5)6 (u+2)|§| t%lél%o

_ iéT/W—Sinlibt)e_(“+%)|§|2tn%o.
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By Plancherel’s Theorem, it is easy to verify that

o= [ |#[ as+ [ |5 ae

[§l=n 1§1=n
_ 2\ ep2 i£T . /P’(1) sin(bt 2
Z / e 2(M+2)|§|t|:cos(bt),50—l$ (b)sm( )"Alo:| d§
1E1<n
“2( 2 g2 sin® (bt) . _ . .
- [« (w+8)iePs iz e 1oPde - [ e (1P + ol?) a
|E1=n [€§1=n

> / A G [cos(1£1)40(0) — sin(|& |67 0(0)] de

[E1<n
-2 A HE ~ 2 A 2
- [« (80P 61622 (1) + o))
1E1<n
_ / e—2(u+%)\5\2t|§|2 dpo(1) 2+ dii 0 (&) | dt
0 0§
1E1<n
“2( st g2 sin® (bt) . _ . .
_ / e <M+2)\S\ t |b|2 |§|4|,00|2d§ _ / e 2Rot (|,00|2+ |m“0|2> dé:
|E1=n 1§1=n
=Nh+h+ 3+ 4+ Js5, (2.22)

where we have used (2.16) and the fact that

cos (Ielr + Ig1r) — sin (1&lr + I£ 11 )| 2 leos (€1r) = sin (lg1| — 167,

Js is estimated by

sl =0 [ (1o + o) dé = € (oo mo). (2.23)

1&1=n

In terms of the Taylor expansion (2.8), J4 can be bounded as

s [0 g
1El=n
Sl [0t erae
[&1=n

_3
SA+D"2poll?, (2.24)
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Like (2.24), we deduce
_3
[ + 5] S (T+1)72. (2.25)
To estimate the term J; on the right-hand side of (2.22), we make the change of variables

y = |£|+/1, to deduce for sufficiently large time ¢
_ 2),2 2
Nz / PG [cos (/1) 4o(0) = sin (y/7) o (@) |y

nt/m)=1 ¥} 2\ )
208 [cos (347 —sin (7) | ay

In/x1-1 ! )
HEI)Y cos? (yﬁ+7t/4> dy

[\
&
7
[SS1[o8)
™
—
(o

Wi
/<7z+{[—2
Ini/m1-1 ! N\ 2
> C()t_% Z / e—2(ﬂ+7)y dy
k=0 kn
i
> Co(1+1)73, (2.26)
with some positive constant Cy depending on 0o(0) and r1,(0).
In terms of (2.23)—(2.26), we know that
_n _3 _s _3
o7, = Co(1+1)"2 =C(A+1)"2=Co(1+1)"2,
for ¢ large enough. Likewise, one can obtain
2.27)

-2 _3
|/ |2 = Col +1)72,
Now we deal with the decay rates for the first-order derivative of (p,71,)7. We employ the

Plancherel’s Theorem and use the same method as proving (2.20) to imply

1vaid,= [ sRlpas+ [ 1er |3 as

[E1<n |§1=n
2

P —2(n+3 )il [cos(bt)ﬁo T /P_/S)sin(bt)mo} it

>

~

1&1<n
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- [ et JEPUSIOD 6 e [ el (170 + inol?) a

b2
[&l=<n 1§1=n
> Co(l+1)73 —C(L+D7F = Co(1+1)73. (2.28)
Similarly,
-2 _3
|V, | ;> > Co(1+1)72. (2.29)

To this end, we have proved (2.21) of Lemma 2.3. O
3. Decay rates for the solution of the linearized electromagnetic part

In this section, we should deal with the electromagnetic part. First of all, we give the spectral
analysis on the semigroup generated by the linearized electromagnetic part.

3.1. Spectral representation for electromagnetic part
Recall that the electromagnetic part U, = (i, W, )7 satisfies the following equations
ami —(u+a)Am —2aV x W =0,

WWL +4aW, — /AW, —2aV x| =0, (3.1

(1, W) |i—o=(m1o, Wip)T.

From [30], we know that

~ k kzt_k kyt
iy = (SR — (@l P ) o + S 2aig x Wi,
A o . . (3.2)
2 t t I3 ~
W, =¢ ]ilfe 20i& ><m¢0+(7k‘e,§1 kel _ (W |§|2+4oz)e1 —c2 )WL(L
with the real character roots
—[(uta+u)g P+4a]+y/ (uta—u)2IE 1 + 1602 +8a (1 +a—w) £
= : ’ 3.3)

ky = —[(utati)EP+a ]/ (uta—pw)? |1 +1602+8a (W +a—w)[E 2
= K _

It is obvious that (3.2) can be rewritten as

=67, (3.4)
W Wio
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where

klekzt—kzekl’ k]t

2hel (it o) [P = F= gi x

ekt kpek2! —k,ek1t 2 kyr _
o 2uig BEEREE — (I +do) =

G=

Here we use the notations én, élz, Gzl and ézz to denote the four elements of G for
simplicity. Due to the definition of k> in (3.3), in terms of Taylor’s expansion, we can easily
find that when |£| <« 1,

ki = —plEl* + O0(lE|h),
ko = —da — (1 + o) + O(JE|Y),
ki —ky =da+ (' +a — wIE* + O(IE1Y), 3.5

which implies

>

_ al€” + 0N et — (/)€ Pr+ 0 (& )
4o+ (W + o — IR + O (1)

e WIEPZ + Ol o~ HEP+0(E by
da+ (W +a— &+ 01

~ (g P! e THIER (3.6)
Gia=Gay = 2aig b [ — gt 44001 |

4o+ (W +a — wIE>+ 01"

~ [E|eHEPT, (3.7)
and
Gy e W WP+ 4+ OUEY) s u sl odity
4o+ (W +a — wIEP+ 0(E1H
—al§l” + 031" o HIERIHOE

T dat ( +a— mER+ 0(ER)
~ E_Ct + |E|2€_H|§I2t- (38)

When |&] > 1, from [30], we know
1G11| + |G 12| + 1Ga1| + |Gaa| < Ce™ R0t (3.9)

Now we estimate the decay rates of (1121 1, W)T according to the analysis on the terms of G.
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3.2. The L? decay rates of (m_, WL)T

With the help of the analysis on the terms of G, we show the following results.

Lemma 3.1. It holds that for k =0, 1,2, 3,

Vo [T < a3 (lmso, Wi, + |V (mio. W
1.3 m1o, Wio)lly + | V" (mio, Wio)

|74

and forl =0, 1,
1= |1 -3
HV mLHLZ >Co(1+0727",
= 2 _>
[Wil72=Col+0)72.
Proof. Since
m1 =Gumio+ GiaWlo,
based on Plancherel’s Theorem, (3.6)—(3.7) and (3.9), one can deduce

io |2 —
v =¥
L2

1&1<n
wla | A v P

+ & ‘Gumm‘ + |&] ‘G12WJ_O‘

|E1=n
N / [Pk e 2mlePs Wm’z + |g|PhH2em2mlel
[&1<n

+ / |$|2k+4e—2ct |11Au0|2d§

[E1<n

dé§

Wio

- L2 - o
+ / |E|2ke 2Rot ’ml0| +|$|2k€ 2Rot WLO‘ dé

|&1=n

o~ 0+ l(m Lo, Wio)lly 1 + || V" (mio, Wio)

2 A~ 2 SR
PR BT I T

~ ‘ 2

2
Lz) , (3.10)

2
Lz), @3.11)

(3.12)

(3.13)

(3.14)

dg

‘ 2

dg

A 2 2 _ 2 . R 2
< H (mj_o, WJ_O)HLOO / |§|2ke 2l€] "dE + e 2ct / |$|2k \mJ_0| de
I&1=n lE1<n

e 20 [P (1o + 110P) e
&]=n

3
S+t (n(mlo, W02+ | V* 010, Wio)|
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Further more, we just estimate like (3.15) and it derives from (3.7)—(3.9)

2

dg

ks 2 — 2
v = 7. |

. 2 A n
S [ 1P Gavisol + 16 Gty

L2~
[§1<n

d§

A~ 2 a2

b [ 1P Gavisol + 6P| Gaatb
|€1=n

oulEP a2 —ouleP?

S / |€|2k+2e ZM‘§|[|mLO| +|§-|2k+4e 2[,L|E|t

|€1=<n

2 2
1 2k ,—2 by
Woo| 1626 ||

dg

Wio| d&

n / | |2 2Rot |ﬁlm|2+|§|2ke—21eoz ‘2
|E1=n
A 2 2 ~ |2
Sy W e e e Nl LA
1€l=n [&l<n

e 2 [P (1ol o+ Wol?) ds

1&1=n

e
SA+n727F (II(mLo, Wil + HV" (m 10, Wm)‘

2
2]

On the other hand, together with (2.16), it stems from (3.6)—(3.7) and (3.9) again that

Vis? = [ R |G+ G| d
L.~ 1§ nmio+ GiaWio| dé
[§1<n
A A A ~ 2
+ / 61 |Grusiio + GraWio| ds
[&1=n
— 2 ~ 2 B . 2
z / |€|2le 2u)E| t|mJ_O| dé_—_ / |$|21+4€ 2ct |mJ_()| d?;:
[&1<n lE]<n
- [ g2 +2e2nle Wlo\zdé
[E1<n
—2Rot 21 ~ 2 ~ 2
— [ e 2o (ol + [ Wio| ) ae
[&1=n
Aoz 2
—2ulél? o 2 opie2e | 9mio(83)
< / 6 e e dg [ Lo O — / e N
1E1=<n 1E1=<n
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— ~ 2 _ 2, | A 2
—e 2ct f |E|2l+4|ml0| d%-_ f |E|21+2€ 2ul&|°t WLO‘ d%‘
|E1=<n |E1<n
=2 [ (o 4+ W) e
|&1=n

_3_

with a positive constant Cy depending on 71 ¢(0). With this method once again, it gives

2 2 N A N 2 ~ N N 2
WL’Lz: / )G21H1J_0+G22WJ_0‘ dg + / ’GZImJ_O+G22WJ_O‘ dé
1§1=<n [§1=n
.~ 2 .~ 2
Z / |€:|2€_2M|S‘2t |’;ll_0|2d$_ / |S|4e—2ﬂ‘s‘2t WJ_O) ds_ / e—2cl WJ_O‘ dg
[E1<n 1E1<n 1E1=<n
.2
_ / €_2R°t<|nho|2+)Wm‘ )df
[&1=n
2 2, | Om (é) 2
2 / £ 2e 24 ag i 10| — / Hm % dt
|E1<n [E1<n
4 —2ulElr | 2 —2ct 52
— | lertem e i) g — e |Wio| d
[E1=<n 1E1<n
=2 [ (sl 4 W) ds
[E1=n
> Co(l+1)73. (3.16)
This completes the proof of Lemma 3.1. O

It should be noted that the solution (5, 712, W) of the linearized micropolar fluids system has
an optimal decay rate. Indeed, from Lemma 2.1, Lemma 2.3 and Lemma 3.1, we can present the
following important proposition.

Proposition 3.2. Under the conditions of (1.12)—(1.14), it holds for [ =0, 1

3

Col+0775 < |V, m)| |, = Clltoo mo, Wl 1 07375, 3.17)

L2

and
5 - 5
Co(l1+1)74 =< ”W”L2 < C (oo, mo, Wolll ganpr (1 +1)74, (3.18)
with Cy > 0 depending on po(0), m,(0), m_o(0) suitably smaller than § given in Theorem 1.1.
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Proof. The upper decay rates hold clearly. For the lower decay rates, in view of (3.13) and (2.11),
we can obtain

[W ]2 = W0 W o 2 W = [ W2 = Col 40073 = Ce™ = Co1 41075

For the term m, from (2.12) and (3.14), and use the same method as proving (2.20)—(2.21), we
get

-1 [~ 1= |1 -3
”v mH = Hv i, + V mJ_H >Co(l+n27 0
L? L?
4. Estimates on the nonlinear equations
In this section, we want to deduce the L? decay rates for the nonlinear system. Define
oh=p—p, mp,=m, —ny, Wy, =W, — Wm mp=mq —my, Wpp =W, — WL-

The nonlinear system (1.2)—(1.3) is reformulated as follows:

3 pn + ~/P'(Ddivmy, =0,
dmp, + P (DVpp — 2u +A) Amy, = A™'VdivN; = Fy,

“.1)
0 Wiy +4aWy, — Qu' +A)AWy, = A™IVdivN, = F,
(on, mp, Whu)T|t=0 = (0no, Mpg, Whu())T =(0,0, O)T»
and
ompy — (U +a)Amy —2aV x Wi =Ny,
Wit +4aWy, — W AWy —2aV x mp = N>, “4.2)

(mn1, Wa)T =0 = (mp1o, Wnro)T =(0,0)7,

where F1, F>, N1, N, are defined as (1.6)—(1.7) and (1.9)—(1.10). For the sake of convenience,
we denote

=Vfi+divfy, Ni=V/f,

with

o mem P pm pW
~ p% +div +V ~v([/—)+=.
fi~p <1+ ) L g <1+ ) ! <1+p> 1+p

In order to deduce the L? decay rates for the nonlinear system, we just need to prove that
the solutions (o, mp,, Wi )T and (mp 1, Wy )T to (4.1) and (4.2) have a faster decay rates than
()0: mllv VVII) and (mJ_v WJ_)T
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We can represent the solution in terms of the Duhamel principle

t
ﬁlhu = (ﬁhs ﬁlhu)T = /e(tfs)A(()’ ﬁl)TdS,

0
t

W, = / oLt QUAIERN =) fo ().

0
t

Uy = Gy, Wp)T = f G, t —)(N1, N2)T (s)ds.
0

In the following, we should assume
3¢
N@ = sup |G mi, Wi i, W) o (14+ 1) 75

0<t<t
L2}'

+ H V3 (ons M, Wi, ML, WhJ_)‘
We claim that for 0 <e <1,
N(@) < Cd,

with § defined in Theorem 1.1.

Lemma 4.1. Under the assumption of (4.4) and Proposition 3.2, we have

—(34¢
| Cons mur, W mar, W) || 2 S (1 +1) (3+5) (52+N2(t)>~

Proof. From (4.3) and (2.4), we know

t

. isT P/(l) e)»l(tfs) _e)xz(tfs) .
pen=-[ ( ) £y 0yds.
A — A2

0
and
t

R )\lekl(t*S) _ )Lze?»z(l*s') R
mhu(f,l)Z/ Fi(s)ds.
Al — A2

0
It derives from (2.5)—(2.9) that

541
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iST(e’\"—eM’) ) 2

)»16}‘” —)\26)”2[ N
Fl !
A —A2

Al —A2

L2 L

- / o2t E e

~ 12
Flj dE

.12
Fl‘ de + / o2t
[§1<n E>n

_ 2212 AN 2 12
< f . 2(“+2>|E|t|g|2‘(f1,f2)’ d$+e—2Roz/‘Fl‘ dt
[&1<n E>n

=ca+07 (11 WIT +IRI).

Thus, one has

t

| Cons mu) |2 < C/(l IENE (LAl + 2l + 1 F ()1l 2) ds, 4.7
0

and
t
[Wa |, < C / ¢ | Fy(s) |2 ds. 48)
0

In light of (3.6)—(3.9), it can be computed directly

A A 2 A2 .2 - .2
Gutno L [ rerte |l s el | Fag 4 [ 2| as
[E1<n E>n
4 et |5 | —2ulEPr g2 2|2 2Rt | 5 |2
S e T T R e AT
[§1<n [E1<n &>
_3
Sa+07 (I, +1MI3).
and
ALK 2 2 —2ulEPt | % 2 2Rt | 5. |?
|Gl , s [ 16Re 80 | R ag + [ 2R || a
1E1<n &>
_5
SA+07E (I3 + V202,
Likely, we have
A 2 o A 2 B .2
|G, [ repe|ff e+ [ e |mf e

[E1<n E>n
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~|2
< / 6_2“‘E|2t|£j|4‘f‘ dg+/e—2Rot

[§1<n &>

_7
SA+073 (I3 +1N12).

~ 12
N1’ dE

and
5oy N P < —2et | 5. * 4 -2l | 5 | 2Rt | 7, |
Cnfa)| 5 [ e |M| ds+ [ lgrte Kol dg+ | e || ae
[E1<n [E1<n &>n
e _1
SN + (072 (1N + IM21E )
_1
SA+077 (INIZ, + IV,
Therefore, we end up with
t
5
a2 < / (41— (IF 1+ (N1, NS 1p2) ds, 4.9)
0
and
t
7
W ll2 < / (I+1 =95 (£t + NN, N2 i) ds. (4.10)

0

Now, it turns to estimate the nonlinear terms fi, f2, f, Fi, F>, N1, Na. Note that we denote

thm_mZmH"'mJ__n_/ln_mJ_th||+th_a

Wy=W—-W=W,+W, —W, — W, =Wy, +W..

It is easy to verify from (4.4), Lemma 2.1, Lemma 3.1 and Lemma A.2 that

_ _ _3
= I3 + Il g2 mall 2 + lmall3, S A+ 6072+ N2 (), (4.11)
L

75
14+p

likewise, one has

_(34¢
||V/0'Vm||L1+HpV2m‘Ll+||,0Vm||L1§(l+t) ()2 a2y, @12

We can estimate the remaining terms as (4.11) and (4.12), hence
3
I, fou £ N ND L S (L4073 (84 N20)). *.13)
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It derives from the assumption (4.4), Lemma 2.1, Lemma 3.1 and Lemma A.2 once again that

m - Vmllp2 = |lm| Lo [Vinllp2 + mll poo IVmpllp2 + Vil g2 [lmpll oo + llmpll poo (Vg ll 2
3

< w2049 52 4 w2y, (4.14)

and likely

(3¢
loWll,2 + Hpvzm HL2 FIVm -Vl < +1) G+9) 524 N2(). @15

We can estimate like (4.14)—(4.15) to imply

I(F1, F2, Ni, No)llp2 S (1 + t)_(%Jr%)(fS2 +N2(@)). (4.16)

In light of (4.7)—(4.10), (4.13) and (4.16) together with (A.1) of Lemma A.1, we have
t
_s _3 2 2 -2 2 2
||(<ph,mh..,mhu||Lz50/(1+t—s) 1(149)72ds(8* + N> (1)) <C(1+1)73(8* + N?)
0

<Cc(+ z)’c’**%)(&z + N2(1));
t
[ Wi 2 < / U (1 45)72ds (82 + N2(1) S (1 + 073 (82 + N2(1)
0

and
1
IWholp2 < c/a 1) 751 +9)72ds (67 + N2@0) < CU+ 07362 + N2(0)),
0

which prove (4.6). O

In the following lemma, we employ the energy method to obtain the decay rates of the deriva-
tives of (o, mpy, Whimpr, Wa)”.

Lemma 4.2. Under the same conditions of Lemma 4.1, it holds that

|V Con M, Whis mas, Wi ) | o < C(1+ 0~ (45) 52 1 v, (4.17)

Proof. Applying V¥ with k =0, 1, 2 to (4.1) and multiplying by V¥ p,, VEmy,,, VEWy,,, respec-
tively, we have
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d 2 2 2
E HV]‘(,oh, mpy, Whu)‘ 12 + Hvk—i_l(mhm Wh”)HLZ + H VkWhu‘ 12
5/V"Fl -Vkmhudx+/VkF2-VkWh|.dx. (4.18)
R3 R3

The similar method as (4.18) yields

Ld )k 2 k+1 2 7 | ok+1 2 k 2
VT HV (mp, WhJ_)‘ 12 +(n+a) HV th_HLz +u |V WhJ_HLZ + 4o HV Wu‘ 12
S/V"Nl oVkmhldx—i-/Vsz~VkWhJ_dx+4akaWhJ_'cuerkth_dx
R3 R3 R3
2 2
g/kal -Vkmhldx+/VkN2-VkWhJ_dx+4a HV"WM_‘Lz—i-aHVkahJ_‘Lz,
R3 R3
which from the Cauchy—Schwarz inequality further implies
1d 2 2 2
24 | gk W ‘ ”Vk+1 ’ /”Vk+1W ‘
57 H (mp1, Wi1) L2+M mpL L2+M nill
§/V"N1 .vkmhlder/kaz-kahde. (4.19)
R3 R3

We now estimate the right-hand side of (4.18)—(4.19). For k = 0, by Holder’s inequality, we
deduce

w
/ Wi = plls Wl [ Wi
R3

<(1+ t)’2<%+5>(32 + N2 (1)) + €1 | VWi, ||i2 . (4.20)

By the integration by parts, we know

mem mem
/ V<1+p> e /1+,0 midx < llml o lmll 2 [ Vo] 2
3 3

<a+0 0@ L 0P e [vmnll, @21
and

/A <ﬂ) .mh”dx <
1+p

R3

“(i55)
I+p
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< |[mVpl 2 ” Vmy, ”LZ + loVm| 2 ” Vmp, ”Lz

3
1

<+ )@ 4 M2y 4 6 |Vmu|22. @22)
We can estimate the remaining terms like (4.20)—(4.22), and it implies
_2(34¢
[ Amidx e+ [ F2owiarsasn 2(3+9) 52 1 w20y

R3 R3

t+e “ (thm VWhn) “iz ) (4.23)

and

_o(3.¢€
/N1 -mhde+/N2~Whldx§(1+t) 2(4+2>(52+N2(t))2
R3 R3
+ e [(VmpL, VWr)l3 (4.24)

Combining the assumption (4.4), Lemma 2.1, Lemma 3.1 and Lemma A.2, we can estimate

[vm 20| L SUmallo | Vo] ,+ 1Vl | P+ 19mals [ 925
Vil | V5]
_<§+£) 2 2
S+t P+ N@)), (4.25)
and
V0| Stmallose | Vo L+ Wil [V3on] |+ lmilli [ 935
+ il | V25
,(§+§) 2 2
<1+ \FT2) 2+ N2(1)). (4.26)
Following the procedure leading to (4.14)—(4.15) and (4.25)—(4.26), we end up with
,(§+§) 2 2
IV(F1, F2, Ni, Nl p2 S(L+1) N 287+ N=(1)). (4.27)

Due to the integration by parts and (4.27), it implies

[VFl-th”dx—i—/VzFl ~V2mh.|dx+/VF2~VWh,,dx+/V2F2-V2Wh,‘dx
R3 R3 R3 R3
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2
SIVEL Pl + et | (Vs Vi, VWi, VW) |

2 _2(34¢
St | (9mn P W W )|+ 1402 @ w2 @
and

/VNl-thde—i—/Vle -Vzmhde—i—/VNz'VWhde—i—/VzNz~V2Whde
R3 R3 R3 R3

2 _2(34¢
Set]|(Vmns, Vi, VWL VW) |+ A+ (482 4 N2y 429)

It follows by plugging (4.23)~(4.24) and (4.28)—(4.29) into (4.18)—(4.19)

d 2 2 2
7 | Gons mpr Wi mp s, Wa) | 32 + |V s mn, W) || 32 + W) 55
<+ 35 82 4 N2 ()2 (4.30)

Applying V! with [ =0, 1 to (4.1), and multiplying by V!V p,, we have

d 2
£ / Vi - V' oy + | V' |
dt L2
]R3
[ [+1 1+1 2 [+2 2
< | VF.v phdx—i—HV mh,“‘LerHv mh..‘Lz. 4.31)
R3
In view of (4.16) and (4.27), one can deduce
/Fl -Vphdx—i—/VFl ~V2,0hdx
R3 R3
SIER 4 IVEL + € | (Von, V200) |
~ 1 LZ 1 L2 1 ,Oh, IOh L2
_of34¢ 2
sa+0 D@ L x202 +a | (Vo1 v20) | (4.32)

Plugging (4.32) into (4.31), we get

1
d —2(3+¢ 2
EZ / Vimp, - VI opdx + | Vou 2, S (1+1) (3+8) 52 4 N2y 4 [V mm | -
=0
R3
(4.33)
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Multiplying (4.33) by n; for suitably small n; and adding it to (4.30), then there exist some
positive constant a, such that

d o3¢
M@ +aM @) S || (o, s Wa)|7 + (1 +1) 2(3+5) 2 4 N2y

where
5 1
M = || (o mp, Wi mp, Wan) | 52 + Z/Vlmhu VIt ppdx
1=0p3
2
~ | Gons mp, Wi ma s, War) || 52 -
By Gronwall inequality, and (4.6) of Lemma 4.1, we obtain

t
_9(3 ¢ (3¢
Mgfe—““—”(lﬂ) 2<4+2>ds(82+N2)2§(1+t) 2(4+2)(32+N2(1))2.
0

Therefore, we have proved (4.17). O

To enclose the a priori estimates, we need to prove that

HVS(Ph,mh, Wh)‘

<C.
2=

In fact, note that

o ( P(Dm P (OW
140,

,u,w) = s ={(1+p,u,w).
(o ) T+ 0 1+p> (I+p )

By the existence Theorem 1.1, we obtain

o m, W25 S Nl(o e, w2 S 1o, uo. wod 123 < 1100, mo, Wo) 25 < 82
Thus
lCons mu, Widl g3 S 1o m, W)l s + || (8, W) | s S Nl (oo, o, wo)ll
< N (po, mo, Wo)ll g3 - (4.34)
The combination of (4.6), (4.17) and (4.34) leads to
N(@t) <824 N2(r) + 6, (4.35)

which together with the smallness of § > 0 leads to the estimates (4.5). Hence, we obtain the
optimal decay rates for (o, m, W)T and prove (1.15) and (1.16) of Theorem 1.2.
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In the following, we want to prove (1.17) of Theorem 1.2. Assume

5 /
Ni(t) = sup { IV Gons s Wi mp s Wi ) || 1 (14 5)37€

0<s<t

+ H V2 (ons M, Wiy 1, WhL)‘

}, (4.36)
LZ
We claim that for 0 < ¢’ < 1/4,

N (1) <8. 4.37)

By the assumption (4.36), Lemma 2.1 and Lemma 3.1, estimating in the same way as proving
(4.16) in Lemma 4.1, we obtain

(5
[(F1, Fa, N1, N2)ll 22 + IV (F1, Fa, Ni, No)ll 2 S (1+1) (4+é)<82+N%(r>). (4.38)

Like (4.7)—(4.8) and (4.9)—(4.10), we know

|| v(phs mpyy, Whlla mpy, WhJ_) ||L2

t
= C/(l RS (ICf1s foo £ N1 NS + IV (FL Fa, N1, No) () g2) ds
0

t
< c/(l tr—s)"i( +s)’(‘5’*“‘>ds(52 + N?)
0

%4‘61)

<C(+ r)‘( (8% + N}). (4.39)

Taking (4.18) and (4.19) with k = 1,2 and (4.31) with [ = 1, we obtain

2
7 |¥ Gons minis Wi mi s, Wi || 11 +61/VW1hH'V2,0hdx
R3

2 2 2 |17
+ |V (mp, mar, Wiy, W) ot Vo

LZ
5/& ~V2mh”dx+/VF1 ~V3mhudx+v/‘N1 V2my, dx
R3 R3 R3
+/VN1-V3mhldx+/N2-VZWhde+/VN2~V3Wde
R3 R3 R3
+/F2~V2Wh”dx+/VF2-V3Wh,.dx+€1/VF1-Vzphdx
R3 R3 R3
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Se H (V2 o1, V2, Vimpy, Vimp, Vi1, V2 Wiy, V3 W, VWi, V3WM)‘ ;
+ I(F1, Fa, Ny, Nz)lliz + IV(F1, F2, Ny, Nz)lliz . (4.40)
From (4.40) and (4.38), we have
%Ml 0+ om0y <1+ ) g2 4 ND)?
+ |V Con, My Wi, mip WhJ.)”iz , (4.41)
where
Mi(t) = | ||V (on. mpy, Why, mi 1, Wu)”i,. +61/VMhH’V2phdx
R3
~ |V Con, M, Wiy, mi WhJ_)”?{l .
By Gronwall inequality, we have
t
Mi(1) < C/e_b(’_s)(l +s)’2(%+€‘)(52 + NH)ds
0
<c4+n i) g2, N2 (4.42)
That is,
|V Cons s Wiy ma i, Wa ) | < €+ r)‘(f““‘)(a2 +ND). (4.43)
It holds from (4.34) and (4.43) that
Ni(t) S 8%+ Ni(t) +36, (4.44)

which together with the smallness of § > 0 leads to the estimates (4.37). Hence, we obtain the
optimal decay rate for (Vp, Vm)T and prove (1.17) of Theorem 1.2.

Appendix A. Analytic tools

Lemma A.1. Let r; > 1, 0 <ry <ry, then it holds that
t
/(1 +t—85)"" A +5)2ds <C(r1,r)(1+1)7"2 (A1)
0
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where C(r1,1r2) is defined as

2r2+1
C(ri,rn) = .
r—1
Proof. The proof can be seenin [16]. O
Lemma A.2. Let | > 0 be an integer, it holds
1 < 1 !
[V'@m| st |V'a]  + || ihle (4.2)

In the above, pg, p1, P2, P3, p4 € [1, 400] such that
1 1 1 1 1
- == +—- == +—.
Po Pi1 P2 P3 DPa
Proof. The proof can be seenin [15]. O
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