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Abbreviations
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ROS Reactive oxygen species
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SEM Scanning electron microscopy
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1 Introduction

Nature has evolved a wide array of copper-containing proteins that mediate a myriad of biological processes including electron
transfer, copper (Cu) and oxygen transport, and chemical transformations. The majority of Cu-catalyzed enzymatic reactions
involve substrate oxidations that necessitate the coordinated transfer of electrons and protons in order to minimize deleterious
off-pathway reactions and avoid high-energy intermediates. The kinetic challenge of multi-electron catalysis can be overcome by
employing two or more metal centers or proximal redox-active cofactors to deliver multiple oxidizing (or reducing) equivalents to
the substrate in either a stepwise or concerted process.1 For copper proteins, this is accomplished using dinuclear (e.g., type 3 and
CuA sites), trinuclear (e.g., blue oxidases), or tetranuclear (e.g., CuZ cluster) sites, or a mononuclear copper site coupled to an iron
porphyrin (e.g., CuB–heme a3 pair).

2–5

Enzymes with mononuclear copper centers are of particular interest because they lack other redox partners to delocalize charge
and facilitate chemical reactions. Historically, inorganic model complexes of these enzymes have not been able to suitably
recapitulate biological reactivity. In this way, mononuclear copper enzymes have provided new paradigms in catalysis that have
informed the design of new model systems and molecular catalysts.6 A large superfamily of mononuclear copper enzymes, known
as polysaccharide monooxygenases (PMOs) or lytic polysaccharide monooxygenases (LPMOs), has drawn a significant amount of
attention to mononuclear copper enzymes. Originally annotated as hydrolytic enzymes, the discovery of their oxidative function
has generated great interest in PMOs because they are exemplar enzymes for biomass degradation that could serve as catalysts for
bio-derived fuels and chemicals.7 The mononuclear, type 2 copper active site is essential for substrate oxidation. PMOs reduce either
molecular oxygen or hydrogen peroxide, its two electron reduced form, to generate a powerful active-site oxidant that hydroxylates
the polysaccharide backbone.8 Cleavage of the glycosidic bond creates new chain ends for subsequent hydrolysis, enabling
synergistic activity between oxidative and hydrolytic enzymes.

The purpose of this article is to provide a broad overview of copper chemistry, describe the overall architecture and fold of PMOs,
and to discuss the unique active-site chemistry of PMOs. The activity and regioselectivity of these enzymes on their various
polysaccharide substrates will also be discussed. Finally, the hydroxylation mechanism of strong C–H bonds by PMOs will be
explored in depth, focusing on the potential oxidants and active site intermediates, as well as co-substrate and electron donor
preferences. This article will contextualize key insights from computational studies, structure-function analysis, small molecule
mimics, and electron transfer systems to summarize the emerging mechanisms of PMO reactivity.
2 Chemistry of Copper

Copper is broadly distributed in Nature and represents the 26th most abundant element in the Earth’s crust, with an average
concentration of 50 ppm.9 It is found in its elemental form and exists in minerals as chlorides, carbonates, sulfides, arsenides, etc.
Copper is a rather soft, ductile metal with high thermal and electrical conductivities, second only to silver. The surface of elemental
copper is slowly oxidized in air, developing a superficial green hydroxo/carbonate or hydroxo/sulfate coating, as seen on copper
roofs and statues.10 This low reactivity has resulted in the element sometimes categorized as a noble metal; this term has also been
used to reflect the fact that the element has a closed d shell (i.e., 4s1 3d10 electron configuration). Specifically, copper and its
congeners, silver and gold, make up the triad known as coinage metals because of their stability in the elemental state, malleable
nature, and ease of refining.
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Additionally, copper is an element that is essential for life. It is the 20th most abundant element in the human body (by mass)
and the average adult contains �70 mg of copper.9 This metal is found in proteins with a diverse series of functions, ranging from
electron transfer to oxidation chemistry. In mollusks and arthropods, copper centers are used for oxygen binding and transport,
giving rise to the characteristic blue blood of these animals. Copper transport and homeostasis is tightly regulated.11 As a result, free
copper is undetectable in cells with an estimated concentration <10−18 M.12 Free copper in the cytosol catalyzes Fenton-like
reactions that generate reactive oxygen species, which leads to cell damage. Abnormalities in copper metabolism are observed in
several human diseases, including Wilson’s disease and Menke’s disease,5 other neurodegenerative disorders,13 as well as many
cancers.14

Copper can exist in a variety of oxidation states, each with a distinct preference for the number and arrangement of the ligands,
resulting in rich coordination chemistry for this element. Cu(I) and Cu(II) oxidation states are the most common; however, copper
can access higher oxidation states. While there are many Cu(III) complexes, examples of Cu(IV) are exceptionally rare. This is
evident from the ionization potentials for copper: 745 kJ mol−1 for the first ionization (i.e., removal of an electron from Cu(0)),
1958 kJ mol−1 for the second (i.e., removal of an electron from Cu(I)), 3545 kJ mol−1 for the third, and 5682 kJ mol−1 for the
fourth.15 These higher oxidation states are often invoked as transient intermediates in copper-mediated oxidation reactions.
As evidenced by the Latimer diagram in Fig. 1, Cu(III) is a powerful oxidant. It is also important to note that Cu(I) can
disproportionate to give Cu(II) and Cu(0).

This ability to transition between oxidation states, in either one- or two-electron steps, enables copper to mediate multi-electron
reactions that range from electrochemical carbon dioxide reduction17 to enzymatic methane oxidation.18 Molecular copper
complexes can catalyze carbon–carbon bond formation in Ullman-type cross-coupling reactions via a putative Cu(I)/Cu(III)
catalytic cycle.19 These examples illustrate that copper is well poised to mediate challenging transformations on unreactive
substrates.
2.1 Properties of Copper Complexes

Copper complexes exhibit preferential geometries with characteristic properties that vary with oxidation state, although examples of
ligand non-innocence have been demonstrated (Section 2.2). This section describes the most common coordination numbers and
geometries for copper, ranging from d10 Cu(I) to d7 Cu(IV). Additionally, spectroscopic and magnetic properties will be presented
to contextualize the known chemistry of copper-containing small molecules.

2.1.1 Cu(I): d10

While examples of coordination numbers of 2–6 have been documented, four-coordinate Cu(I) complexes with tetrahedral
geometry are the most common, but distorted planar geometry (D2d symmetry) is also prevalent.10 The low charge and relatively
large size of the Cu(I) ion make it somewhat polarizable, rendering it a soft acid in the hard-soft acid-base (HSAB) classification.20

Consequently, preferred ligands for Cu(I) are soft bases, such as thiol and alkyl. As a result, Cu(I) exhibits rich organometallic
chemistry, ranging from lithium alkyl cuprates to modern cross-coupling catalysts.21

Although color may arise due to the presence of an anion or charge-transfer bands, Cu(I) complexes are generally colorless. Due
to the d10 configuration, Cu(I) complexes are diamagnetic. Consequently, most spectroscopic techniques are not amenable to study
such molecules, unless methods are used that cause electron ionization or excite transitions to unoccupied valence orbitals. This can
be achieved with X-ray techniques including photoelectron spectroscopy (XPS) and X-ray absorption (XAS) and emission. Of these,
K-b emission is the most useful, as it can provide detailed information about the ligand character and coordination number, as well
as the oxidation and spin states of the compound. Additionally, K-edge XAS (1s!4p) is sensitive to the coordination environment
of Cu(I) centers.4

2.1.2 Cu(II): d9

With an increase in charge, Cu(II) is a harder acid than Cu(I) and prefers nitrogen- and oxygen-based donor ligands to more
polarizable sulfur donors. Given the d9 configuration, Cu(II) complexes are subject to Jahn-Teller distortions, thereby precluding
idealized tetrahedral and octahedral geometries. Cu(II) complexes adopt lower symmetry configurations, thereby removing the
degeneracy of the d orbitals. The majority of Cu(II) complexes are four-coordinate and adopt distorted tetrahedral (D2d) or square
planar (D4h) geometry; common examples include [CuBr4]

2− and chelating ligands (e.g., porphyrin), respectively. Six-coordinate
complexes with distorted octahedral geometry, exhibiting elongation along the z-axis (D4h), are also common. Examples of five-
coordinate species with trigonal bipyramidal geometry are known (e.g., [Cu(bpy)2I]

+), but are less prevalent.10
Fig. 1 Latimer diagram for copper. Potentials (in V vs. NHE) reflect standard reduction potentials and were obtained from Ref. 16. Values in parentheses are
estimated.
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With an unfilled d shell, optical d–d transitions occur in the 600–900 nm region of the spectrum, giving rise to blue or green
colors for Cu(II) compounds. If charge-transfer bands are present in the UV region that tail into the blue end of the visible region,
then complexes will appear red or brown. The magnetic moments for simple mononuclear Cu(II) complexes generally fall in the
1.75–2.20 mB range.

10 The unpaired electron gives rise to a doublet ground state (S ¼ 1/2) that is readily characterized by electron
paramagnetic resonance (EPR) spectroscopy. For Cu(II), g values are generally anisotropic, leading to distinct features that are
dependent on the orientation of the magnetic moment relative to the applied field: g? and g ||. Copper has two isotopes, 63 and 65,
that account for nearly 100% of the natural elemental abundance, and both have a nuclear spin (I) of 3/2. Thus, the electron spin
couples to the nuclear spin to produce a hyperfine splitting of the spectrum into four lines (2I + 1), and the resultant coupling
constants may also be anisotropic (A? and A ||). Additionally, the electron spinmay be delocalized onto the ligand, further splitting
each hyperfine line into 2I + 1 superhyperfine lines. For some compounds, such as Cu(II) porphyrins and corroles, superhyperfine
splitting is readily observed under typical experimental conditions at X-band (�9 GHz). Generally, superhyperfine coupling is very
small and requires advanced pulsed EPR techniques, such as electron-nuclear double resonance (ENDOR) or electron spin echo
envelope modulation (ESEEM), to detect it.4

2.1.3 Cu(III): d8

High-valent copper species have been increasingly proposed as oxidants and intermediates in cross-coupling reactions, leading to
greater interest in Cu(III) chemistry. Several reviews have cataloged examples of small molecule Cu(III) complexes15 and described
their role in organometallic catalysis (e.g., CdC bond coupling)19,22–24 and oxidation chemistry.25–27 A useful starting point for
discussing the chemistry of Cu(III) is to draw comparisons with the isoelectronic Ni(II) ion. Based on this analogy, it is expected that
high-spin paramagnetic octahedral complexes will be obtained with weak-field ligands. Upon increasing the ligand field strength,
diamagnetic square planar and five-coordinate species would be preferred. Since ligand field strength increases with oxidation state,
it is expected that diamagnetic square planar Cu(III) complexes would predominate, and this is what has been observed
experimentally.15 However, five-coordinate examples with square pyramidal28 and trigonal bipyramidal29 geometries have been
reported.

Only a few examples of high spin Cu(III) exist, with the [CuF6]
3− anion as the first30 and most well-characterized example. The

magnetic moment ranges from 2.91 to 3.03 mB for a variety of alkali salts,31 which is slightly larger than the spin-only value of
2.83 mB. Similar magnetic properties are observed for the octahedral Cu(III) oxides YCuO3 and LaCuO3 (3.01 and 3.05 mB,
respectively).32 Another notable example of high spin Cu(III) is an octahedral copper complex in an S6 ligand field that bridges
two thiol-functionalized Co(III) triazacyclononane units, furnishing a heteronuclear Co(III)–Cu(II)–Co(III) complex. Oxidation by
one electron (+0.35 V vs. Fc+/Fc or 0.75 V vs. SHE) gives the corresponding Cu(III) complex. This species exhibits a magnetic
moment between 2.4 and 2.6 mB (20–300 K) and a triplet (S ¼ 1) EPR spectrum, consistent with the high-spin d8 formulation.33

One historical class of Cu(III) species is oligo-peptide complexes, which serves as an N4 or N3O chelating ligand using nitrogen
atoms of the peptide backbone, N-terminus, C-terminus, and/or nitrogen-containing side chains (e.g., histidine).34–37 The starting
Cu(II) complex is oxidized electrochemically or with a chemical oxidant (e.g., IrCl6

2−) to yield the Cu(III) derivative, which is EPR
silent and less prone to ligand substitution than the Cu(II) analog. Peptide complexes of Cu(III) can oxidize [Fe(CN)6]

4−, I−, and
SO3

2−. The first solid-state structure of a Cu(III) peptide was with tri-a-aminoisobutyric acid.38 The N-terminal nitrogen, C-terminal
oxygen, and two backbone nitrogen atoms comprise the nearly coplanar N3O ligand field with average bond angles of 87.3� at the
copper center. The bond lengths are 0.12–0.17 Å shorter than the analogous Cu(II) derivative, suggestive of metal-based oxidation.
However, it is worth noting that bond lengths are non-necessarily a convincing metric for oxidation state, as observed in the case of
copper corroles (Section 2.2.1). The formal Cu(II)/Cu(III) couple extends over an extremely wide potential window, ranging from
0.45 to 1.02 V vs. NHE.32,39 However, similar ligand scaffolds exhibit small differences in potential. For example, tripeptide
derivatives of Gly-Gly-His with an N4 ligand field consisting of the N-terminus, two backbone nitrogens, and histidine exhibit
Cu(II)/Cu(III) couples in the 0.92–0.98 V vs. SHE.36 Since the identity of the peptide scaffold has a profound effect on the putative
Cu(II)/Cu(III) couple, it may be that ligand oxidations are occurring, giving rise to the large potential range. With the prevalence of
ligand non-innocence in copper chemistry (see Section 2.2), it would be worthwhile to re-examine the electronic structure of these
complexes using advanced spectroscopic and computational methods. It is conceivable that there exists a continuum, where easily
oxidized complexes are Cu(II) complexes with non-innocent ligands, while derivatives with high potentials are authentic Cu(III)
samples.

In neutral aqueous solution, the speciation of the Cu(III) ion is [CuOH]2+ or [Cu(OH)2]
+ and decays in a bimolecular fashion to

produce two Cu(II) ions and H2O2, as determined by pulse radiolysis.40 Under acidic conditions, Cu(III) generates hydroxyl
radicals.40 One example of a powerful oxidant in aqueous solution is Cu(III) periodate, [Cu(HIO6)2]

5−,41 which has been used in
water treatment research to degrade persistent organic contaminants, such as antibiotics and other drugs.42,43 The Cu(II)/Cu(III)
couple for this compound is 0.37 V vs. SCE (or 0.61 vs. SHE);44 this somewhat low value, relative to other Cu(III) species, could
suggest that the periodate anion may also serve as an oxidant in these reactions.

2.1.4 Cu(IV): d7

Given the relative inaccessibility of Cu(III), complexes containing a Cu(IV) are exceptionally rare. In many cases, purported
examples are poorly characterized or lack definitive data to unambiguously assign an authentic Cu(IV) center, including mixed-
valent copper oxides27,45 and purported Cu(IV) corroles46 (see Section 2.2.1). Cu(IV) intermediates have been proposed in water
oxidation electrocatalysis.47–49 However, it has been demonstrated that in some cases, the ligand becomes oxidized to avoid this
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high energy intermediate. Examples of non-innocent ligands in copper-catalyzed water oxidation include an N4 amidate ligand,50

bipyridine,51 and carbonate.52

The only compelling example of a Cu(IV) species is the [CuF6]
2− anion. The Cs2[CuF6] salt, which is prepared by high pressure

fluorination (350 atm F2) of CsCuCl3 and CsCl, is a red-orange solid that vigorously decomposes with water.53 The compound has
a magnetic moment of 1.5 mB, which is lower than the expected spin-only value of 1.73 mB for a low-spin d7 ion. The compound
exhibits a characteristic EPR spectrum that is consistent with a t2g

6 eg
1 electron configuration.54 Given that ligand non-innocence may

be observed for [Cu(CF3)4]
− (see Section 2.2.2), it is conceivable that a similar phenomenon may exist for [CuF6]

2−. However, the
difficulty in preparing the compound and the inherent instability likely hamper the spectroscopic studies necessary to definitively
assign the electronic structure of this anion.
2.2 Caveats in the Electronic Structure of Copper Complexes

The electronic structure of a metal complex describes the distribution of electrons in the molecule. While this may seem
inconsequential, it is profoundly important in determining the redox properties of a compound. The orbital character in which
an electron resides could be localized on the metal center, the ligand, or delocalized over both. This has critical implications for the
reactivity of a complex and governs the molecular mechanism of a chemical transformation. The determination of electronic
structure is often nontrivial and can be complicated by ligand-based redox processes (i.e., non-innocent ligands).55 While this
phenomenon is encountered in molecular complexes, it has also been observed in metalloenzymes.56 One prominent example is
the copper center in galactose oxidase; oxidation of the modified tyrosine residue, rather than the metal, generates the active form of
the enzyme. In order to assign the electronic structure of a metal complex, a variety of complementary spectroscopic techniques are
utilized. These experimental techniques are often supplemented by theoretical calculations to predict transient or reactive interme-
diates. It is important to ground any theoretical calculation in experimental results to make meaningful predictions.

Determining the oxidation state of the metal center is key to accurately describing the electronic structure of a coordination
complex or metalloenzyme active site. One particularly useful technique is X-ray absorption near-edge spectroscopy (XANES) and is
often diagnostic for metal oxidation states. For copper complexes, the K-edge spectrum (1s!valence transition) is a primary
technique to identify the physical oxidation state of the metal. It has long been considered that a distinctive pre-edge feature
(1s!3d transition) centered at 8981 eV is indicative of the Cu(III) oxidation state.57 However, this dogma has been reevaluated in
light of ligand non-innocence, which is common in complexes with a high degree of covalent character in the metal-ligand bonds.
By analyzing a series of structurally related complexes, Wieghardt and co-workers demonstrated that complexes that exhibit pre-
edge features consistent with Cu(III) centers are instead best described as Cu(II) species.58 These results were bolstered by high-level
multi-reference ab initio calculations. The unexpected shift to higher energies arises from metal-to-ligand charge transfer (MLCT)
rather than the traditional 1s!3d transition. This study demonstrates that one spectroscopic technique alone is insufficient tomake
definitive assignments of oxidation state or electronic structure. A similar XAS study by Lancaster and coworkers demonstrated that a
series of formally Cu(III) complexes have low Cu d-character in the lowest unoccupied molecular orbital. Instead, the hole is
significantly localized on the supporting ligands. Since Cu has limited capacity to reach the 3+ oxidation state, the authors speculate
that d8 Cu(III) does not exist.58a

Multi-reference and multi-configurational computational methods are necessary in order to accurately describe the electronic
structure of copper complexes. Indeed, the results of computational studies of copper complexes are highly dependent on the
methods that are utilized.59,60 It has been demonstrated that single-reference DFT methods give rise to significant errors when
determining the energetics of potential PMO active site oxidants. This reflects the multiconfigurational nature of these catalytic
intermediates and the necessity of using higher level multi-reference computational methods.60a When examining structures
without corroborating experimental data, benchmarking studies should be performed to ensure that the selected methods can
reasonably recapitulate known results from structurally related compounds. Consequently, care must be exercised in interpreting
the results of ab initio calculations with respect to the electronic structure of protein active sites and computationally derived
reaction mechanisms, especially in the absence of corroborating experimental data. These caveats of electronic structure determi-
nation are illustrated using two examples with a rich history of debate and revision in the literature: copper corroles and the
tetrakis(trifluoromethyl)cuprate anion, [Cu(CF3)4]

−. In the case of copper corroles, it is noteworthy that density functional theory
(DFT) calculations were used to support each description of the electronic structure. Moreover, these examples underscore the
difficulty in accurately determining the electronic structure of copper complexes and highlight the need for several complementary
spectroscopic techniques to provide a precise description of electronic structure.

2.2.1 Copper corroles
Corrole (A) is a tetrapyrrole macrocycle with 18 p-electrons, akin to porphyrin (B), but with a contracted 23-atom core as a result of
a direct pyrrole-pyrrole linkage (Fig. 2). Copper corrole complexes were reported with the original synthesis of the macrocycle in
1965.61 Since then, the electronic structure and oxidation state of the copper center in these compounds has been a topic of debate.
Initially, the complex was formulated as a Cu(II) center with a dianionic ligand (C), where one of the pyrrole nitrogen atoms retains
a proton.61–66 This assignment was based on several observations: broad 1H signals in nuclear magnetic resonance (NMR) spectra,63

shifts in the UV-vis absorption spectrum upon removal of the “extra” hydrogen by a base,63,66 and an EPR signal.66

In 1997, these complexes were re-formulated as a fully deprotonated corrole ligand containing a Cu(III) center (D). This was
supported by the lack of an N-pyrrole proton by infrared spectroscopy and crystallography, and the diamagnetic nature of the



Fig. 2 Chemical structures of corroles and related macrocycles. Corrole (A), porphyrin (B), the initial formulation of copper corroles (C), revised formulation of
copper corroles (D), 10-oxacorrole (E), and isocorrole (F).
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compound, which exhibited well-resolved 1H NMR lines at room temperature and was EPR silent.67 These early structural studies
contended that the shorter CudN bonds of the corrole complexes relative to the porphyrin (by �0.1 Å) support the Cu(III)
formulation. Variable temperature (VT) 1H NMR studies demonstrated that the proton signals broaden at elevated temperatures,
suggesting that there was a thermally accessible triplet state arising from an equilibrium between a Cu(III) and a Cu(II) corrole
radical cation:

Cu IIIð Þ Cor½ � Ð Cu IIð Þ Cor� +½ � (1)

Later, DFT calculations suggested these complexes have a Cu(III) ground state with two Cu(II) radical cation states 0.161
and 0.354 eV higher in energy.68 Other computational,69–71 structural,72,73 and electrochemical74–76 studies supported this
formulation.

In 2007, a comparison between the solid-state structure of a copper corrole and an isostructural 10-oxacorrole (E), a nonaro-
matic dianionic ligand, showed that the structural metrics for the CuN4 fragments were nearly identical, suggesting that a Cu(II)
center was present in both compounds. Complementary DFT calculations demonstrated that a broken symmetry singlet with a
Cu(II) center and a ligand-based radical was lower in energy than the Cu(II) triplet and Cu(III) singlet states. These studies led to the
conclusion that the Cu(III) formalism is not fully satisfying and a Cu(II) corrole radical cation is a better description of the electronic
structure.77 Subsequently, there have been many structural78–81 and computational59,82 studies of copper corroles with a myriad of
meso and b substituents. Together, these studies have shown that saddling distortions are inherent to copper corroles as a
consequence of significant overlap between the Cu dx2− y2 orbital and the corrole p HOMO.78 Considering the corrole ligand as
redox non-innocent in these complexes,59,81 the ground state of copper corroles is best described as an antiferromagnetically
coupled Cu(II) corrole radical cation. Consistent with the VT NMR experiments, there is a thermally accessible triplet state: the
ferromagnetically coupled Cu(II) corrole radical cation.

Cu IIð Þ " Cor� +½ � #½ � Ð Cu IIð Þ " Cor� +½ � "½ � (2)

However, the electronic structure of copper corroles remained an unresolved issue, as a 2015 report of a one-electron oxidized
Cu corrole derivative claimed to be the first example of a discrete molecular Cu(IV) species.46 This conclusion was derived from the
assignment that the neutral corrole complex contains a Cu(III) center, exhibiting a pre-edge feature at 8980.5 eV in the copper
K-edge XANES spectrum. Other evidence for the Cu(III) assignment were the diamagnetic nature of the compound (EPR silent) and
the CudN bond lengths; these observations are consistent with previously reported copper corroles. Upon oxidation, spin density
on the metal center with superhyperfine coupling to the corrole nitrogen atoms was observed in the EPR spectrum and corroborated
by DFT calculations. As a result, the authors concluded that the oxidized corrole complex contained a Cu(IV) center to account for
the metal-centered spin density, which was absent for the neutral complex. The one-electron reduced complex exhibited a similar
EPR spectrum and DFT calculations generated a spin density plot nearly identical to that of the oxidized species. Thus, the authors
claimed to produce Cu(II), Cu(III), and Cu(IV) complexes within a single ligand framework.46

A subsequent study by Nocera and coworkers re-evaluated the electronic structure of copper corroles.83 DFT calculations, using
both single (B3LYP) and multi-reference (CASSCF) methods, predict that the broken symmetry singlet (i.e., the antiferromagnet-
ically coupled Cu(II) corrole radical cation singlet state) is the lowest energy electronic configuration (Fig. 3B). The energy gap
between the singlet and triplet states was measured by both VT 1H NMR and superconducting quantum interference device
(SQUID) magnetometry which gave values of 0.144 � 0.007 and 0.153 � 0.005 eV, respectively, and is consistent with early
theoretical predictions (0.161 eV).68 The one-electron reduced and oxidized corroles were compared to a copper isocorrole (F),
an authentic Cu(II) species in a nearly identical ligand field. Interestingly, the EPR spectra of these three molecules are all
characteristic of an axial doublet (S ¼ 1/2) exhibiting hyperfine coupling to the 65Cu/63Cu nucleus and superhyperfine coupling
to the four 14N nuclei. These results are corroborated by DFT-calculated spin density plots, which show electron density in the
Cu dx2− y2 orbital (Fig. 3C and D). Additionally, all three corrole derivatives and the analogous isocorrole complex display identical
XPS spectra, indicating that a Cu(II) center is present in each of these species. Together, these experiments confirm that the ground
state of copper corroles is best described as an antiferromagentically coupled Cu(II) corrole radical cation.83 This formulation has
recently been corroborated by Cu K-edge XAS experiments.84 Upon oxidation or reduction, the Cu(II) center is preserved and the
redox load is borne by the ligand, underscoring the non-innocent nature of the corrole ligand in these complexes.83



Fig. 3 Summary of the electronic structure of copper corroles. (A) Canonical occupied corrole ligand orbitals. Calculated spin density plots and qualitative
molecular orbital diagrams for (B) the neutral corrole complex, (C) the reduced complex, and (D) the oxidized complex. Adapted with permission from Lemon, C.M.;
Huynh, M.; Maher, A.G.; Anderson, B.L.; Bloch, E.D.; Powers, D.C.; Nocera, D.G. Electronic Structure of Copper Corroles. Angew. Chem. Int. Ed. 2016, 55,
2176–2180. Copyright 2016 Wiley-VCH Verlag GmbH & Co. KGaA.
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2.2.2 The tetrakis(trifluoromethyl)cuprate anion: [Cu(CF3)4]−

The tetrakis(trifluoromethyl)cuprate anion was first reported by Naumann and co-workers in 1993.85 An ill-defined mixture of
Cu(I)–CF3 compounds were oxidized (using XeF2, I2, Br2, Cl2, or ICl) then treated with a salt containing a bulky cation (e.g.,
[Bu4N]+ or [Ph4P]

+) to give the corresponding [Cu(CF3)4]
− salt as a colorless compound. Unlike the Cu(I)–CF3 starting material, the

[Cu(CF3)4]
− salts are soluble in most organic solvents and are insensitive to light, air, and moisture. On the basis of the ligands and

charge of the anion, a metal oxidation state of 3+ was assigned. The crystal structure exhibits nearly square planar geometry, albeit
with a slight D2d distortion, consistent with the d8 configuration. Well-defined 1H and 19F NMR spectra were recorded, confirming
the diamagnetic nature of the compound.

Given the rarity of the Cu(III) oxidation state, Snyder postulated that an alternative bonding situation may arise in
[Cu(CF3)4]

−.86 Computational analysis revealed that the atomic charge on the Cu center is �1 and the Wiberg CudC bond orders
are modest (0.29 or 0.38, depending on the level of theory) and deviate from the expected value of �1 for a single bond.
Additionally, a natural population analysis indicates that 9.7 (or 9.4, depending on the level of theory) electrons reside in the 3d
orbitals, suggestive of a Cu(I) center. Given these results, Snyder proposed that the bonding is principally ionic and may be
considered a [Cu(CF3)2]

− unit with a CF3
+/CF3

− ion pair (i.e., [CF3
−0.5]4), resulting in two delocalized five-center, two-electron

bonds and two non-bonding electron pairs. If this bonding picture were correct, then oxidation of the Cu(I)–CF3 starting material
effectively removed electrons from a CF3 ligand rather than the copper center. This non-canonical bonding scenario was met with
sharp criticism.87 However, Snyder defended his formulation by performing a similar analysis with [Cu(CH3)2]

−.88 which contains
an obvious Cu(I) center. For both compounds, the bonding is highly ionic (80–95%), which implies that the valance electrons
primarily reside in pairs either at the copper center or the –CF3/–CH3 ligand. Moreover, the d orbital populations are nearly identical
(9.7 for [Cu(CF3)4]

− and 9.6 for [Cu(CH3)2]
− at the MP2 level of theory), leading to the conclusion that both compounds contain a

Cu(I) center with a d10 configuration.
While [Cu(CF3)4]

− continued to be examined computationally,89–91 no experimental studies had been performed to elucidate
the electronic structure of this anion. Lancaster and co-workers performed a comprehensive spectroscopic study of this anion in
conjunction with multi-reference ab initio calculations.92 The K-edge XAS (1s!valance) spectrum exhibited a feature at 8982.0 eV,
which had long been considered diagnostic for Cu(III),57 but has been re-interpreted to involve MLCT character as well (see
Section 2.2).58 In light of this ambiguity, the authors turned to Ka X-ray emission (2p!1s) because different final electronic states
would be obtained for d10 Cu(I) and d8 Cu(III), giving rise to distinct spectral signatures. Such transitions are usually accessed with
L-edge XAS (2p!valance), but this soft X-ray technique often leads to photodegradation of the sample, which would lead to
difficulties in definitively assigning spectral bands. As a result, 1s2p resonant inelastic X-ray scattering (RIXS) was utilized as a
facsimile for L-edge XAS and the resultant data is consistent with the d10 configuration. DFT calculations reveal that the frontier
molecular orbitals are in line with the qualitative molecular orbital (MO) diagram proposed by Snyder. Together, these experi-
mental and computational results demonstrate that the [Cu(CF3)4]

− is best described as a Cu(I) complex with an inverted ligand
field, where the lowest unoccupied molecular orbital (LUMO) is ligand-centered rather metal-centered (i.e., Cu dx2− y2).

92 Addi-
tional structural and computational results have supported this conclusion.93 Snyder made this profound statement about the d10

configuration of [Cu(CF3)4]
−: “The apparent willingness of a powerful electronegative moiety such as CF3

− to undergo oxidation in
preference to Cu(I) underscores both the importance of the role of [the] ligand in assessing oxidation pathways in metal complexes
and the resistance of copper to assume the Cu(III) state.”86 This example demonstrates that even seemingly simple, innocent ligands
like –CF3 can exhibit cryptic, non-innocent behavior.
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However, the electronic structure of [Cu(CF3)4]
− remains a contentious, unresolved issue. A recent study compared [M(CF3)4]

−

complexes for the coinage metals (M ¼ Cu, Ag, Au) and determined that homolytic M–C bond cleavage is favored in the gas phase,
suggesting that there is a large degree of covalent character in the metal-ligand bonds.94 This is in stark contrast to the ionic bonding
scenario proposed by Snyder.86,88 The authors emphasize that CF3

+ and CF3
− were not observed in the ionic dissociation of

[Cu(CF3)4]
−, as might be expected if Snyder’s formulation were correct. The similar behavior of the three anions indicates that the

oxidation state is the same in all cases. While the [M(CF3)4]
− complexes do exhibit an inverted ligand field, these compounds are

best described as high-valent (i.e., M(III)) species with covalent M–C bonds, rather than M(I) species with ionic M–C bonds.
2.3 Prototypical Mononuclear Copper Proteins

Here, the geometric and spectroscopic properties of canonical mononuclear copper sites, type 1 blue copper and type 2 normal
copper centers, are described. Additionally, peptidylglycine a-hydroxylating monooxygenase (PHM) is discussed as a prototypical
example of catalysis at a mononuclear copper center. Together, spectroscopic and biochemical studies have provided a rather
complete understanding of this enzyme.

2.3.1 Type 1: Blue copper sites
Cupredoxins, also known as blue copper proteins, are a family of electron transfer proteins that are involved in respiration and
photosynthesis; prominent examples include plastocyanin in plants and azurin in bacteria. The canonical mononuclear type 1
copper site is ligated by one methionine, one cysteine, and two histidine residues in a distorted tetrahedral geometry, as found in
plastocyanin. This unusual coordination sphere represents an intermediate between the ligand and geometric preferences for
Cu(I) and Cu(II) in order to minimize reorganization energy upon electron transfer. Indeed, little structural change is observed
between the oxidized and reduced forms of the protein. In other cupredoxins, such as azurin, there is a fifth oxygen ligand from a
backbone amide to give a five-coordinate trigonal bipyramidal coordination sphere, where the oxygen and methionine sulfur form
long (�3 Å) axial bonds. Type 1 copper sites are also present in multicopper oxidases, such as ascorbate oxidase and laccase.5,95,96

As the name suggests, the copper center exhibits an intense blue color due to an absorption band around 600 nm with a sizable
extinction coefficient (�5000 M−1 cm−1), which is significantly higher than d–d transitions (5–10 M−1 cm−1). This feature arises
from a charge transfer transition from the cysteine sulfur to the Cu(II) center. The EPR spectrum of type 1 copper centers is
distinctive, exhibiting high g values (gx ¼ 2.047, gy ¼ 2.059, gz ¼ 2.226) and low A values (63 � 10−4 cm−1). These features suggest
that the unpaired electron is more delocalized than other Cu(II) complexes, which indicates that the bonding situation is highly
covalent. Finally, the Cu(I)/Cu(II) couple for typical blue copper proteins ranges from 0.25 to 0.35 V vs. NHE, which is higher than
that of the aqueous Cu(I)/Cu(II) couple of 0.16 V vs. NHE. The potential is highly dependent on the identity of the axial amino acid
ligand at the copper center, which can tune the potential from 0.16 to 0.8 V vs. NHE.95

2.3.2 Type 2: “Normal” copper sites
Type 2, or “normal” copper centers are found in a variety of enzymes including oxygenases, nitrite reductase, and Cu/Zn superoxide
dismutase. These mononuclear sites are often involved in the activation of molecular oxygen. This type of copper site is also
involved in the synthesis of internal enzymatic cofactors, as in the case of topaquinone in amine oxidase and the cysteine-tyrosine
cross-link in galactose oxidase. Like small molecule copper complexes, the Cu(II) center prefers to adopt four-coordinate square
planar or five-coordinate square pyramidal geometry. One coordination site is vacant for oxygen binding. The amino acid ligands
are variable, including histidine (most abundant), tyrosine (or modified derivatives), methionine, and cysteine (least abundant).5

The spectroscopic properties of type 2 copper sites are consistent with those of Cu(II) coordination complexes, thus the “normal”
designation, and are exemplified by D4h [CuCl4]

2−. Normal copper centers have no observable absorption in the visible region. EPR
spectra are axially symmetric with g || ¼ 2.221 > g? ¼ 2.040 > 2.0023 and sizable coupling constants (A || ¼ 164 � 10−4 cm−1),
which are significantly higher than type 1 copper centers; the indicated values are for [CuCl4]

2−.97

2.3.3 Peptidylglycine a-hydroxylating monooxygenase (PHM)
The enzyme peptidylglycine a-hydroxylating monooxygenase, or PHM, is a eukaryotic protein that promotes hydrolytic amidation
of peptide hormones. More specifically, it oxidizes C-terminal glycine-extended peptides to produce the corresponding
a-hydroxylated derivative (Fig. 4A).99 PHM can also perform alternative monooxygenase reactions that include N- and O-deal-
kylation, as well as sulfoxidation.100 The enzyme requires copper, oxygen, and ascorbate for catalysis. In this overall four-electron
process, two electrons come from the substrate and two electrons are obtained from an external reducing agent, which is generally
ascorbate for in vitro assays. PHM possesses two non-coupled copper centers, designated CuH and CuM, that are separated by�11 Å;
CuH serves as an electron transfer site, while O2 activation and substrate binding occur at CuM.

4 The CuH site is ligated by three
histidine residues and the CuM site is ligated by one methionine and two histidine residues (Fig. 4B).99

The reduced Cu(I) form of the enzyme was examined by EXAFS to determine the primary coordination sphere for the enzyme,101

which is consistent with crystallographic studies.98,102 Upon oxidation, the two Cu(II) sites are indistinguishable by EPR, giving a
single signal with g || ¼ 2.288 and A || ¼ 157 � 10−4 cm−1 that is similar to type 2 copper centers. Additionally, the d–d transitions
were examined by magnetic circular dichroism (MCD) spectroscopy, and showed that the two copper centers were indistinguish-
able. EXAFS studies demonstrate that the methionine residue is elongated or dissociated from the CuM site in oxidized PHM.
Subsequent structural studies confirm that the Cu(II)M site exhibits square pyramidal geometry with a long axial methionine, two



Fig. 4 Active site of rat PHM. (A) Chemical reaction catalyzed by PHM. (B) Solid-state structure of PHM (PDB 1OPM)98 showing the non-coupled copper centers
(brown spheres, M and H), the primary coordination sphere (cyan), and bound substrate (magenta).
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histidines, one hydroxide, and one water ligand. The Cu(II)H site was observed as a distorted square planar geometry (D2d) with
three histidine residues and one water ligand. Thus, it is interesting that such different structures can give rise to nearly identical
spectroscopic properties. It has been proposed that the square pyramidal distortion and axial methionine ligand of the CuM center
counteract the effects due to the strong hydroxide ligand, resulting in a ligand field that resembles the CuH site.4

Kinetic studies by Klinman and co-workers have revealed the molecular mechanism of PHM.99 Both electrons needed for
substrate hydroxylation can be stored on the enzyme, such that the electron on CuH can be transferred to the CuM at a rate
compatible with turnover. Substrate binding to the reduced enzyme follows an equilibrium-ordered mechanism, where substrate
binding precedes O2 binding to form the ternary complex. Next, O2 activation occurs to form a putative Cu(II)–O2

•− that performs
H-atom abstraction from the substrate to from a Cu(II)–OOH. These intermediates have been directly observed
crystallographically,102,103 and have also been inferred from kinetic studies,104 the chemistry of model complexes,3,105 and
ab initio calculations.106 The subsequent electron transfer steps are not entirely clear and have been the subject of debate. In one
proposed mechanism, homolytic OdO bond cleavage occurs to form HO•, which then combines with the substrate radical to from
the protein-bound hydroxylated product. Subsequent electron transfer from CuH reduces the Cu(II)–O• intermediate to
Cu(II)–OH. Alternatively, reductive, heterolytic OdO bond cleavage can occur to form water and a Cu(II)–O• that couples with
the substrate radical, resulting in a Cu-bound product. In either case, product dissociation from the enzyme is believed to be the
rate-determining step.4,99
3 Introduction to Polysaccharide Monooxygenases

In 2010, oxidative activity of chitin-binding protein 21 (CBP21) from Serratia marcescens was reported (SmLPMO10A), identifying a
new paradigm in polysaccharide degradation.7 Oxidative activity of related proteins in fungi were subsequently reported and
showed that these enzymes possess a mononuclear copper active site.107–109 Homologous enzymes have since been identified in
plants,110 and viruses,111 as well as insects, mollusks, algae, and arthropods.112 Archaea is the only domain of life for which a
putative homolog has not been identified. These enzymes are now known to be part of superfamily of enzymes known as
polysaccharide monooxygenases (PMOs) or lytic PMOs (LPMOs). Individual fungal genomes have been found to encode large
numbers of putative PMOs (>30), whereas bacterial genomes typically have far fewer (2–4).113 PMOs play important roles in
catabolism, specifically in cellulose and hemicellulose degradation, as PMOs are found in the genomes of plant detritivores
including filamentous fungi and many bacteria.114 PMOs are thought to work in concert with glycoside hydrolases (GHs) to
facilitate biomass degradation by providing new chain ends and disrupting substrate crystallinity to increase the accessibility of
hydrolytic enzymes.115 The resulting soluble products from polysaccharide degradation can be readily taken up and utilized,116

leading to an obvious role of PMOs in nutrition. PMOs have also been implicated in the virulence of pathogenic organisms,
endosymbiosis,117–119 and, most recently, development.112 Bacterial PMOs have been implicated in endosymbiotic relationships
with bark beetles, wood wasps, and bivalves to help these organisms break down recalcitrant polysaccharides.120–122 Viral PMOs,
that are part of the fusolin spindle protein family, in addition to a subset of bacterial PMOs, serve as a virulence factors. Activated
upon release from the crystalline spindle, these PMOs weaken the chitinous exoskeleton of insects to facilitate infection of
the host.118,123–125

http://firstglance.jmol.org/fg.htm?mol=1OPM
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3.1 PMO Classification

The European Bioinformatics Institute (EMBL-EBI) groups PMOs into two unique protein families (Pfams) under accession
numbers PF03067 and PF03443.126,127 From the EMBL database UniProt, there are >16,500 predicted PMO sequences with
>80 different annotated domain architectures (see Section 4.1). The carbohydrate active enzyme (CAZy) database is a comprehen-
sive resource for genomic and biochemical information for carbohydrate-active enzymes.113,128 CAZy currently classifies PMOs into
seven auxiliary activity (AA) families based on the amino acid sequence: AA9, AA10, AA11, AA13, AA14, AA15, and AA16 (Table 1).
The grouping of AA families also coincides with substrate specificity and taxonomic origin. A PMO-like family, X325, has recently
been discovered, but no polysaccharide substrates have yet been identified.128a Enzymes in five of these families (AA9, AA11, AA13,
AA14, and AA16) are found only in fungal organisms. The AA9 family is active on cellulose and/or hemicelluloses and is further
divided into four groups based on the oxidative regioselectivity129,130 (see Section 4.3): PMO1 (C1 oxidizing), PMO2 (C4
oxidizing), PMO3 (C1/C4 oxidizing), and PMO3� (C1 oxidizing). Chitin-, starch-, and xylan-active fungal PMOs belong to the
AA11, AA13, and AA14 families, respectively. The majority of AA11 and all AA14 PMOs are currently not found in either Pfam, as
they are not found by the hidden Markov model search by the Pfam database. AA13 is the only known family that can oxidize
a(1!4) glycosidic linkages found in starch. The AA16 family has recently been characterized as a cellulose-active class that is
phylogenetically distinct from AA9.131 While AA10 PMOs are predominately chitin-active enzymes of bacterial origin, this family
also contains chitin-active viral enzymes. In addition, there are also distinct clades of cellulose and xylan-active bacterial enzymes
within in the AA10 family.132 Discovery of the AA15 family expanded the phylogenic diversity of PMO-containing organisms to
arthropods, algae and oomycetes,112 and these enzymes are active on chitin or cellulose. One member of the X325 protein family
has been proposed to play a role in Cu acquisition during pathogenesis.132a Several nomenclature styles have been used to identify
specific PMOs. The general naming convention uses the first letter of the genus and species of the host organism, followed by either
AA and the family number or (L)PMO, and then a letter to identify the specific PMO when multiple PMOs are encoded in the
genome (e.g., NcAA9A for an AA9 PMO from Neurospora crassa). In this article, we will refer to specific PMOs as they are referenced
in the literature.

Sequence similarity networks (SSNs) are an instructive way to visualize bioinformatic analyses of large sets of protein
sequences133,134 and can be useful for understanding the functional diversity within the large PMO superfamily.135 SSNs group
proteins into clusters based on sequence similarity. An important parameter in analysis is the alignment value or threshold value
used to separate sequences. Based on the e-value from a pairwise BLAST analysis, a higher threshold is directly correlated with more
stringently defined clusters. When an appropriate threshold value is used to construct the SSN, each resulting cluster represents a
distinct group within the analyzed sequences and can provide insight into the origin, substrate specificity, and reaction mechanism
of the constituent enzymes. A SSN of all predicted PMOs shows numerous distinct clusters (Fig. 5). Each AA family has its own
cluster(s) within the SSN, indicating that this technique may be useful in identifying novel PMOs; it may be that some tight clusters
without biochemically-validated examples represent unique AA families. Additional bioinformatic analysis of AA9 sequences
showed these PMOs can be divided into 64 unique clusters.136 Although not every cluster could be associated with a distinctive
feature, unique clusters were identified that exhibit specific regioselectivity and taxonomy. Similarly, phylogenetic trees can be used
to depict the same bioinformatic information, but these can be more challenging to quickly interpret for large data sets.
A phylogenetic tree of PMOs shows distinct clades that correlate with AA family and polysaccharide substrate preference (Fig. 6).
Bioinformatic approaches will continue to be instrumental in the discovery of new PMO families and the identification of new
polysaccharide substrates.
3.2 Diversity of Polysaccharide Substrates

Polysaccharides are the most abundant and diverse class of biomolecules on Earth. Perhaps the most obvious role of carbohydrates
in Nature is as the primary currency in the carbon cycle. These complex biopolymers are comprised of various six- and five-
membered cyclic sugars linked by glycosidic bonds, and incorporate significantly more distinct monomeric units (i.e.,>40 hexoses,
Table 1 Substrate specificity and regioselectivity of PMO families.

Family Sub-family Substrate Regioselectivity Origin

AA9 PMO1 Cellulose C1 Fungi
PMO2 Cellulose C4 Fungi
PMO3 Cellulose, Hemicellulose C1/C4 Fungi
PMO3� Cellulose C1 Fungi

AA10 Chitin, Cellulose, Xylan C1, C4, C1/C4 Bacteria, Viruses
AA11 Chitin C1 Fungi
AA13 Amylose C1 Fungi
AA14 Xylan C1/C4 Fungi
AA15 Chitin, Cellulose C1 Arthropods
AA16 Cellulose C1 Fungi



Fig. 5 Sequence similarity network of PMOs. The SSN is comprised of sequences found in Pfams PF03067 and PF03443. Clusters are colored based on the
taxonomic origin. Clusters with characterized PMOs are labeled with the appropriate AA family and unique identifying characteristics (i.e., regioselectivity or
substrate preference). Soluble-substrate active PMOs form a tight cluster within C4 oxidizing AA9 PMOs (yellow circle). Since AA14 PMOs are not found in either
PF03067 or PF03443, they are not included in this SSN. The AA11 sequences have been manually added by including the 2000 most similar sequences through the
“Sequence BLAST” option in the EFI-EST software. The SNN was generated using EFI-EST software133 using an alignment score of 65 and was visualized in
Cytoscape.
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pentoses, and modified derivatives) than both proteins (20 amino acids) and DNA (4 nucleotide bases). The entire polysaccharide
make-up of an organism, termed the glycome, has been historically difficult to study, but is becoming increasingly important in
understanding fundamental biological processes, such as cell-cell communication.139 The diversity of polysaccharides is due to
numerous combinations of repeating sugar units with various motifs. Common homogenous polysaccharides include starch,
cellulose, and chitin. Since these carbohydrates are extremely stable and resistant to hydrolysis, they are used to provide structure
(e.g., cellulose and chitin) and store energy (e.g., starch). Polysaccharides decorate the outside of cells and can facilitate cell self-
recognition and signaling, as well as stabilize proteins and enhance their function in many organisms. Plant cell walls utilize a
complex matrix to provide structural support and to protect the intracellular environment. This matrix is composed of large
cellulose microfibers, hemicelluloses, mannans, pectins, lignin, and various proteins. Similarly, chitin is a major component of
arthropod exoskeletons and the fungal cell wall. These heterogeneous structures rely on the crystallinity and tensile strength of the
polymer to provide a protective external barrier for the organism.140,141

Degradation of polysaccharides is important in numerous cellular processes, including cell division, growth, and response to
harsh environmental stimuli.142 The recalcitrant nature of these polysaccharides provides a particularly important, but challenging,



Fig. 6 Phylogenetic tree of PMOs. Representative sequences from each AA family were selected from the CAZy database to show phylogenetic relationships
between families. Individual families are colored. The viral PMOs found in the AA10 family are colored purple. Sequences were aligned using ClustalOmega and the
phylogenetic tree was generated using PhyML137 and visualized with DrawTree in Phylogeny.fr.138
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landscape for enzymatic processes. In this regard, PMOs are a fascinating family of enzymes, not only for the reaction they catalyze,
but also because of the diversity of polysaccharides they can degrade. PMOs oxidize many different carbohydrates, and are not
strictly limited to crystalline substrates (Fig. 7). With the exception of starch, all known PMO substrates contain a b(1!4) linkage
that is oxidized either at the C1 or C4 position. This section describes the structures and properties of carbohydrates that are known
substrates of PMOs.

3.2.1 Cellulose
Cellulose is comprised of b(1!4) linked glucosyl units and is often found as a crystalline polymer. All organisms in the kingdom
viridiplantae use this polymer as the primary cell wall constituent, while some larger organisms also use it to support tissues.144

Cellulose is naturally found in plants in microfibril-like bundles of cellulose I.145 Cellulose naturally occurs in two polymorphs,
cellulose Ia and Ib, which are primarily found in bacteria and plants, respectively, although both forms can be found in these
organisms.146,147 Both polymorphs consist of chains that are stacked in parallel bundles. The Ia form contains sheets that are
directly stacked on top of each other, whereas the Ib from has stacked sheets that are offset between alternating layers.148–150

Hydrogen bonds form between intra-layer chains in both cellulose Ia and Ib, but only van der Waals contacts occur between sheets.
For industrial applications of cellulose degradation, cellulose I is treated with either sodium hydroxide or liquid ammonia to
produce non-natural cellulose II and cellulose III,151 respectively. Cellulose III can also be produced by treating cellulose II with
liquid ammonia. Cellulose II contains antiparallel bundles of cellulose chains that are stacked, whereas cellulose III forms more
staggered layers and does not pack as tightly as cellulose I. While cellulose II and III contain more inter-sheet hydrogen bonds than
cellulose I, they are generally more amenable to GH degradation.152 A fourth, non-naturally-occurring polymorph, cellulose IV, can
be produced from cellulose III by high temperature treatment in glycerol.153,154 While this form has not been extensively
characterized, it appears to share many similarities with cellulose Ib.155,156 The most common forms of cellulose used in
biochemical assays are Avicel and phosphoric acid swollen cellulose (PASC). Avicel is a common, commercially-available form
ofmicrocrystalline cellulose that has been purified fromwood and acid treated. In this way, the amorphous regions of bulk cellulose
have been hydrolyzed, forming small crystalline particles that closely resemble cellulose Ia. PASC is prepared by treating Avicel with
phosphoric acid to swell the material and disrupt tiny crystallites, thereby increasing enzyme accessibility.

3.2.2 Hemicellulose
Hemicelluloses are a highly heterogeneous group of polysaccharides157 that are comprised of various carbohydrates, including
xyloglucans, xylans, and glucomannans.158,159 These non-crystalline polysaccharides contain primarily b(1!4) backbone linkages.
Hemicelluloses play a role in signaling during plant growth, particularly when the cell wall needs to be expanded.160



Fig. 7 Known polysaccharide substrates of PMOs. Chemical structure and schematic representation of known polysaccharide substrates of PMOs. Symbols in the
schematic representation are based on recommendations from Essentials of Glycobiology.143 For the schematic of xyloglucan, G-, X-, L-, and F-type monomeric
units are shown, where G is glucose, X is glucose with a linkage to xylose, and L and F represent a galactose unit on the xylose in which the R1 substituent
represents either a H or a fucose sugar, respectively. For xyloglucan and glucomannan, representative examples are depicted; the specific pattern of the
interspersed glucose units can vary. For all polysaccharides shown, R represents the repeating unit or the end of the carbohydrate chain (R¼H).
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Hemiceulluloses also improve cell wall flexibility and can serve as crosslinks between cellulose microfibrils.161 PMO activity on
these polymers likely serves as another way in which polysaccharides can be modified to increase the efficiency of hydrolases.

Xyloglucans are the most abundant form of hemicellulose. The backbone of xyloglucan is comprised of repeating glucosyl units;
several of the glucose (G) rings are attached to xylose (X) through a b(1!2) linkage.162,163 Xyloglucans are classified by the
repeating pattern of the sugars, with XXGG, XGXG, and XXXG as the most common patterns.164,165 The xylose units may be further
connected to other sugars like fucose or galactose. Xylans are the most abundant non-cellulosic oligosaccharide present in plant cell
walls. Xylans are heterogeneous polymers of b(1!4) linked xylose that are stochastically decorated with a-glucuronic acids,
a-arabinofuranose, and acetyl groups. Xylan modified with ferulic acid can also be cross-linked with lignin. Glucomannans are
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b(1!4) linked mannose residues with randomly interspersed glucosyl units.166 These may be further decorated by b(1!6)
branching with glucose, galactose, or mannose (Fig. 7). Similar to xylans, glucomannans are often partially acetylated. Mixed-
linkage b-glucans are comprised of glucose units linked with alternating b(1!3) and b(1!4) glycosidic bonds.167,168 Unlike the
linear backbones of other hemicelluloses, this class of oligosaccharides exhibits a bent geometry. It has been suggested that mixed-
linked glucans play a role in cell expansion during the development of certain plants.169

3.2.3 Chitin
Chitin, the second most abundant polysaccharide, is a linear polymer comprised of N-acetyl-D-glucosamine units linked through
b(1!4) glycosidic bonds. If the residues on the chain are not N-acetylated, then the polysaccharide is referred to as chitosan.170,171

As the range of deacetylated residues is quite large (20–100%), chitosan represents a large class of polysaccharides.172 Chitin is
found in the shells of many animals including crustaceans, insects, and other arthropods, as well as the cell walls of fungi.173 Similar
to cellulose, the linear polymer packs to form a tight crystalline microstructure, thereby providing structure and protection. Chitin
itself is polymorphic and can be grouped into three different forms: alpha, beta, and gamma. Alpha chitin is found in the exterior
shells of arthropods, sponges, and fungi.174–176 Strands of alpha chitin are arranged in an antiparallel manner. It is the most stable
form of chitin and is thought to have the most inter-sheet hydrogen bonding contacts.170,177 Beta chitin, which is found in squid,176

is made up of parallel chitin strands and does not have as many hydrogen bonds as crystalline forms of chitin. Found in fungi,
gamma chitin is comprised of two parallel strands with alternating antiparallel strands. Given the structural similarity, this may just
be a variant of alpha chitin.175,176

3.2.4 Starch
Since starch induces negligible osmotic pressure, it is advantageous for organisms to store glucose in this form. To date, starch-active
PMOs have only been shown to be active on two types of starch: amylose and amylopectin. Both of these polysaccharides have
repeating units of a(1!4) linked glucose, but amylopectin also contains repeating branch points at the C6 carbon of the amylose
chain.178–181 Plant-based starch is generally comprised of 15–35% amylose and 65–85% amylopectin.181,182 Amylose is a
crystalline helical bundle tightly packed in a double helix;183–185 small molecules, such as lipids, may be present in the central
cavity of the helix. Amylopectin is an amorphous branched a(1!4) linked glucose polymer with dispersed a(1!6) linkages to
other starch chains.
3.3 Methods to Characterize PMO Activity

An intrinsic challenge in studying the reactivity of PMOs is the insolubility of polysaccharide substrates. Advanced imaging
techniques, such as scanning electron microscopy (SEM) and atomic force microscopy (AFM), have observed gross changes in
the morphology of the polysaccharide nanostructure.186–188 Imaging techniques including synchrotron-based UV imaging and
infrared spectroscopy, which monitor real-time interactions between a PMO and its polysaccharide substrate, as well as SEM and
AFM measurements, have provided insight into the physiological action of these enzymes on recalcitrant polysachcarides.189–191

In addition, insoluble substrates interfere withmany spectrophotometric and chromatography-based analyses and limit catalysis
monitoring to the detection of soluble oxidized products. To address the limitation of detectable products, insoluble polysaccha-
rides may be hydrolyzed prior to analysis for complete quantification. However, this prevents observing the natural distribution of
soluble oxidized products of varying length. The most routine method to study PMO activity is product analysis by high-
performance anion exchange chromatography with pulsed amperometric detection (HPAEC-PAD). This enables the direct com-
parison of substrate and products with known standards. If standards are not commercially available, they can be generated through
chemical oxidation of known oligosaccharides.108 Alternatively, mass spectrometry (MS) based methodologies can be used to
determine regioselectivity. Lithium-doped samples are frequently analyzed using matrix-assisted laser desorption/ionization time-
of-flight (MALDI-TOF) MS to corroborate HPAEC-PAD data. Oxygen reduction activity of PMOs is frequently monitored using
enzyme-coupled assays with a fluoro- or chromo-genic peroxidase substrate.192 Other characterization methods that have been
reported include: O2 consumption assays using an electrochemical detector,193,194 FRET,195 redox titrations,196 isothermal titration
calorimetry,197 and cyclic voltammetry.198 NMR has been helpful in determining the identity of oxidized products.199 In
industrially-focused investigations, synergistic activity with hydrolytic enzymes has also been studied to optimize biomass degra-
dation cocktails.200–202 Since active site intermediates are transient, both computational methods and small molecule bio-inorganic
mimics are frequently employed to better understand active site chemistry (see Section 5).

Spectroscopic techniques are commonly employed to probe the geometric and electronic environment of the PMO copper active
site. The d9 configuration of the Cu(II) ion, which has a single unpaired electron, is amenable to EPR spectroscopy (see
Section 2.1.2). This technique has been used to extensively study the Cu(II) form of the enzyme and elucidate changes in the
coordination environment of the copper center upon substrate binding.203 Moreover, insoluble substrates do not interfere with
EPR, making this an advantageous technique to understand the Cu(II) active site. X-ray absorption spectroscopy (XAS) (see Sections
2.1.1, 2.2, and 2.2.2) has also been employed to understand the geometry and electronic structure of the PMO active site.204,205 One
pitfall of this method is that the Cu(II) center is susceptible to photo-reduction by the X-ray beam. Since these spectroscopic
properties are dependent on oxidation state, it can be difficult to interpret data and make unequivocal assignments, as the data may
reflect heterogeneous mixtures of the Cu(I) and Cu(II) forms of the enzyme.
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Determination of structures for every AA family has been accomplished with the exception of the AA16 family (see Section 4.2.).
These structures have provided insight into the overall tertiary and active site structure of PMOs; they have also revealed the
molecular details of substrate binding and protein-protein interactions (see Section 4.3). NMR has been successfully employed to
determine a solution structure of a PMO and to map binding interactions with substrate and cellobiose dehydrogenase
(CDH).197,206

New chemical tools are being developed that provide faster ways to study PMO reactivity. Specifically, methods that enable
multiplexing or high-throughput screening are of interest, particularly those that utilize fluorogenic- and chromogenic-based
methods. Glycan arrays are promising technologies that will aid in the determination of polysaccharide specificity and potentially
identify new polysaccharide substrates.207,208 In the absence of a polysaccharide substrate, the Cu(I) PMO reacts with H2O2 and
subsequently oxidizes 2,6-dimethoxyphenol to form the colored product coerulignone.209 This assay not only aids in the
identification and purification of PMOs, but can also be used to monitor enzyme activity. Alternatively, strategies that label C1
oxidized sites on insoluble substrates210 or soluble oxidized products211 have been employed to identify products from PMO
reactivity, thereby increasing the rate of product identification and quantification and simplifying data analysis. A related method
non-reductively labels C4 oxidized products with 2-aminobenzamide and these products are identified by reversed-phase high
performance liquid chromatography using a UV-vis detector coupled with electron spray ionization mass spectrometry (ESI-MS).212

This method removes the mobile phase buffer required for HPAEC-PAD and enables in-line detection of soluble C4 oxidized
products.
4 Structure of PMOs

In this section, the overall structure and domain architecture of PMOs are discussed. The understanding of PMO-polysaccharide
binding contacts and the formation of the active site oxidant are discussed in terms of conveying regioselective oxidation of the
glycosidic bond.
4.1 Domain Architecture of PMOs

PMOs are globular proteins that have a central b-sandwich fold with loops and helices that contain the active site and provide
contacts for substrate binding. This structure is similar to the fibronectin III (FNIII) fold and, by extension, immunoglobulin
domains. PMOs are targeted for secretion into the extracellular space via a cleavable N-terminal signal peptide, where the fold of the
protein and post-translational glycosylation provides overall stability of the enzyme. While PMOs are often thought to freely diffuse
in the extracellular space, bioinformatics analysis has identified some PMO sequences with glycosylphosphatidylinositol (GPI)
anchors, which fuse the enzyme to the cell wall.131 The domain architecture of PMOs is highly modular, ranging from single
catalytic domains (most common) to large multi-domain polypeptides (Fig. 8). These proteins are active as monomers with only a
single mononuclear copper center and no other redox cofactors in the protein, making PMOs distinct from other copper-containing
monooxygenases.

The next most common architecture consists of a catalytic domain and a C-terminally fused carbohydrate binding module
(CBM) or another type of polysaccharide-binding domain (e.g., WSC or GbpA domain). The presence of these domains can help
guide substrate identification. For example, starch-active fungal PMOs were discovered, in part, by identifying the starch-specific
CBM20 domain.115,213 Functional differences between single domain PMOs and CBM-containing PMOs are apparent from
extensive biochemical analysis. While it appears that single domain PMOs have evolved to efficiently bind polysaccharide sub-
strates, the non-catalytic CBM domains increase polysaccharide binding affinity and specificity.214–216 Several studies have
demonstrated that a CBM assists catalytic efficiency by conferring polysaccharide specificity and enhancing binding affinity.217–220
Fig. 8 Representative modular domain architectures of PMOs. The N-terminal signal peptide (SP, orange) is cleaved to generate a free amine and His1 of the
catalytic PMO domain (teal). A variety of different carbohydrate-binding module (CBM, purple) families may be appended to PMOs and include CBM1 (chitin specific),
CBM2 (cellulose, chitin, or xylan binding), CBM5/12 (chitin specific), CBM14 (chitin specific), CBM19 (chitin specific) and CBM20 (starch specific). Domain
architectures are not drawn to scale and linker sequences (black lines) vary in length.
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The removal of native CBMs significantly impairs polysaccharide binding.217,221,222 These fused domains may also help protect the
enzyme from inactivation. Since the catalytic cycle likely proceeds through a highly reactive oxidizing intermediate, enhanced
substrate affinity can limit enzyme inactivation by protecting the active site. The presence of a CBM often alters the product
distribution and produces oxidized products of shorter length, suggesting that CBMs may have a role in targeting the crystalline
polysaccharide lattice and increasing the binding interaction between the PMO and specific regions of the lattice. Therefore, it is
likely that single domain PMOs and PMOs containing at least one polysaccharide-binding domain have evolved for distinct roles in
polysaccharide degradation.

PMOs in the PF03067 Pfam are commonly associated with FNIII domains, which are typically located on the C-terminus of the
AA10 catalytic domain. Some PMOs have multiple FNIII domains that are often followed by a C-terminal CBM, but other
architectures lack a CBM. It has been shown that FNIII domains connected to glycosyl hydrolases help modify the crystalline
surface of polysaccharides, facilitating hydrolytic activity.223,224 Thus, FNIII domains may serve a similar role when fused to PMO
catalytic domains, although removal of these domains has not altered catalytic activity or substrate binding.221,225,226 Other, less
frequently encountered domains identified in the polypeptide sequence with either fungal or bacterial PMO catalytic domains
include: glycoside hydrolases (GH), polycystic kidney disease (PKD) domains, extracellular membrane protein CFEM domains,
cytochrome b domains, short chain dehydrogenase domains, and dopamine b-monooxygenase (DbM) N-terminal domains
(DOMON). DOMON domains are capable of binding heme, which may serve as an electron source for PMOs, analogous to
their role in DbM catalysis. The biochemical characterization of PMOs with these domain architectures and their functional
relevance has yet to be reported.
4.2 Active Site Contributions to Reactivity

PMOs contain a N-terminal signal peptide that targets the enzyme for secretion, and subsequent cleavage yields the N-terminal
histidine residue required for activity. All PMOs bind the active site copper ion through a unique histidine brace motif in a planar
T-shape, leaving an open coordination site for co-substrate binding (Fig. 9).227 The brace consists of two histidines in a trans
arrangement and the N-terminal amine. The first histidine residue in the canonical sequence serves as a bidentate ligand, where the
N-terminal amine and His1-Nd coordinate to the copper center. Consequently, the binding affinity for Cu(II) is very tight, with a KD

typically in the low nanomolar range (0.8–62.5 nM).206,219,228–232

Early studies identified differences in both the primary and secondary copper coordination spheres of bacterial and fungal
PMOs.107,228,233 This may reflect differences in reactivity, substrate specificity, and potentially the active site oxidant. The His1 is Ne-
methylated in nearly all fungal PMOs, whereas bacterial PMOs lack this post-translational modification (PTM). Since the histidine
brace is central to the oxidative activity of the enzyme, the copper coordination chemistry has been intensely studied. There have
been conflicting reports on the protonation state of the N-terminal amine, which impacts the accessibility of various oxidizing
intermediates (see Section 5.4).234–236 The role of histidine methylation, which is likely significant for PMO function, is also
debated. The electron donating nature of the methyl group could increase electron density on the copper, thereby tuning
co-substrate binding at the metal center and modulating enzyme reactivity.206 Indeed, histidine methylation (Ne or Nd) increases
H2O2 production in amyloid-b peptides,237 and increases reactivity of de novo designed copper nitrite reductase peptides.238

Conversely, computational studies suggest that this PTM has little influence on PMO reactivity.239 It is possible that methylation
helps lock the His brace into one tautomeric form, thereby increasing rigidy.227 Experimental studies indicate that His methylation
has little influence on PMO reactivity and was proposed to help protect the PMO from inactivation by •OH.240 Although the effect
Fig. 9 Overall fold and active site structure of PMO families. All PMO families coordinate a copper center through a conserved histidine brace motif. Methylation of
His1 is observed in AA9 and AA13 structures. All natively expressed fungal PMOs likely contain this post-translational modification. While the AA14 PMO structure
was obtained without copper, the metal center is still required for activity. A representative structure for the AA16 family has not yet been reported. Reproduced with
permission from, Tandrup, T.; Frandsen, K.E.H.; Johansen, K.S.; Berrin, J.-G.; Lo Leggio, L. Recent Insights Into Lytic Polysaccharide Monooxygenases (LPMOs).
Biochem. Soc. Trans. 2018, 46, 1431–1447.
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ofN-methylation remains ambiguous, the significant question that remains unresolved is why this PTM is absent in bacterial PMOs,
but present in all fungal PMOs.

Fungal PMOs have a tyrosine (Tyr) residue located in close proximity to the copper center, axial to the histidine brace.
Conversely, most bacterial PMOs, including the AA10 family, have a phenylalanine (Phe) in this position, although a subset of
cellulose-active bacterial PMOs have an axial Tyr. Structures of AA9 PMOs indicate this Tyr is often too far away to directly
coordinate, but it may be sufficiently close in AA13241 and AA15112 structures. However, there are substantially fewer structures for
these families, so this may not be a general phenomenon. Cautious interpretation of bond lengths surrounding the active site is
necessary because the enzyme can potentially be photo-reduced during data collection, and Cu(I) and Cu(II) have different
coordination preferences. Since the EPR spectra of AA14 and AA9 PMOs are quite similar, it is likely that the active sites of these
enzymes are quite similar. The neutral axial tyrosine plays a key role in PMO reactivity by tuning the electronic structure of the active
site and influencing O2 reduction activity.242 Conversely, bacterial PMOs with a native Phe exhibit extremely low O2 reduction
activity; mutations of native Tyr residues to Phe also decrease O2 reduction activity.225,243 These findings suggest that the tyrosine
influences the kinetically and thermodynamically challenging step of O2 reduction at the copper active site. In AA9 PMOs, this Tyr
and nearby electron wire comprised of aromatic residues have been proposed to serve as a means of protecting the protein from
oxidative damage from catalytic intermediates243a (see Section 5.5).

An extensive hydrogen bonding network in the secondary coordination sphere also influences PMO activity.244,245 The number
of hydrogen bonding residues varies with AA family, and has been partially attributed to the presence (or absence) of the axial
Tyr.246 Perturbation of this network diminishes the activity of the enzyme.244,245,247 Of particular interest is a conserved Gln (or Glu
in some PMOs) that occupies a similar position in proximity to the active site in all PMOs.248 Mutation of the glutamine led to the
release of O2

•− and a decrease in product formation, suggesting that this residue stabilizes a Cu-superoxo intermediate.245

Additionally, this residue could provide the protons necessary to reduce oxygen to hydrogen peroxide.235,245 While chitin-active
bacterial PMOs do not have this H-bonding network,130 the conserved glutamate (Glu) is located in a similar position and may
hydrogen bond with an active site water molecule. Molecular dynamics (MD) simulations suggest the Glu serves as a gate,
controlling co-substrate access to the active site.249 This subtle difference in the second coordination sphere of PMOs may point
to differences in co-substrate reactivity and the molecular mechanisms between families of PMOs (see Section 5).
4.3 Substrate Binding and Regioselective Oxidation

Both the solvent-exposed active site and the substrate-binding surface vary among PMO families. AA9, AA10, and AA11 PMOs have
a relatively flat substrate-binding surface that is ideal for the active site to interact with the crystalline lattice of cellulose or chitin.
Conversely, AA15 PMOs do not have a flat polysaccharide-binding surface, although they are active on chitin and cellulose. Instead,
a b-tongue-like motif extends between two loops with a surface-exposed Tyr residue that could be involved in substrate binding.
While this is a unique structural motif within the PMO superfamily, the sequence that comprises this protrusion is not strictly
conserved across the family and thus may not be a representative characteristic of all AA15 PMOs. Nonetheless, the relevance of this
motif and functional significance in substrate recognition and binding is of interest. The AA13 family also has a distinct binding
surface compared to cellulose and chitin active PMOs. The AA13 family has a groove in the substrate binding surface that conforms
to the helical starch substrate amylose, and is thought to help confer substrate specificity.241,250 The structure of a protein, LaX325
(UniProtKB A0A4P9I8G4, PDB 6IBI), from the X325 family has also been reported. While sharing an overall similar fold to PMOs,
X325 proteins possess an axial Asp ligand at the Cu and lack a flat polysaccharide binding surface.128a

A limited number of PMO structures have been reported with a soluble polysaccharide substrate bound at the active site. While
these static structures represent thermodynamically favorable conformations of the PMOs and do not capture the dynamic
flexibility of the protein, they do provide insight into enzyme-substrate contacts. LsAA9A (UniProtKB A0A0S2GKZ1) is the only
PMO for which structures have been obtained with bound oligosaccharide substrates: xylose, glucomannan, or cellulose.195,251

These structures suggest that the co-substrate coordination site, and perhaps the chemical mechanism, is dependent on the identity
of the polysaccharide substrate. Crystal structures with bound cellohexaose suggest that the most likely position for the co-substrate
(O2 or H2O2) to bind is in the equatorial plane, trans to the N-terminal amine (PDB 5ACI, 5NLS). A structure of a similar PMO,
NcPMO-2 (UniProtKB Q8WZQ2, PDB 5TKF), contains density consistent with a reduced O2 adduct in the equatorial plane in the
absence of substrate. The equatorial positioning of the co-substrate suggests that the OdO bond would need to be cleaved in order
to generate an active site oxidant (i.e., Cu-oxyl) with the spatial orientation necessary for hydrogen atom abstraction (HAA).236

In contrast to the cellulose-bound structure, structures with bound oligo-xylose exhibit a distortion in the polysaccharide chain,
which forces axial coordination of the co-substrate (PDB 5NLO).251 In this orientation, a Cu/O2 adduct with an intact OdO bond
(i.e., Cu-superoxo or Cu-peroxo) has the appropriate spatial positioning to abstract a hydrogen atom from xylose. In the absence of
substrate, reduced O2 species have been observed crystallographically in the axial position (PDB 4EIR), indicating the feasibility of
O2 reduction in this coordination mode. A computational study has suggested that molecular oxygen can bind in the axial position
and found the most favorable oxidant is a species with a cleaved OdO bond (i.e., Cu-oxyl, see Section 5.4.4).239 Experimental
biochemical evidence will help resolve the differences in substrate positioning between computational studies and crystal structures.

Contacts between the polysaccharide substrate and PMO at the substrate-binding interface confer regioselectivity in substrate
oxidation.129,243,252,253 Since the core fold of PMOs is conserved, the loops on the substrate-binding surface are primarily
responsible for substrate recognition and binding, and, by extension, oxidation regioselectivity. MD simulations, using elastic
network models, show that these loops are flexible,254 and the movements vary among AA families. For example, the molecular
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Fig. 10 Representative tertiary structure of an AA9 PMO. The illustrated structure is LsAA9A in complex with cellohexaose (PDB 5ACI). Loops that are important to
oxidative regioselectivity are labeled: LC (blue), L3 (green), L2 (red).

Glycosidic Bond Oxidation: The Structure, Function, and Mechanism of Polysaccharide Monooxygenases 19
motions of AA10 PMOs differ from those of fungal AA9 and AA11 PMOs. In general, these loops contain hydrogen bonding
residues (e.g., asparagine and glycosylated asparagine) and aromatic residues (e.g., tyrosine and tryptophan) that can participate in
carbohydrate stacking interactions with the polysaccharide substrate. Deletion or insertion of loops in fungal PMOs first indicated
that these structures play a key role in regioselectivity of substrate oxidation. In particular, the L2 loop is important for regioselec-
tivity in both bacterial and fungal PMOs (Fig. 10). 243,252 Mutations along the LC and L3 loops demonstrate that these regions
confer some control over regioselectivity.252 However, mutations on the substrate-binding surface of SmLPMO10A (UniProtKB
O83009) did not alter regioselectivity, but had a significant impact on overall substrate conversion.255 Ultimately, these residues,
which are distant from the active site, have a profound effect on the positioning of the glycosidic bond with respect to the oxidizing
intermediate.129,243,252,253

Regioselective C1 or C4 hydroxylation of the polysaccharide substrate is achieved by positioning the glycosidic bond in
proximity of a reactive Cu/O2 based oxidant resulting from the activation of the co-substrate (O2 or H2O2) (see Section 5.4).
Hydroxylation of the C1 or C4 position of the glycosidic linkage generates an inherently unstable hemiketal intermediate that
spontaneously eliminates to generate unique regiospecific oxidized products. C1 hydroxylation results in the formation of
aldonolactone products, which subsequently hydrolyze to form aldonic acids, while C4 hydroxylation yields 4-ketoaldoses and
the hydrated gem-diol as products (Fig. 11).7,108,256 Oxidation of the C6 position in non-branched cellodextrins has also been
observed.199 While most chitin-active PMOs form C1 oxidized products, some can generate both C1 and C4 oxidized products.229

Table 1 shows the CdH regioselectivity for each PMO family. The AA9 family contains three subclasses based on the primary
sequence that are categorized by regioselectivity: PMO1, PMO2 and PMO3, which are C1, C4, and C1/C4 oxidizing enzymes,
respectively. In the PMO3 subclass, there is a distinct subset of PMOs, denoted as PMO3�, that only oxidize the C1 position. Starch-
active PMOs (AA13) only oxidize the C1 position of a(1!4) linkages. Although a(1!6) linkages are present in amylopectin, it
seems unlikely that the PMO can position this branch point in the active site for hydroxylation.

The observed regioselective oxidation of hemicelluloses is more complicated than homogeneous substrates. With the exception
of xylan, these polysaccharides are hydroxylated at unmodified glucose residues in the backbone that are connected through
b(1!4) linkages. As in the case of other substrates, the L3 loop has been implicated in hemicellulose recognition based on crystal
structures ofNcPMO9C (UniProtKB Q7SHI8, PDB 4D7V, 4D7U). However, the hemicellulose-active PMO GtLPMO9A-2 (GenBank
BAV57612.1) lacks this loop and, unlike NcPMO9C, can cleave any position of xyloglucans, suggesting this loop may help confer
selectivity for the XG motif.257 Although the AA14 active site is not flat, it contains a clamp comprised of two loops, corresponding
to the L2 and L3 loops in other PMOs, that likely enhances binding to the xylan substate.258 As the only characterized AA14, PcAA14
is active on xylans, but only if the xylose chain is linked to cellulose. In addition to cellulose,NcAA9C hydroxylates xyloglucans with
XGXG and XXXG motifs at the C4 position to give XXXG–OH or XG–OH. This PMO oxidizes any unsubstituted glucose unit in the
xyloglycan backbone, regardless of the surrounding substitution pattern. PaLPMO9H (UniProtKB B2ADG1) andGtLPMO9A-2 both
have similar activity and can hydroxylate substrates at both the C1 and C4 positions.257 GtLPMO9A-2 is also active on XXXG and
XXGG type xyloglycans, oxidizing any position along the backbone.257

Although NcAA9C is active on glucomannans, it does not oxidize pure oligo-mannan substrates. The product profiles from
glucomannan oxidation indicate that the enzyme can only cleave b(1!4) glucose linkages.207 Similarly, both LsAA9A and CvAA9A
(GenBank AST24379.1) exhibit low activity when cleaving glucomannans at the mannose residues, but no activity is observed with
pure mannose. LsAA9A and CvAA9A oxidatively cleave mixed-linkage glucans and glucomannan,251 but these PMOs only modify
the b(1!4) sites. These results suggest that PMOs have some promiscuity in substrate recognition, enabling other substrates to be
cleaved. Overall, these observations are consistent for many AA9 PMOs that are active on both cellulose and various hemicelluloses,
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Fig. 11 Regioselective oxidation of polysaccharide substrates. Hydroxylation of the C1–H or C4–H (black filled O-atom) and subsequent nonenzymatic elimination
of the glycosidic bond forms aldonolactone and 4-ketoaldose products, respectively. Aldonolactones and 4-ketoaldose products can hydrate to form aldonic acids
and gem-diols, respectively. R ¼ glycosyl unit.
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suggesting that they may serve a more general purpose, namely to increase the accessibility of hydrolases, the workhorses of
cellulolytic degradation.

NcAA13 (UniProtKB Q7SCE9), the first PMO discovered to oxidize starch, has a C-terminal starch-specific carbohydrate binding
domain (CBM20) and oxidizes amylose, amylopectin, and cornstarch.213 Other characterized AA13 PMOs do not yield detectable
oxidized products when incubated with amylopectin or cornstarch, which primarily consists of amylopectin.241,259 Therefore, it
seems that PMO-mediated starch degradation is specific to crystalline amylose. The enzyme creates new chain ends on the helical
bundle for exo-amylases, facilitating the synergistic degradation of amylose into soluble glucose fragments. Branching in the
amylopectin substrate may prevent the detection of soluble fragments, or may inhibit the enzyme. De-branching enzymes that
hydrolyze both a(1!4) and a(1!6) linkages likely work synergistically with AA13 PMOs to degrade starch.260 Indeed, two AA13
PMOs (NcAA13 andMtAA13 [UniprotKB G2QP40]) show�100-fold more soluble products when incubated with amylose, relative
to amylopectin or cornstarch.261
5 Catalytic Mechanism of PMOs

PMOs are isolated in the Cu(II) oxidation state, exhibiting EPR-derived g values (gx � gy ¼ 2.02–2.05 < gz ¼ 2.25) that are
consistent with mononuclear type 2 copper species (see Section 2.3.2).262 The metal center exhibits trigonal bipyramidal or
distorted square pyramidal geometry in almost all AA10 PMOs, whereas fungal PMOs adopt an elongated octahedral geometry.
Neither co-substrate (O2 or H2O2) reacts productively with the oxidized form of the enzyme. Reduction of the PMO active site is an
absolute requirement for catalysis and also increases the binding affinity for the polysaccharide substrate (KD �1 mM to
�200 mM).193,263 Initial reduction of the active site is rapid (faster than enzyme turnover). Upon reduction, the coordination
geometry of the copper active site changes, elongating the CudTyr bond (if present)204,239,264 and releasing water/hydroxide
ligands, to give a 3-coordinate T-shaped Cu(I) center.231,265 This geometry leaves an open equatorial coordination site for
co-substrate binding, giving the expected square planar geometry for a Cu(I) center (see Section 2.1.1). This coordination change
is a driving force for the increase in polysaccharide binding affinity. Occupancy of the polysaccharide substrate at the active site is
important to maximize productive turnover and minimize the decoupling of O2 reduction and substrate oxidation, which can lead
to oxidative inactivation of the enzyme.266,267 Binding of the polysaccharide and co-substrate (O2 or H2O2) forms the ternary
enzyme complex, which serves as the key intermediate from which all mechanistic pathways emanate.193,268

Initial 18O2-labeling studies with bacterial and fungal PMOs confirmed the monooxygenase activity of these proteins.7,108 Upon
reduction of 18O2, one

18O-atom was incorporated into the polysaccharide substrate and led to cleavage of the glycosidic bond.
In light of PMO reactivity with H2O2, these experiments could instead generate H2

18O2 in situ, followed by 18O incorporation into
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Fig. 12 General chemical mechanism of PMOs. PMOs begin in the Cu(II) resting state (green box). Reduction to Cu(I) increases polysaccharide (RH) binding affinity
and enables co-substrate reactivity. Binding of O2 to Cu(I) PMO forms the Cu-superoxo intermediate. Following prototypical copper monooxygenase reactivity (blue
box), the Cu-superoxo performs hydrogen atom abstraction (HAA). The two electron, reductive heterolytic cleavage of the Cu-superoxo (outer oval) generates a Cu(II)-
oxyl (purple box), which can perform HAA. Peroxide reactivity (gray oval) can proceed through two mechanistic routes to generate the Cu(II)-oxyl. H2O2 reactivity with
Cu(I) is reminiscent of Fenton chemistry (upper route) and can generate the Cu(II)-oxyl, but is also prone to off-pathway oxidations (orange box). H2O2 reactivity can
also proceed through a Cu(I)–OOH intermediate (lower route). Reproduced with permission from, Hangasky, J.A.; Detomasi, T.C.; Marletta, M.A. Glycosidic Bond
Hydroxylation by Polysaccharide Monooxygenases. Trends Chem. 2019, 1, 198–209.
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the substrate. H2
18O2 labeling studies indicated that only 18O is incorporated into the oxidized products, even in the presence of

16O2.
266 However, reaction mixtures were analyzed after only 4 min and contained a low, “priming” amount of reductant (10 mM);

these constraints could have limited the ability of 16O2 to react in these experiments. The exact identity of the intermediate
responsible for hydrogen atom abstraction (HAA) is not known. The potential catalytic mechanisms involving O2 and H2O2 give
rise to several distinct possibilities (Fig. 12).269 Reactions involving H2O2 require the Cu(I) form of the enzyme, analogous to
Fenton chemistry with iron,270 and likely generates a Cu-oxyl intermediate that performs HAA. Conversely, two predominant
oxygenase mechanisms have emerged that differ in the identity of the oxidant, as well and the oxidation state in the initial and final
forms of the enzyme.269 In the first mechanism, which is drawn from previous studies of copper monooxygenase activity (see
Section 2.3.3), the enzyme starts and ends in the Cu(II) form, and HAA occurs prior to scission of the OdO bond. The second
proposed mechanism enters the catalytic cycle after reduction by one electron. Subsequent delivery of two electrons and two
protons cleaves the OdO bond and yields a Cu-oxyl as the HAA species. In this case, each catalytic cycle regenerates the Cu(I) form
of the enzyme. If this second mechanism were operative, it is likely that H2O2 reactivity serves as a shunt for oxygenase activity,
circumventing the need for additional reducing equivalents.

A number of studies have reported pH-dependent activity of PMOs, demonstrating that optimal activity typically occurs between
pH 6 and 8, but decreases below pH 6. The pKa of histidine (pKa ¼ 6.00) and carboxylate sidechains (pKa ¼ 3.65–4.25) fall within
this pH range, suggesting that decreased activity may reflect the protonation of one of these key residues. Similarly, pH-dependent
rotation of a copper-coordinating His has been observed crystallographically, suggesting that altered ligand coordination at the
copper center may be responsible for loss in activity at low pH.271 At low pH, substrate binding rotates the His back into in the
equatorial plane to coordinate the copper, yet the enzyme remains inactive,193,271 suggesting that other factors influence activity.
In light of reactivity with H2O2, pH activity profiles should be revisited using H2O2 to distinguish pH-dependent O2 reduction from
H2O2-mediated glycosidic bond hydroxylation. While the most common reductant used in biochemical PMO assays is ascorbic
acid, other reductants, such as gallic acid and cysteine, are increasingly being used due to their stability and limited reactivity with
O2.

188,272 The reduction potential of the chosen reducing agent and the pH of the assay are important factors when choosing
reductants, given that the reduction potential of most small molecules is pH dependent (�60 mV per pH unit, assuming Nernstian
behavior for a reversible one-electron transfer). This is a direct consequence of changes in the hydronium ion concentration and a
change in the conjugate acid/base stability of the reductant.273
5.1 Details of O2 Reactivity

Upon reduction of the active site to Cu(I), O2 binds to the copper and the affinity for the polysaccharide substrate increases.
Detailed steady-state kinetic studies indicated that random-sequential binding of O2 and the polysaccharide substrate (RH) form a
ternary enzyme complex: RH Cu(II)–O2

•−.193,204 It is likely that O2 initially binds to the copper in an Z1 fashion (i.e., end-on) and
the Cu(II)–O2

•− is stabilized by a conserved glutamine in fungal PMOs.245 Formation and stabilization of this intermediate is
known for AA10 PMOs. Crystal structures of fungal PMOs with bound cellodextrin substrates indicate that no other residues are
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able to provide hydrogen-bonding contacts, although water molecules are present. Chemical steps after the formation of the ternary
complex are not clear, but O2 reduction ultimately leads to product formation. The precise timing and delivery of electrons and
protons is required to reduce O2 and form the active site oxidant capable of HAA from the CdH of the glycosidic bond, without
dissociating to form H2O2. Unlike most other copper monooxygenases, Cu(II)–O2

•− is frequently dismissed as the oxidant in
PMOs because it is presumed to be insufficiently potent to perform HAA from a glycosidic CdH bond (see Section 5.4.1).

A subset of PMOs has been identified that oxidize soluble polysaccharide substrates, enabling homogenous reaction mixtures to
be studied using standard enzymological techniques. While it is unclear if these PMOs encounter or act on these substrates in a
physiological setting, a distinct cluster is observed in the SSN, suggesting a unique characteristic that sets them apart from other
PMOs (Fig. 5). Steady-state kinetic characterization of the fungal PMOMtPMO9E with a soluble substrate has provided insight into
the oxygenase mechanism. The turnover number for MtPMO9E (kcat ¼ 0.28 s−1) is comparable to the timescale on which PMOs
interact with substrate.190 The catalytic efficiency is low (kcat/KM(O2) ¼ 0.074 mM−1min−1), which could allow polysaccharide
binding to occur prior to formation of the active site oxidant, thereby minimizing non-productive O2 reduction and ultimately
avoiding off-pathway oxidations that could lead to enzyme inactivation. Indeed, both single-turnover and steady-state kinetics with
oxygen as the co-substrate did not show enzyme inactivation or off-pathway oxidations of the PMO.193,267 At saturating concen-
trations of the soluble polysaccharide substrate (1 mM), the KM(O2) is 235 mM, which is similar to dissolved O2 concentrations (at
42�C) and is consistent with the extracellular function of the enzyme. With mounting evidence favoring a reduced Cu/O2

intermediate as the active site oxidant, high reductant concentrations used in enzyme assays may confound the interpretation of
kinetic data. To date, experiments cannot separate pure oxygenase activity from in situ generation of H2O2 and subsequent
reactivity.

The kinetics of the oxygenase reaction is similar to that of particulate methane monooxygenase (pMMO), which has a similar
copper active site and oxidizes the strong CdH bond of methane (BDE �105 kcal mol−1).274 Although numerous studies have
provided significant insight into the mechanism of pMMO,18,275 the exact mechanism remains unclear. Additionally, the metal
stoichiometry of the pMMO active site has been also debated. However, quantum mechanical enhanced refinement of crystal
structures276 and advanced spectroscopic techniques suggest a mononuclear copper active site.277 Since both enzymes have similar
active site architectures and perform challenging transformations in oxidizing strong CdH bonds, it is possible that similar oxidants
are employed with analogous mechanisms of activation.
5.2 Uncoupled O2 Reduction: Oxidase Activity

In the absence of polysaccharide substrate and presence of reductant, PMOs are able to reduce O2 to H2O2.
192 This is not an

uncommon occurrence with oxygenases, as many will reduce oxygen in the absence of substrate in vitro (e.g., cytochrome P450s).
This activity, decoupled from substrate oxidation, can lead to inactivation of the enzyme and is always a concern when highly
reactive, oxidizing intermediates are involved. In general, oxidase function is regulated by pH, which is consistent with the
pH-dependent activity of PMOs.193,278,279 There are several plausible explanations for this oxidase function in PMOs. This activity
may simply be due to the combination of a surface-exposed active site, a poorly accessible insoluble substrate, and excess reducing
equivalents. Alternatively, oxidase function may prevent off-pathway oxidations by •OH from Fenton-like chemistry, as PMOs do
not have an enclosed active site to sequester active site oxidants. “Pre-processing” of O2 into the more reactive co-substrate H2O2 to
drive peroxidase reactions has also been proposed.280 Finally, oxidase function may have a specific role in signaling pathways, as
low H2O2 concentrations are known to serve as signaling molecules in various physiological pathways.281–283
5.3 Details of H2O2 Reactivity

Numerous reports have demonstrated that PMOs can use H2O2 as the co-substrate for polysaccharide oxidation.
266–268 An attractive

feature of H2O2 reactivity is that the mechanism only requires an initial pre-reduction of the active site, from Cu(II) to Cu(I), to
enter the catalytic cycle, and each turnover returns the enzyme to the Cu(I) form. Therefore, no additional reducing equivalents are
necessary, as H2O2 is reduced by two electrons relative to O2.

A compulsory-ordered ternary mechanism, a strict requirement that the polysaccharide substrate bind prior to H2O2, has been
proposed to form the ternary enzyme complex.268 This is intriguing, since the rate of polysaccharide binding to the Cu(I) form of
the enzyme would always need to exceed that of co-substrate binding in order to prevent the formation of deleterious •OH from
Fenton-like chemistry and subsequent enzyme inactivation. Two computational studies suggest that an outer-sphere mechanism is
used to activate H2O2 in a way that does not require binding to the copper center,284,285 while another study proposed direct H2O2

coordination to the Cu(I) active site.286 Computational studies predict that a Cu-oxyl is generated through hydroxyl radical
chemistry. Homolysis of the OdO bond would generate •OH that is effectively ‘caged’ by the polysaccharide substrate and
positioned for HAA from the Cu(II)–OH to generate a Cu(II)-oxyl (Fig. 12).284 There is experimental evidence for the formation
of •OH, as both non-specific oxidation of the enzyme and polysaccharide substrate have been reported. Since saccharides, such as
mannitol, are efficient •OH scavengers, polysaccharides bound at the active site would likely serve a protective role. Nevertheless,
oxidative damage and irreversible inactivation of the PMO highlights the deleterious effects of generating a hydroxyl radical in the
enzyme active site.

Steady-state kinetics for the H2O2-driven reaction have been reported for AA10 PMOs, using chitin nanowhiskers as a
substrate.268,287 The turnover number (kcat ¼ 6.7 s−1) and catalytic efficiency (kcat/KM(H2O2) ¼ 2 � 106M−1s−1) are significantly faster
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than for the O2-driven reaction. The estimated KM(H2O2) (2.8 mM), combined with oxidative enzyme inactivation, indicates that
PMOs would operate best with nanomolar concentrations of H2O2. Steady-state kinetics of the AA9 PMO MtPMO9E with H2O2

and a soluble substrate were too fast to be accurately determined, but kcat was estimated to be >15 s−1. Biologically relevant H2O2

concentrations have been reported that span many orders of magnitude, making it difficult to interpret the relevance of KM(H2O2).
Both the extracellular H2O2 concentration and the concentration of other peroxide-utilizing enzymes (e.g., catalase) will direct PMO
reactivity either toward enzyme inactivation or productive turnover.
5.4 Potential Intermediates in Catalysis

Although oxygen is a potent oxidant, the triplet ground state provides kinetic stability toward most biological molecules, which are
ground state singlets. Consequently, this presents a significant challenge for chemical reactions that use oxygen. To overcome this,
Nature utilizes metals and other redox-active cofactors to reduce O2 through readily accessible one-electron chemistry, which
enables a wide range of biochemical transformations.

The mononuclear copper center, combined with the high bond dissociation energy (BDE) of the glycosidic CdH bonds they
activate (�96 kcal mol−1),288,289 makes PMOs an intriguing system to understand. The high BDE creates a significant reaction
barrier, suggesting that a powerful oxidant must be generated, and/or the protein structure modulates the substrate CdH bond
strength. Crystal structures of PMOs with bound cellulosic substrates suggest the enzyme does not modulate the substrate
conformation to lower the strength of the CdH bond. Conversely, a kink in the glycosidic bond of bound hemicellulose substrates
is observed by crystallography (PDB 5NLO); this may decrease the CdH bond strength and thereby lower the activation barrier for
catalysis. Therefore, the identity of the active site oxidant is of considerable interest. One primary focus has been to identify the
activated Cu/O2 or Cu/H2O2 intermediate that performs HAA, which may depend on the combination of the co-substrate and
polysaccharide. Potential intermediates in PMO catalysis are discussed below in the context of their ability to perform HAA
(Fig. 13).
Fig. 13 Potential intermediates in the reaction mechanism of PMOs. Note: Ne-methylation of the coordinating histidine is not observed in AA10 PMOs. The color of
the Cu center is based on the oxidation state (Cu(III), red; Cu(II), blue) (see Section 2 for a discussion of copper oxidation states). Cu/O2 species with intact O–O bonds
are illustrated with end-on (Z1) coordination, but side-on coordination (Z2) has not been ruled out experimentally.

http://firstglance.jmol.org/fg.htm?mol=5NLO
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5.4.1 Copper-superoxo: Cu(II)–O2•−

Oxygen binds to copper centers either in an end-on (Z1) or side-on (Z2) fashion. Oxygen coordination is typically end-on for
mononuclear metals, whereas side-on binding is usually observed in multinuclear copper centers, bridging the metal centers. In the
absence of substrate, crystal structures of PMOs have exhibited a variety of reduced oxygen species (O2

•− and O2
2−) in the active site,

although the exact assignment of these species is ambiguous (PDB 4EIR, 4EIS, 5TKH).236,290 An X-ray crystal structure of PHM (PDB
1SDW, see Section 2.3.3) in complex with substrate and O2 demonstrates end-on O2 binding for this mononuclear copper
enzyme.102 Computational studies suggest that molecular oxygen preferentially binds end-on in PMOs rather than side-on.286

In the absence of a polysaccharide substrate, oxygen rapidly oxidizes the Cu(I) center in TaAA9 PMO to regenerate the Cu(II)
form.204 This process proceeds through an inner sphere mechanism, indicating that O2 binds to the copper center and is
subsequently released as the superoxide anion.204 In the presence of a cellulosic substrate, the equatorial plane trans to the
N-terminal amine is the most likely coordination site for O2. Binding at this site enables p back-bonding between an interaxial
copper orbital (e.g., dxz) and a p� orbital of O2. This interaction increases the strength of the CudObond and consequently weakens
the OdO bond, increasing its oxidizing strength. The protein environment and hydrogen bonding networks may also help
increase the oxidizing power of the Cu(II)-superoxo. Intra- and inter-molecular hydrogen bonds, as well as orbital overlap
between the copper center and O2, contribute to the stability and reactivity of this intermediate.105,264,291 A Cu(II)–O2

•− is
the generally accepted oxidant in copper monooxygenases such as PHM and DbM, which oxidize CdH bonds with BDEs
<90 kcal mol−1.99,289,292 The glycosidic CdH bond strength creates a formable barrier that must be overcome, suggesting that a
more powerful oxidant is needed. Indeed, multiple computational studies have proposed that Cu(II)–O2

•− is not potent enough to
perform HAA from the glycosidic bond.239,285,286

5.4.2 Copper-peroxo: Cu(II)–O22−

Since PMOs produce H2O2 in the absence of substrate, it is possible that a Cu(II)–O2
2− could form. Addition of a single electron to

Cu(II)–O2
•− would generate this intermediate. However, this peroxo species would likely serve as an intermediate in the catalytic

cycle rather than the oxidizing species because it is a relatively poor oxidant, comparable to the Cu-superoxo complex.285,286

5.4.3 Copper-hydroperoxo: Cu(II)–OOH
The Cu(II)–OOH can be formed by the delivery of a proton to Cu(II)–O2

2− or through proton-coupled electron transfer (PCET) to
the Cu(II)-superoxo. Computations have shown the singlet spin state is more stable than the triplet.286 There are three divergent
routes through which a Cu(II)–OOH may react. First, Cu(II)–OOH could directly carry out HAA from the substrate. Second,
delivery of a second proton generates H2O2, a known product of the uncoupled reaction. Delivery of one or two electrons and a
proton would further reduce the Cu(II)–OOH to form a Cu-oxyl species and H2O. QM/MM calculations suggest that the site of
protonation (the distal vs. proximal O-atom) is influenced by the presence of the polysaccharide substrate and the identity of the
reductant, leading either to the release of H2O2 or the formation of a Cu(I)–H2O2 species.293 Another study proposes that a
conserved His in the second coordination sphere is involved in proton transfer.235 Regardless, PCET to the Cu(II)–OOH can form a
Cu-oxyl, which is a common intermediate in the chemical mechanisms for both proposed co-substrates.

Like Cu(II)–O2
•−, the –OOH unit can bind either side-on (Z2) or end-on (Z1). Side-on coordination would position the

glycosidic bond over the Cu(II)–OOH moiety. For many of the other possible oxidizing intermediates, there is a spatial disparity
between the glycosidic CdH bond and the oxidant, so it is not clear how the oxidant would abstract a proton from the correct
position of the substrate. Regardless of the coordination mode, Cu(II)–OOH is a poor oxidant, making HAA from the polysaccha-
ride unfavorable.286 However, activation of Cu(II)–OOH could be achieved through H-bonding with the distal oxygen.294 A Cu
(II)–OOH stabilized by a H-bond to the proximal O-atom has been observed in an artificial metalloprotein that is modeled after the
PMO active site.295 H-bond stabilization may help minimize disproportionation (Cu(II)–OOH $ Cu(I) + •OOH) to prevent
subsequent Fenton-like chemistry. Similar to cytochrome P450s and peroxidases,296 H-bonds to the distal O-atom in
Cu(II)–OOH may lead to OdO bond scission.294 The hydrogen bonding network in PMOs (see Section 4.2) has both conserved
Gln and His residues that could serve such as role. However, there is a disconnect between computational studies and experimental
evidence in the role of the conserved His.293 MD simulations using LsAA9A find proton donation from this histidine unfavorable.
In contrast, a different QM/MM study indicates this His can facilitate proton transfer,285 and is supported by experiments that show
superoxide is released upon mutation of this residue.245

5.4.4 Copper-oxyl: Cu(II)–O• or [Cu(III)–O]•+

Cu-oxyl species are potent oxidants that are short-lived in the gas-phase and have yet to be observed in a biological
environment.297–301 Model complexes and computational studies have provided insight to the electronic structure and reactivity
of Cu-oxyl intermedates.26,297–299 Determination of the oxidation state of this intermediate is complicated by the difficulty in
unequivocally characterizing Cu(III) complexes (see Section 2.2) and the experimental challenge in sequentially delivering reducing
equivalents. A Cu(III)–OH is isoelectronic with a protonated Cu(II)–O• and such species have been observed in synthetic
complexes.302–304 The electron donating, anionic framework of these ligands helps to stabilize the Cu(III) oxidation state, thereby
increasing the reactivity of the hydroxo ligand. It should be noted that formally Cu(III) complexes with extensive p systems and/or a
high degree of covalency in the Cu-ligand bonds may be noninnocent (see Section 2.2). Characterization of these synthetic
complexes shows that this species is capable of HAA from CdH bonds with BDEs >90 kcal/mol. Analogous to Fe(IV)¼O in

http://firstglance.jmol.org/fg.htm?mol=4EIR
http://firstglance.jmol.org/fg.htm?mol=4EIS
http://firstglance.jmol.org/fg.htm?mol=5TKH
http://firstglance.jmol.org/fg.htm?mol=1SDW
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aKG-dependent dioxygenases and P450’s, the Cu-oxyl is potent enough to oxidize the strong glycosidic CdH bond. Proposed
mechanisms for the reactivity of O2 and H2O2 can both converge on a Cu-oxyl intermediate (Fig. 12). Cu(I) can react with H2O2 to
generate a Cu(II)–O• without the need for additional protons or electrons. Oxygen can react with the Cu(I) center to form either a
Cu(II)–O• or Cu(III)–O• upon the addition of two protons and three or two electrons, respectively. If the Cu-oxyl were responsible
for HAA, H2O2 reactivity could serve as a shunt for O2 reactivity, based on the electron and proton stoichiometry.

Several computational studies favor a chemical mechanism that invokes a Cu-oxyl as the HAA species. It has been speculated that
the active site of PMOs is well-suited for the stabilization of this highly reactive intermediate. Whereas P450s rely on the electron
rich porphyrin to stabilize the ferryl (Fe(IV) ¼ O) intermediate, PMOs may rely on increased electron density at the copper from
structural features, such as the deprotonated N-terminus and the N-methylated histidine. The Tyr in fungal PMOs may also have a
role in stabilizing a Cu-oxyl. Indeed, computational studies have suggested that the axial Tyr influences the reactivity of a protonated
Cu(III)-oxyl (i.e., Cu(III)–OH), but not the Cu(II)-oxyl.305 Formally a [Cu–OH]3+, the Cu(III)-oxyl could also be described as a
Cu(II)-oxyl with a Tyr radical cation. A Cu–Tyr radical cation can be formed by treating the reduced PMO with H2O2. This species is
not observed in the presence of substrate, which indicates that, while the radical cation can form, its role during productive catalysis
remains unclear.243a,305a Since AA10 PMOs typically have an Phe in the axial position, perhaps [Cu–OH]3+ is not the active-site
oxidant that performs HAA. Alternatively, different PMO families may have distinct mechanisms that do not share a common
oxidant.

5.4.5 Hydroxyl radical: •OH
Hydroxyl radicals are powerful reactive oxygen species with high reduction potentials (1.8–2.7 V vs. NHE), resulting in rate
constants that are typically diffusion limited (109–1010 M−1 s−1). While H2O2 reactivity is speculated to generate a copper-oxyl
through “controlled Fenton-chemistry,”284 there is no evidence that •OH is generated through monooxygenase activity. Confined
within the enzyme active site by the polysaccharide substrate, •OH can preferentially perform HAA from Cu(II)–OH to form
Cu(II)–O•. Alternatively, •OH may perform HAA from the polysaccharide substrate followed by rebound from the Cu(II)–OH.
5.5 Electron Transfer Mechanisms

PMO activity requires reduction of the copper active site, making electron transfer an essential aspect of PMO catalysis. Bacterial
PMOs have reduction potentials that range between 250 and 370 mV vs. SHE,206,228,229 whereas fungal PMOs have reduction
potentials ranging from 155 to 326 mV vs. SHE.107,196,218 All PMO reduction potentials are higher than the aqueous Cu(I)/Cu(II)
couple (160 mV) (Fig. 1) and comparable to the mononuclear copper center in cupredoxins (250–350 mV, see Section 2.3.1). This
relatively low potential could account for the ability of various biological, chemical, and photo reductants to reduce the PMO active
site. This promiscuity has complicated the interpretation of physiologically relevant electron donors, but has provided flexibility in
the types of reductants used in industrial cocktails for cellulolytic degradation. Since H2O2 reactivity requires only one initial
reducing equivalent to initiate catalysis (see Section 5.3), the identity of the reducing agent should have a minimal effect on H2O2

reactivity. Conversely, oxygenase reactivity requires two or three electrons to reduce a copper-superoxo intermediate and complete
the catalytic cycle (see Section 5). Delivery of these electrons depends on the reduction potential of the reductant and the Cu/O2

adduct(s), which will influence the observed rate of turnover. The mechanism of PMO reduction will be fully elucidated by
determining the binding sites of the reductant and the delivery mechanism of electrons to the active site.

Physiological electron transfer has been studied most thoroughly in fungi. When fungi are grown on wood, cellobiose
dehydrogenase (CDH) is upregulated;306,307 knock-out of CDH in N. crassa drastically impairs oxidative degradation of cellu-
lose.109 CDH is an extracellular flavin/heme protein that may be appended to a CBM to help bind polysaccharides.308 Conse-
quently, this enzyme has been invoked as one of the major biologically-relevant electron donors for PMOs.109,309 CDH uses the
flavin-containing domain to oxidize the disaccharide cellobiose to cellobio-d-lactone, yielding two electrons. The electrons are
shuttled to the heme-containing cytochrome domain, which directly interacts with the copper PMO active site and delivers the
electrons sequentially.310 While rates as high as 20.6 s−1 have been measured, PMOs typically oxidize CDH at a rate of 0.5–2.4 s−1,
which is commensurate with the turnover rate. However, CDH interacts with the same side of the PMO as polysaccharide
substrates,197,242,311,312 making the delivery of the second electron physically complicated.

Since not all fungi that contain PMOs encode CDH, other biologically-relevant redox mediators are necessary. One potential
enzyme family is the pyrroloquinoline quinone (PQQ)-dependent pyranose dehydrogenases.313 These fungal enzymes have a
similar domain architecture to CDH, but contain a PQQ cofactor instead of a flavin.314 These enzymes use PPQ to catalyze the two-
electron oxidation of various sugars. Intramolecular electron transfer to a heme enables sequential one-electron reductions of
suitable acceptors. Fungal PQQ-dependent dehydrogenases are able to reduce PMOs and drive oxidative activity.315 Although the
mechanism of electron transfer is unknown, it is likely similar to that of CDH.315

Long-range electron transfer mechanisms have also been proposed for PMOs. This is an attractive model because substrate
binding occludes the copper active site. PMOs lack a second redox site to store an additional electron, as opposed to other copper
monooxygenases, such as PHM (see Section 2.3.3). There is a chain of aromatic residues that would be suitable to facilitate electron
transfer from the surface of the protein to the active site.130,290,316 In this way, an electron carrier can bind to the PMO far from the
active site and shuttle electrons to the copper center, rather than through direct electron transfer (ET). Long-range electron transfer
from lignin can effectively reduce PMOs and promote oxidative activity; this process is mediated by low molecular weight lignin-
derived compounds.317,318 Metabolites including 3-hydroxyanthranilic acid, catechin, ferulic acid, and sinapic acid, as well as
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plant-derived quinones, can also provide the reducing equivalents for PMO activity.317,319 Some of these molecules can be
regenerated by extracellular GMC oxidoreductases, creating a redox cycle that can help sustain enzyme catalysis.196,320 An analysis
of LsAA9 identifies an electron hopping pathway that may directly supply electrons from solvent to prevent oxidative protein
damage during catalysis. Each of these residues, which are conserved in the AA9 family, was oxidatively modified, enabling the
buildup and observation of the Try radical cation.243a The exact mechanism involved in long-range ET still remains to be elucidated
for PMOs, and may be the key to understand the discrete steps in PMO catalysis and the overall function of these enzymes.

Conversely, bacteria lack CDH and it is unclear if bacterial PQQ-dependent dehydrogenases can drive PMO activity. External
oxidoreductases, analogous to CDH, may be operative and could provide electrons for bacterial PMOs. It has been shown that two
genes in Cellvibrio japonicus (cbp2D and cbp2E) are important for Avicel degradation.321 Both of the proteins encoded by these genes
contain a domain that can bind a redox-active cofactor. CBP2E contains a YceI domain, which is known to bind ubiquinone in other
proteins.321 More recently it has been shown that cbp2D,which contains a predicted cytochrome domain, is co-regulated with PMOs
in C. japonicas.322 More studies are needed to fully understand the molecular details surrounding these proteins and their potential
role in electron transfer for PMO activity.
5.6 Biological Co-Substrate Availability: H2O2 vs. O2

Brown rot fungi exploit Fenton chemistry to depolymerize and degrade biomass.323 Both small molecule Fe complexes and H2O2-
generating enzymes are secreted to generate •OH. A multi-stage decay mechanism is employed to protect carbohydrate-active
enzymes; H2O2-generating enzymes in conjunction with small molecule Fe complexes are utilized in early stages of decay to
spatiotemporally separate them from the majority of CAZy enzymes, which are expressed in later stages of decay.324–326 This
spatially-resolved multi-stage protein expression protects susceptible enzymes from ROS, where enzymes expressed at earlier stages
likely have a higher tolerance to ROS. This spatiotemporal separation also addresses one of the main issues surrounding the use of
Fenton chemistry in biology. Spatially-resolved gene expression has also been observed for other filamentous fungi,325 suggesting
this may be a common strategy that Nature employs to minimize the deleterious side effects of ROS.

PMOs are expressed in later stages of degradation in conjunction with known ROS scavengers, including superoxide dismutase,
catalase, and glutathione S-transferase, which are all involved in ROS detoxification.324 The central role of these detoxification
enzymes in maintaining low H2O2 concentrations is highlighted by the requirement of catalase for fungal growth327 and the
nanomolar H2O2 concentrations found in later stages of decay.328 The low H2O2 concentration, combined with the catalytic
efficiency of H2O2 vs. O2, suggests that there is a competition between H2O2 and O2 (�250 mM) for the PMO active site.
6 Conclusions and Outlook

The widespread distribution of PMOs in bacterial and eukaryotic genomes, combined with the challenging chemistry these enzymes
mediate, has focused attention on these proteins. The diverse physiological functions of PMOs and variety of polysaccharides that
can be oxidized have further deepened interest. The multiplicity of PMOs in fungal genomes suggests that there is functional
diversity among PMOs, which may point to widespread roles that go beyond polysaccharide degradation. Future research will
expand the portfolio of PMO substrates to potentially include many other classes of polysaccharides and even non-carbohydrate
substrates. Continued research will determine how PMOs fit into the complex mechanisms involved in biomass degradation and
host-microbe interactions to unravel new physiological roles for PMOs.

A major focal point has been the copper active site that is shared across all PMO families. The histidine brace provides a unique
framework that could support a Cu-oxyl intermediate to carry out HAA. If this were the case, PMO oxygenase activity would deviate
from known copper monooxygenases. Moreover, this mechanism would make PMOs more analogous to P450s, and H2O2 would
shunt the oxygenase reaction, as both co-substrates would converge on the Cu-oxyl (Fig. 12). Also, H2O2 reactivity may have
profound mechanistic implications. H2O2 is two-electrons reduced relative to O2, such that slow proton and/or electron transfers
that are key mechanistic steps in the oxygenase reaction can be bypassed when H2O2 serves as the co-substrate. Accurate
determination of the electronic structure of the oxidizing intermediate will necessitate a multi-disciplinary approach that requires
complementary techniques. Appropriate multi-reference computational methods must be used that can accurately capture the
electronic structure of copper centers, which is notoriously difficult to accomplish (see Section 2.2). Moreover, while calculations
can describe transient intermediates that are otherwise difficult, or impossible, to detect, these studies must be guided by
experiments so that calculated mechanisms are consistent with biochemical data. The combination of rigorous enzymology and
spectroscopy, in conjunction with computations, will help to understand the molecular details of PMO activity.

Environmental variables within the biological milieu will have a direct impact on the function of PMOs and the substrates they
utilize. It remains unclear if H2O2 is the natural co-substrate for PMOs, or if H2O2 simply serves as a shunt for oxygenase activity.
Altering H2O2 concentrations would significantly attenuate H2O2-driven activity. Notably, addition of the peroxide scavenger HRP
to the secretome of N. crassa has no noticeable effect on cellulose conversion,267 and the addition of catalase improves PMO-
mediated saccharification of lignocellulose.329 Additionally, neither superoxide dismutase nor catalase impact cellulose oxidation
in light-driven systems.330 While these findings suggest that ROS are not involved in PMO catalysis, low H2O2 concentrations can
drive PMO reactivity in vitro. It is becoming clear that distinct mechanistic routes may be operative that depend on the active-site
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architecture, co-substrate identity, polysaccharide substrate, reductant, and pH of the system. Ultimately, the components in the
biological milieu and the identity of the PMO will dictate co-substrate utilization.
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