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ABSTRACT. Total Generalized Variation (TGV) regularization in image reconstruction relies on an
infimal convolution type combination of generalized first- and second-order derivatives. This helps
to avoid the staircasing effect of Total Variation (TV) regularization, while still preserving sharp
contrasts in images. The associated regularization effect crucially hinges on two parameters whose
proper adjustment represents a challenging task. In this work, a bilevel optimization framework
with a suitable statistics-based upper level objective is proposed in order to automatically select
these parameters. The framework allows for spatially varying parameters, thus enabling better
recovery in high-detail image areas. A rigorous dualization framework is established, and for the
numerical solution, a Newton type method for the solution of the lower level problem, i.e. the
image reconstruction problem, and a bilevel TGV algorithm are introduced. Denoising tests con-
firm that automatically selected distributed regularization parameters lead in general to improved
reconstructions when compared to results for scalar parameters.

1. INTRODUCTION

In this work we analyze and implement a bilevel optimization framework for automatically se-

lecting spatially varying regularization parameters « := (g, a1) € C(Q)?, a > 0, in the following
image reconstruction problem:

1
(1.1) minimize 5 / (Tu — f)*dz + TGVZ(u) over u € BV(Q),
Q
where the second-order Total Generalized Variation (TGV) regularization is given by

TGV?,(u) = sup { / uwdivipdr : ¢ € C°(Q, 8, |p(x)] < ap(x),
(1.2) Q
|dive(z)| < aq(z), for all z € Q}

Here, Q C R? is a bounded, open image domain with Lipschitz boundary, S**¢ denotes the space of
d x d symmetric matrices, T : L?(2) — L?(f2) is a bounded linear (output) operator, and f denotes
given data which satisfies

(1.3) f = Tugrye + 1.

In this context, n models a highly oscillatory (random) component with zero mean and known
quadratic deviation (variance) o from the mean. Further, L?(Q2) denotes the standard Lebesgue
space [1], and | - |, represents the Euclidean vector norm or its associated matrix norm. The space
of infinitely differentiable functions with compact support in € and values in S%*? is denoted
by Cg° (9, 8%%4). Further, we refer to Section 2 for the definition of the first- and second-order
divergences div and div?, respectively.
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TGV

FIGURE 1. Gaussian denoising: Typical difference between TV (piecewise constant)
and TGV reconstructions (piecewise affine)

Originally, the TGV functional was introduced for scalar parameters ag,a; > 0 only; see [15].
It serves as a higher order extension of the well-known Total Variation (TV) regularizer [24, 54],
preserves edges (i.e., sharp contrast) [50, 58], and promotes piecewise affine reconstructions while
avoiding the often adverse staircasing effect (i.e., piecewise constant structures) of TV [23, 44, 53];
see Figure 1 for an illustration. These properties of TGV have made it a successful regularizer in
variational image restoration for a variety of applications [9, 10, 12, 13, 15, 17, 45, 59]. Extensions to
manifold-valued data, multimodal and dynamic problems [6, 14, 41, 42, 46, 55] have been proposed
as well. In all of these works, the choice of the scalar parameters aq, a1 is made “manually” via a
direct grid search. Alternatively, selection schemes relying on a known ground truth us-,. have been
studied; see [19, 25, 26, 27]. The latter approach, however, is primarily of interest when investigating
the mere capabilities of TGV regularization.

While there exist automated parameter choice rules for TV regularization, see for instance [37]
and the references therein, analogous techniques and results for the TGV parameters are very
scarce. One of the very few contributions is [8] where, however, a spatially varying fidelity weight
rather then regularization parameter is computed. Compared to the choice of the regularization
weight in TV-based models, the infimal convolution type regularization incorporated into the TGV
functional significantly complicates the selection; compare the equivalent definition (2.1) below.
Further difficulties arise when these parameters are spatially varying as in (1.2). In that case, by
appropriately choosing a = (v, 1), one wishes to smoothen homogeneous areas in the image while
preserving fine scale details. The overall target is then to not only select the parameters in order to
reduce noise while avoiding oversmoothing, as in the TV case, but also to ensure that the interplay
of ap and «; will not produce any staircasing.

For this delicate selection task and inspired by [37, 39] for TV, in this work we propose a bilevel
minimization framework for an automated selection of a in the TGV case. Formally, the setting
can be characterized as follows:

(1.4)

minimize a statistics-based (upper level) objective over (u, o)
subject to u solving (1.1) for a regularization weight & = (v, avy).

Note here that the optimization variable a enters the lower level minimization problem (1.1) as a
parameter, thus giving rise to u = u(a). We also mention that this optimization format falls into
the general framework which is discussed in our review paper [33] where the general opportunities
and mathematical as well as algorithmic aspects of bilevel optimization in generating structured
non-smooth regularization functionals are discussed in detail.
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FIGURE 2. Suitability of the functional F'(R-) as an upper level objective. Evaluation
of F'(Ru) where u solves the TGV denoising problem (1.1) (7' = Id), for a variety of
scalar parameters (ag, o)

As our statistical set-up parallels the one in [37, 39], here we resort to the upper level objective
proposed in that work. It is based on localized residuals R : L?(Q) — L>(Q) with

(1.5) Ruf(z) = /Q w(z,y)(Tu— £)2() dy,

where w € L®(Q x Q) with [, [ w(z,y)dzdy = 1. Note that Ru(x) can be interpreted as a local
variance keeping in mind that, assuming Gaussian noise of variance o2, we have that fQ(Tutme —
f)Pdz = [on*dz = 0?|Q]. Consequently, if a reconstructed image u is close t0 usrye then it is
expected that for every z € § the value of Ru(z) will be close to o2. Hence it is natural to consider
an upper level objective which aims to approximately keep Ru within a corridor o2 < 02 < &2 with
positive bounds g2, 2. This can be achieved by utilizing the function F : L*(Q) — R with

1 1
(1.6) F(v) == / max (v — 2,0)%dx + = / min(v — o2, 0)%d.
2 Jo 2 Jo

The function F(R-) is then indeed suitable as an upper level objective. This is demonstrated in
Figure 2, where we show (in the middle and right plots) the objective values for a series of scalar
TGV denoising results and for a variety of parameters (o, 1) for the image depicted on the left.
Regarding the choices of o,7,w we refer to Section 5. Upon inspection of Figure 2 we find that
the functional F'(R-) is minimized for a pair of scalar parameters (g, 1) that is close to the one
maximizing the peak-signal-to-noise-ratio (PSNR). Note, however, that in order to truly optimize
the PSNR, one would need the ground truth image w4, which is of course typically not available.
In contrast to this, we emphasize that F'(R-) does not involve any ground truth information. Rather,
it only relies on statistical properties of the noise.

For analytical and numerical reasons, rather than having (1.1) as the lower level problem for the
bilevel minimization framework (1.4), one can use alternative formulations, as was done for instance
in [37, 39] for TV models, where the Fenchel predual problem was used instead, see also [33] for
a thorough discussion on the corresponding TGV model. This yields a bilevel problem which is
expressed in terms of dual variables and is equivalent to the one stated in terms of the primal
variable uw. In this way, one has to treat a more amenable variational inequality of the first kind
rather than one of second kind in the primal setting in the constraint system of the resulting bilevel
optimization problem. Numerically, one may then utilize very efficient and resolution independent,
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function space based solution algorithms, like (inexact) semismooth Newton methods [47]. The
other option that we will consider in this work, is to minimize the upper level objective subject
to the primal-dual optimality conditions, for which Newton methods can also be applied for their
solution, see for instance [40] for an inexact semismooth Newton solver which operates on the
primal-dual optimality conditions for TV regularization. We should also mention that this approach
requires T*T to be invertible, with T being the adjoint of T', which is true when T is injective with
closed range. We note that this does not exclude the use of our bilevel scheme to inverse problems
whose forward operator does not satisfy this condition. A noninvertibility of T*T can for instance
be treated by adding a small regularization term of the form § fQ u? dx, in combination with a
Levenberg-Marquardt algorithmic scheme that sends the parameter x to zero along the iterations.
Alternatively, instead of Newton, one can resort to first-order methods for solving the lower level
problem for which invertibility of T*T is not required. Such approaches are definitely interesting
and necessary for many inverse problems however since they would deviate from the main focus of
our paper which is the automatic computation of spatially distributed regularization weights, we
will keep this invertibility assumption in the following.

The structure of the paper. Basic facts on the TGV functional with spatially varying parameters
along with functional analytic foundations needed for (pre)dualization are the subjects of Section 2.
Section 2.4 is concerned with the derivation of the predual problem of (1.1) and the corresponding
primal-dual optimality conditions. Regularized versions of these conditions are the focus of Section
3. Besides respective primal-dual optimality conditions, we study the asymptotic behavior of these
problems and their associated solutions under vanishing regularization. Section 4 introduces the
bilevel TGV problem for which the primal-dual optimality conditions serve as constraints. The
numerical solution of the proposed bilevel problem is the subject of Section 5. It is also argued
that every regularized instance of the lower level problem can be solved efficiently by employing an
(inexact) semismooth Newton method. The paper ends by a report on extensive numerical tests
along with conclusions drawn from these computational results.

Summarizing, this work provides not only a user-friendly and novel hierarchical variational frame-
work for automatic selection of the TGV regularization parameters, but by making these parameters
spatially dependent it leads to an overall performance improvement; compare, e.g., the results in
Section 5.

2. THE DUAL FORM OF THE WEIGHTED TGV FUNCTIONAL

1. Total Generalized Variation. We recall here some basic facts about the TGV functional
(1.2) with constant parameters ag, a1 and assume throughout that the reader is familiar with the
basic concepts of functions of bounded variation (BV); see [2] for a detailed account. For a function
¢ € CX(2,8%%9) the first- and second-order divergences are respectively given by

Z %y
8x,~83:j '

In [17] it was shown that a function u € L'() has finite TGV value if and only if it belongs
to BV(€Q). Here BV(Q2) denotes the Banach space of function of bounded variation over Q with
associated norm |[|-|[gy (). Moreover, the bounded generalized variation norm |- [sav := |||zt (q) +

d

d
(dive); Z ‘é” i=1,...,d, and divZ¢

TGVZ/(.) is equivalent to || - |Bv(0). Similarly to TV, TGV is a convex functional which is lower

semicontinuous with respect to the strong L' convergence. In [11, 17] it is demonstrated that the
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TGV functional can be equivalently written as

(2.1) TGVZ(u) = min  o1|Du —w|() + aplEw|(R),
weBD()

where BD(2) is the Banach space of functions of bounded deformation, with £ denoting the dis-
tributional symmetrized gradient [56, 57]. The asymptotical behavior of the TGV model in image
restoration with respect to scalars ag,a; was studied in [51]; see also [58]. For instance, when
T = Id and either o or oy converges to zero, then the corresponding solutions of (1.1) converge
(weakly™ in BV(Q)) to f. When both of the parameters are sent to infinity, then the solutions
converge weakly* to the L?-linear regression solution for f. We further note that the set of affine
functions constitutes the kernel of the TGV functional.

For specific symmetric functions u, there exist combinations of ag,a; such that TGVq(u) =
a1TV(u). In general one can show that there exists a constant C' > 0 such that if ag/a; > C, then
the TGV value does not depend on «g and, up to an affine correction, it is equivalent to TV. In
that case the reconstructed images still suffer from a kind of (affine) staircasing effect [51].

The fine structure of TGV reconstructions has been studied analytically mainly in dimension one
in [5, 16, 49, 50, 52]. Under some additional regularity assumptions (compare [58]) it can be shown
that for TGV denoising the jump set of the solution is essentially contained in the jump set of the
data; see [22] for the TV case.

2.2. The space W] (div2;Q). Next we introduce several function spaces which will be useful in
our subsequent development. For this purpose, let 1 < ¢ < oo and p € Li(Q,R%). Recall that
divp € L1(Q) if there exists w € L4(f2) such that

/V(b-pd:c:—/(bwd:c, for all ¢ € C°(Q).
Q Q

In that case w is unique and we set divp = w. Based on this first-order divergence, we define the
Banach space

W (div; Q) == {p e LIUQ,RY) - divp € Lq(Q)} ,
endowed with the norm HpH%Vq(div_Q) = HquLq(Q ray T Hdivaqu(Q). Similarly one obtains the Banach

space W9(div?; Q) as the space of all functions p € L9(Q,S?*?) whose first- and second-order
divergences, divp and div?p, respectively, belong to L(Q). We note that for a p € LI(Q, S™*?), we
have that divp € LI(Q, R?) if there exists an w € LI(Q,R?) such that

/Egb-pdmz—/qb-wdm, forallquCSO(Q,Rd),
Q Q

with E¢ denoting the L' function representing the absolutely continuous part of £, with respect
to the Lebesgue measure. Note that since ¢ is smooth, we have £¢ = F¢. As before w is unique
and we set divp = w. Finally div?p € L(Q) if there exists a function v € L9(Q) such that

/ Vo - divpdr = —/ pvdx, forall ¢ € C°(Q).
Q Q

This space is equipped with the norm Hp”%[/q(divz;ﬂ) = ||quLq(Q) + HdinHqu(Q,Rd) + HdinPH%q(Q)'
We refer to [12] for a more general definition of these spaces. Note that when g = 2 these spaces
are Hilbertian and then the standard notation is H(div; Q) and H(div?;Q); see [30]. The Banach
spaces W (div; Q) and W{(div%; Q) are defined as

W (div; Q) = O (QRD) WD i (div?; ) = O (@, ) v
5



with the analogous notation Hy(div; Q) and Hy(div?; Q) for ¢ = 2. Using the definitions above, the
following integration by parts formulae hold true:

(2.2) / Vo -pdr = —/ ¢divpdz, for all p € Wi(div;Q), ¢ € C*(Q,R),
Q Q

(2.3) / E¢-pdx = —/ ¢ - divpdz, for all p € W{(div*;Q), ¢ € C°(Q,RY),
Q Q

(2.4) lﬁw»mwmx_—lymw%mm for all p € W(div?;Q), ¢ € C®(Q,R).

2.3. Weighted TGV. Throughout the remainder of this work we use the weighted TGV functional

(1.2) with ap, a1 € C(Q) and ag(z),a1(x) > a >0, a € R, z € Q. We denote by | - | the finite
dimensional Euclidean norm. We note that for an Rf-valued finite Radon measure p = (my,...,myg),
we denote by |u| its total variation measure, where for every Borel E C

o0 o0
|u|(E) = sup {Z |u(Ey)| : Ey Borel pairwise disjoint, £ = U En} .
n=0

n=0

Note also that it can be shown

¢
|/(2) —sup{Z/ Gidp; = ¢ € CX(QR), |¢(x)] <1, forall z € Q}
i=1 79

We will show that for u € L?(Q2) the space C°(Q, S4*9) in (1.2) can be substituted by Hy(div?; Q)
(and by Wg(div?; Q) for u € LY471(Q)). This fact will be instrumental when deriving the predual
of the TGV minimization problem. For this we need the following result:

Proposition 2.1. The weighted TGV?, functional (1.2) admits the equivalent expression

(2.5) TGVZ(u) = min /a1d|Du—w|+/aod]8w|.
weBD(Q) Jo Q

Proof. The proof is analogous to the one for the scalar TGV functional; see for instance [11, Theorem
3.5] or [12, Proposition 2.8]. Here, we highlight only the significant steps. Indeed, given u € L'(Q),
the idea is to define

U =CH(Q,RY) x CF(87Y), vV =Cj(Q,RY),
AN:U—=V, Alu,ug) =—us — divue,
Fi:U—R, EWN@Z—Lu%%+@mmmmwm+ﬁummmW%
Fy:V =R, Fy(v)=Zi(v).
Here, Zg(-) denotes the indicator function of a set S. Now, after realizing that

(2.6) TGVi(u) = sup —Fi(u,u) — Fa(A(ur,ug)),
(u1,u2)eU

the proof proceeds by showing that the dual problem of (2.6) is equivalent to (2.5) and then applying

the Fenchel duality result [29]. We note that in order to achieve zero duality gap between the primal

and the dual problem the so-called Attouch-Brezis condition needs to be satisfied see [3], that is
6



one needs to show that the set (J,~, A(dom(Fs) — A(dom(F1))) is a closed subspace of V. Indeed
one can easily see that B

U AMdom(Fy) — A(dom(F1))) = {A(us + divug) = (u1,u2) € U,
A>0

1 (2)] < a1 (@), |uz(@)| < ag(@), Vo € Q} = V.

Note that for the above equality we crucially used the fact that «; is bounded away from zero.
The other subtle point is the following density result which is required in order to show that (2.6)
is indeed equal to (1.2):

{¢ € C(Q,8xd) : |p(z)| < ap(z), |dive(x)] < ai(x), for all z € Q}H-Ilcg

(2.7)
= {w € C2(Q, 8% |ih(z)| < ap(x), |divep(z)| < ay(z), for all x € Q} .

Indeed let ¢ belong to the second set in (2.7), and let € > 0. Choose 0 < A¢ < 1 such that

(2.8) I = Abllea < e/2.

Since g and a; are continuous and bounded away from zero there exists o, > 0, smaller than the
minimum of ag, a1, such that

IAet(2)] < ap(x) — e,  |divAey(z)] < ar(z) — @, for all x € Q.

From standard density properties there exists a function ¢, € C2°(£2, S¥*?) such that the following
conditions hold for all z € Q:

(2.9) [ = Actdllcz < €/2, () = A ()] < /2, [divee(z) — divAcy(z)] < ac/2,
which implies
(2.10) |pe(z)]| < ap(x) — ae/2, |divee(x)| < ai(z) — /2, for all x € Q.

Then, from (2.10) it follows that ¢ belongs to the first set in (2.7) and from (2.8) and (2.9) we get
that [ — delos < e 0

Now we are ready to establish the density result needed for dualization. For the sake of the flow
of presentation we defer the proof, which parallels the one of [12, Proposition 3.3|, to Appendix A.
Below “a.e.” stands for “almost every” with respect to the Lebesgue measure.

Proposition 2.2. For u € L%*(Q), the weighted TGV functional (1.2) can be equivalently written
as

TGVi(u) = sup { / udiv2p dr:p€ Ho(diVZ; Q), Ip(x)] < ap(z),
(2.11) Q

|divp(z)| < aq(x), for a.e. x € Q}

Remark: By slightly amending the proof of Proposition 2.2, one can also show that if u € L4/4~1 (Q) >

BV(9) then the dual variables p can be taken to belong to W (div?; Q) rather than Hy(div?; Q).
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2.4. The predual weighted TGV problem. Now we study the predual problem for the weighted
TGV model with continuous weights, i.e., we use the regularization functional (1.2) or equivalently
(2.11). For T € L£(L*(£2), L*(Q)) we assume that B := T*T is invertible and define ||v||% = [, vB v,
which induces a norm in L?(f2) equivalent to the standard one; compare [47]. When T*T is not
invertible one can add an extra regularization term of the form % fQ u? dz, for some small k > 0, to
the objective in (1.1). Then B = xId +T*T will be invertible, see a similar approach in [37, 39, 47].
We mention that a different set-up, as adopted for instance in [31], assumes T € L(LY %=1 L?(Q)),
since BV(Q) continuously embeds to L¥4~1(Q). Then one readily finds that for d > 2, B cannot
be invertible, in general. Even though invertibility of T*T is not necessary when dealing only
with the TGV regularization problem (1.1), additional challenges would arise in our overall bilevel
optimization context, such as, e.g., a lack of uniqueness of the solution for the lower level problem,
i.e., genuine set-valuedness of the regularization-weight-to-reconstruction map cf. the constraint set
in (1.4). In the next proposition we prove zero duality gap for (1.1) and its predual. We note however
that the invertibility assumption on T*T is not needed to establish zero duality gap but rather to get
an explicit formulation of the predual problem. An adaptation of the following proposition without
this invertibility assumption can be done for instance by simply adjusting the corresponding proof
of [31, Theorem 5.4] where analogous dualization results for a class of structural TV regularizers
were considered.

Proposition 2.3. Let f € L?(Q), then there exists a solution to the primal problem
1

(2.12) minimize iHTu - f||%2(g) +TGVZ(u) over u € BV(Q),

as well as to its predual problem

1 1
(2.13) minimize §||T*f — div?pl|3 — §Hf||%2 over p € Hy(div?; Q)

subject to  |p(x)| < ap(x), |divp(z)| < aq(x), for a.e. x € Q,

and there is no duality gap, i.e., the primal and predual optimal objective values are equal. Moreover,
the solutions u and p of these problems satisfy

(2.14) Bu = T*f — divZp.

Proof. We set U = Hy(div?;Q), V = L*(Q), A : U — V with Ap = div?p, and also F; : U — R and
F,:V — R with

(215) F (p) = I{|-(:1:)|§cy0(ae)7 for a.e. x} (p) +I{\div-(a:)|§a1(z), for a.e. x} (p)7
1, ., 1
(2.16) Fy) = HITF ~ i3~ 113
Immediately one gets that
: _ : Ligwe o2e Lo
217 B F(p)+ Pa(Ap) = int ST = divplf 5o

Ip(z)| <o ()
|divp(z)|<ai(z)

The problem in (2.17) admits a solution. Indeed, first observe that the objective is bounded from
below. Then note that since %HT —f||%2(9) is continuous at 0 € L?(f), its convex conjugate (see
[29] for a general definition) which is equal to ||7*f + -||% — %HfH%Q(Q) is coercive in L?(Q); see

[7, Theorem 4.4.10]. Hence, any infimizing sequence (py)nen is bounded in Hy(div?; ), and thus
8



there exist an (unrelabeled) subsequence and p € H(div?; Q) such that p, — p, divp, — divp and
div?p, — div?p weakly in L2. We also have that p is a feasible point since the set

{(h,divh,div®h) : h € Ho(div};Q), |h(z)| < ag(z), |divh(z)| < a1(z), for ae. z € Q},

is weakly closed. Then p is a minimizer of (2.17) as 1||7* f — -||% is weakly lower semicontinuous in
L3(9).

We now calculate the expression Fj'(A*u) + Fi(—u) for u € V* = L?(Q). As before one verifies
by direct computation that Fj(—u) = 3||Tu — fH%z(Q). Moreover,

F{(A"u) = sup {{(A"u, p)u= v — Fi(p)} = sup {(u, Ap)r2(0),12(0) — F1(p)}
peU peU
= sup / div?pde = TGVZ,(u),
pEHo(divZ;Q) JQ

p(z)|<oo(z)
[divp(z)|<ai(z)

where for the last equality we used Proposition 2.2 and its underlying density result. In order to
prove that there is no duality gap, it suffices again to verify the Attouch-Brezis condition and show
that the set (J,~o A(dom(Fy) — A(dom(F1))) is a closed subspace of V. It is immediate to see that
dom(Fy) = L%(9), and hence the condition holds true. Thus, we also get existence of a solution
for the primal problem (2.12). Finally (2.14) follows from the optimality condition (Euler-Lagrange
system) that corresponds to Ap € OFy (—u). O

The primal-dual optimality conditions for the problems (2.12) and (2.13) read

(2.18) p € OF; (A*u),
(2.19) Ap € OF; (—u),

and we note once again that (2.14) corresponds to (2.19) with F» and A as in the proof of Propo-
sition 2.12. Instead of making the optimality condition that corresponds to (2.18) explicit, we are
interested in the analogous optimality conditions written in the variables u and w of the equivalent
primal weighted TGV problem

1

2.20 in -

(2.20) ueBV(0) 2
weBD(Q)

||TU_fH%2(Q)+/QOél d|Du—w[+/Qa0d\Sw].

For this purpose note first that the predual problem (2.13) can be equivalently written as

1 1
(2.21) minimize §|]T*f + divg||% — inH%Q(Q) over (p,q) € Ho(div?; Q) x Hy(div; Q),

subject to — divp = ¢, |p(z)| < ap(x), |g(z)] < a1(z), for a.e. z € Q.

The next proposition characterizes the solutions (w,u) and (p, q) of the problems (2.20) and (2.21)
respectively. Before we state it, we note that in its proof we will make use of the following density
results:

L2(Q) Ho(div;Q)

= Kao; Coq = Koq?
9
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(2.23) Cog = {(div2¢, dive) : ¢ € O, 8P, |¢(z)| < ap(z), for all z € Q}
(2.24) Koo = {(div®p,divp) : p € Ho(div*;Q), |p(z)| < ao(z), for ae. z € Q},
(2.25) Oy = {¢ L€ C2(Q,RY), |¢(z)| < ai(x), forall z € Q} ,

(2.26) Ko, :={q:q € Ho(div; Q), |g(z)| < ai(z), for a.e. x € Q}.

These results can be proven by using the duality arguments of the proof of Proposition 2.2, which
originate from [12], or with the use of mollification techniques; see [35, 36, 38].

Proposition 2.4. The pair (p,q) € Ho(div?; Q) x Ho(div; Q) is a solution to (2.21), and (w,u) €
BD(Q) x BV(R) is a solution to (2.20) if and only if the following optimality conditions are satisfied:
(2.27)  Bu=T"f + divg,
(2.28) q = —divp,
(2.29)  |q(z)| < aa(z) for a.e. x € Q

and (Du —w,q — q) <0 for every ¢ € Ho(div; Q) with |q(x)| < ay(x) for a.e. x € Q,
(2.30)  |p(x)| < ap(z) for a.e. x € Q

and (Ew,p — p) < 0 for every p € Ho(div?; Q) with |p(x)| < ag(z) for a.e. x € Q.

Proof. Define X = (X1, X2) = Ho(div?, Q) x Ho(div, Q), Y = (Y1,Y2) = Ho(div; Q) x L3(9),
A: X =Y with A(p,q) = (¢ + divp,divg), and F} : X —» R, F5: Y — R with

(231) Fl(pa Q) = I{|-(:c)\§oz0(w), for a.e. x}(p) + I{|~(x)|§o¢1(a:), for a.e. =} (Q),

1 1
(2.32) F3(¢,9) = Loy (9) + S I T7F + lIE — §||f||%2(m'

Onme checks immediately that min, e x F1(p,q) + F2(A(p, q)) corresponds to (2.21) with the dual
problem reading miny, ,)ey+ F (=A™ (w,u)) + F5 (w, u). Observe that since

—<A*(UJ, ’LL), (pa Q)>X*,X = _<(w7 U), A(p7 Q)>Y*,Y = _<w7 din>Yl*,Y1 - (UJ, Q>Y1*,Y1 - <U, diVQ>Y2*,Y27

we have

(2.33)  F{(=A*(w,u)) = sup  —(w,divp)yy vy +  sup  —(w,q)vyy; — (v, divg)yy v,
peHo(div?;Q) q€Ho(div;Q)
|p(x)| <o (x) lg(z)|<ca (z)

Note that the suprema above are always greater or equal to the corresponding suprema over
C®(Q,8™%) C Hy(div: Q) and C*(Q,RY) C Hy(div;Q). One can easily check that there is
no duality gap between these primal and dual problems — the Attouch-Brezis condition is satisfied
— and thus since the primal problem is finite so is the dual. Using the fact that ag is bounded
from below, this implies in particular that w, seen as distribution through its action on C2°(2, ]Rd),
has a distributional symmetrized gradient Ew with bounded Radon norm, and hence it is a Radon
measure. It follows that w € L!'(©,R%) yielding w € BD(Q); see [11], which means that for
Y € OX(Q,RY) we have (w, )y vy = Jow -9 dx. Using density of C®(,RY) in Hy(div; Q) this
also implies (w, q)yy v, = Jow - qdz and similarly (w,divp)yry; = Jow - divpdz in (2.33). Using
10



now also the density results (2.22) we have

Ff(=A"(w,u)) =  sup —/ w-divpdz +  sup —/ w-qda:—/ udivgdx
peHo(div?;Q) Q g€ H (div;Q) 9) Q
Ip(z)|<ao(z) lg(@)|<on (z)
= sup —/w-divqﬁdw—i— sup —/w-wda:—/udivwdx
peCe(Q,8%%4)  JQ YECX(QRY)  JQ Q
l¢(z)|<ao(z) [ ()| <en ()
= sup (Ew, )+ sup (Du—w,v),
$eC®(Q,84%4) YeCE (Q,RY)
l¢(z)|<ao(z) v (z)|<on (x)

:/agd\5w|+/a1d\Du—w\.
Q Q

Here we used the fact that since the distribution Du — w has a finite Radon norm, due to aj
being bounded away from zero, it can be represented by an R%valued finite Radon measure and
in particular v € BV(Q). Furthermore, as in the proof of Proposition 2.3 we have Fj(w,u) =

The fact that there is no duality gap is ensured by Propositions 2.1, 2.2 and 2.3. We now turn
our attention to the optimality conditions

(2.34) (p,q) € OFY (—A*(w, u)),
(2.35) A(p,q) € OF5 ((w,u)).

It can be checked again that (2.35) gives (2.27) and (2.28). We now expand on (2.34). We have
that (p,q) € OF] (—A*(w,w)) which is equivalent to —A*(w,u) € OFi(p, q), that is Fi(p,q) = 0 and

(=N (w,u), (B —p,Gd— @) x+x < F1(P,q)
= —(w,div(p — p)) — (w,§ — q) — (u,divg — divg) < F1(p, q)

= (Ew,p = p) <L) (2)|<a0(z), fae. 2} (D)
(Du —w, G — q) < L{|(2)|<a1(2), fae 2} (D)
= (Ew,p—p) <0
(Du—w,q—q) <0,

with the last two inequalities holding for any p € Hy(div?; Q) with |p(z)| < ag(z) for a.e. z € Q and
for any q € Hy(div; Q) with |G(x)| < ay(z) for a.e. x € Q. Hence we obtain (2.29) and (2.30). O

3. A SERIES OF REGULARIZED PROBLEMS

3.1. Regularization of the primal problem. With the aim of lifting the regularity of v and w
to avoid measure-valued derivatives, we next consider the following regularized version of the primal
weighted TGV problem (2.20):

(3.1)
1
minimize —||Tu — f||%2(9) +/ a1|Vu — w|dz —i—/ ap| Ew|dx
2 Q Q
,u v
+ §HVUH%2(Q) + 5”11}"%'—[1(97]1{11) over (w,u) € Hl(Qde) X Hl(Q>7

for some constants 0 < p,v < 1. Existence of solutions for (3.1) follows from standard arguments.
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Observe that (3.1) is equivalent to min, ¢ Q1(w,u) + Q2(R(w,u)) where X = H'(Q,RY) x
HYQ), Y = L2(Q,8%%) x L2(Q,RY), R : X — YV with R(w,u) = (Ew,Vu —w), Q1 : X — R,

Q2 : Y = R with Q(w,u) = 5[Tu — flf20) + §1Vul?sqpe + 5lwl}qre and Qa(v,¢) =
Jooalpldz + [, aoli|dz. Note that the Attouch Brezis condltlon is satisfied since dom(Q2) =Y

Proposition 3.1. The pairs (w,u) € H'(Q,RY) x HY(Q) and (p,q) € L*(Q,R™*?%) x L2(Q,R?)
are solutions to (3.1) and its predual problem, respectively, if and only if the following optimality
conditions are satisfied:

(3.2) Bu— pAu+Vq—T*f =0 in H' (Q)*,

(3.3) vw — vAw — g+ E*p =0 in H'(Q,RY)*,
|q’ S ag,

(3.4) a1(Vu—w) —q|Vu—w| =0 if |q(z)| = ai(x),
Vu—w=0 if lq(z)| < on(w),
|p‘ S Q,

(3.5) agEw —plEw| =0 i [p(z)] = ao(),
Ew =0 if |p(z)| < ao(x),

where the multiplications are regarded component-wise.

Proof. The proof follows again easily by calculating the corresponding primal-dual optimality con-
ditions. g

Next we study the relationship between the solutions of (2.20) and (3.1) as the parameters pu, v
tend to zero.

Proposition 3.2. Let pi,, vy, — 0 and let (wp, un)nen be a sequence of solution pairs of the problem
(3.1). Then u, = u* and w, — w* in BV(Q) and BD(Q) respectively, where (w*,u*) is a solution
pair for (2.20). The convergence of wy, is up to a subsequence.

Proof. For convenience of notation, define the energies

1 I v
En(w,u) = 5|[Tu— Flf2() + /Q a1|Vu — w|dr + /90401Ew|d95 + élHVUH%%Q) + ?nHwH}ZL[l(Q,Rd)a

1
E(w,u) = §HTU - fH%2(Q) + /Q ard|Du — w| + /and\é'w].

We have
(3.6)

1 1
§HTUn - fH%Q(Q) + / | Vuy — wy|de +/ o Bwp|dz < Eyn(wn,un) < En(0,0) < §Hf‘|%2(g)
Q Q

Thus, the sequences (uy,)nen and (wy,)nen are bounded in BV (Q2) and BD(2), respectively. In order

to see this, note that by setting o; := min_ g a;(7), i = 0,1, we get
2
TGV, 0, (1) = min 0V, = wllaa + g€l

1
g/a1|Vun—wndx+/aoEwn\d$§ inH%Q(Q)
Q Q

Hence, (up)nen is bounded in the sense of second-order TGV. Again using [7, Theorem 4.4.10], we
get that (|7 - _inz(Q) is coercive, since it is the convex conjugate of L||T*f +-||% — 3| f||, which
12



is continuous at 0 € L?(£2). This implies further that this sequence is bounded both on L?(£2) and
BV(€2). The bound on (wy)nen in BD(€2) then follows from (3.6).
From compactness theorems in those spaces (for BD(f2) see for instance [57, Remark 2.4]) we have

that there exist u* € BV(Q) N L?(R2) and w* € BD() such that u,, — u* in BV(Q) and weakly in
L2(Q), and wy,, — w* in BD(Q) along suitable subsequences. Due to the lower semicontinuity of the
functional E with respect to these convergences, we have for any pair (w,4) € H'(Q,R%) x H'(Q)

(3.7)  E(w*,u") <liminf E(wy,, u,,) < liminf E,, (wy, ,uy,) < liminf B, (0, 0) = E(w, @).
k—o0 k—ro0 k—ro0

Recall now that LD(Q) = {w € L'(Q,RY) : Fw € L'(Q,R?¥*%)} is a Banach space endowed with the

norm |lwllLpe) = |[wll 11 (ord) + | Ewll 11 (o raxa) and that C>(Q, R9) is dense in that space; see [56,

Proposition 1.3]. From this, in combination with the fact that C°°(€2) is dense in WH1(2) N L3(Q)
we have that for every (w0, 4) € LD(Q) x (W1(Q) N L?(Q)) there exists a sequence

(on, @ )nery € C% (2, RY) x C*(Q) € HY(Q,RY) x H'(Q),
such that E(wp,up) — E(w,4). Hence, since (3.7) holds we have that
(3.8) E(w*,u*) < E(b, @), for all (w,a) € LD(Q) x (W-1(Q) N L*(Q)).

Finally, by following similar steps as in the proof of [58, Theorem 3|, we can show that for every
(w,u) € BD(2) x (BV(Q)NL3(£2)) there exists a sequence (wp, up)pen € LD(Q) x (WHL(Q)NL2(Q))
such that

|un — ullL2@) — 0, /Qa1|Vuh—wh\d$—>/Qozld|Du—w|, /Qoz0|Ewh|d:c—>/Qozgd|5w|7

which implies again that E(wp,un) — FE(w,u). This, together with (3.8) yields
E(w*,u*) < E(w,u), forall (w,u) € BD(2) x BV(Q).

This yields that (w*,u*) is a solution pair for (2.20). Finally, from the uniqueness of the solution
u* for (2.20) we get that the whole initial sequence (uy)nen converges to u* weakly™ in BV(Q).
The uniqueness follows from the fact that T is injective and hence the functional 3 ||T"- — f H%Z(Q) is
strictly convex. O

We now proceed to the second level of regularization of the problem (3.1), which, in addition to
lifting the regularity of u and w, respectively, also smoothes the non-differentiable constituents. For
this purpose, we define the following primal problem, which will also be treated numerically, below:

(P5)
1
minimize §||Tu - f||%2(9) + / a1, (Vu — w)d:L‘+/ agpy (Bw)dx
Q Q
i v
+ §Hvu”%2(g) + 5”111“%{1(97]1@) over (w,u) € H(Q,R?) x HY(Q).

Here ¢ denotes the Huber-regularized version of the Euclidean norm. That is, for a vector v € .S,
S =R?% or R4 and v > 0 we use

o(@)] =37 if Jo(@)] =9,
(3.9) Py (v) () = S
! slv@)P it u(@) <9,
with | - | denoting either the Euclidean norm in R% or the Frobenius norm in R%*¢. We mention

that this type of Huber regularization of TV-type terms in the primal problem corresponds to an
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L? regularization of the dual variables in the predual [18, 40]. In order to illustrate this consider
the following denoising problem (P,) without any H'® regularization:

(3.10)
1
minimize §||u - f”%z(g) —I—/ a1dp~, (Du — w) —|—/ aodp, (Ew)  over (w,u) € BD(Q) x BV(Q),
Q Q

where

/ ardps, (Du—w) = / a1, (Vu —w)dx + / aqd|D?ul,
Q Q Q

/aodgovl(é’w):/aocpﬁ,Q(Ew)da:+/aod|55w|.
Q Q Q

Here D*u and £°w denote the singular parts with respect to the Lebesgue measure of Du and Ew
respectively, following the Lebesgue decomposition Du = [, Vudr+D*uand Ew = [, Ew dz+E%w.
The corresponding predual problem of (3.10) is given by

o 1 . Yo 1 " L 9 L2
macimize = 511/ + divallaey = 5 [ ~clpPdr =3 [ laPde+ 317,
over (p,q) € Wi(div?; Q) x Wi (div; Q),
subject to g = —divp, |p(z)] < ao(z), lg(x)] < a(z).

(3.11)

The proof is similar to the one of Proposition 2.4 with

_ o f L e, o L
F1(p,q) = L. ()| <ao (@)} () + Z{|-(@)|<aa (21} (@) = /anlp dz — /Qa1|q dz,

and in the dualization process we use the fact that for an S-valued measure p we have,

1 o0
/Qoéd%(ﬂ) = sup {/chdu — T{1.(2) <o)} (@) — g /Q a|¢>|2dl‘ 1 ¢ e Cg (9,5)};

see for instance [28].
Returning to the (doubly) regularized primal problem (P,), we are primarily interested in its
associated first-order optimality conditions.

Proposition 3.3. We have that the pairs (w,u) € H'(Q,RY) x HY(Q) and (p,q) € L*(Q, R4 x
L*(Q,R%) are solution to (Py) and its predual problem, respectively, if and only if the following
optimality conditions are satisfied:

) Bu— pAu+V*q—-T*f =0 in HY(Q)*,
3.13) vw —vAw — g+ E*p=0 in H'(Q,RY)*,

) max(|Vu — w|,71)q — o1 (Vu —w) = 0 in L*(Q,RY),

) max(|Fwl|,v)p — cgEw = 0 in L*(Q,S9).

The proof of Proposition 3.3 follows from calculating the corresponding primal-dual optimality
conditions as in Proposition 3.1. Finally, in order to avoid constraint degeneracy and for the sake of
differentiability for the bilevel scheme in the next section, we also employ here a smoothed version
maxs(-,y) of max and its derivative, denoted by X, defined as follows for » > 0 and for 0 < % <
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ifrgfy—%,
ify—8<r<y+3,
ifr>’y+g.

(T+%_7)2+’y’ X&(Ta’)/):

S9]

max;s(r,y) =

3 g 2
= o= O
—
=
+
Nl
|
)

S~—

Thus we arrive at the following regularized optimality conditions:

(Opty) Bu — pAu+Viq—T"f =0,

(Opt2) vw—vAw —q+ E'p=0,

(Opts) max;(|Vu —w|,7)¢ — a1 (Vu —w) =0,
(Opta) max; (| Ew|,v0)p — apEw = 0.

Note that these would correspond to the optimality conditions of an analogue problem to (P;)
where the Huber function ¢ is substituted by an analogous C? version ©~,5, having the property
V., s(x) = x/maxs(|z|,v) pointwise, and which do not write down explicitly here. The relevant
approximation result now follows, where we have set y9 = 1 = -y for simplicity.

Proposition 3.4. Let (w,u,q,p) and (w5, Uy 5, D5, Gy,s) satisfy the optimality conditions (3.2)~
(3.5) and (Opt1)~(Opty), respectively. Then, as 7,0 — 0, we have uy s — u strongly in HY(Q),
W5 — w strongly in HY(Q,RY) as well as divgy s — divq and q, s + divp, s — q + divp weakly” in
HY(Q)* and HY(Q,RY)*, respectively.

Proof. By subtracting first two equations of the optimality system of Proposition 3.1 and 3.3,
respectively, we get for all v € HY(Q), w € H'(Q,R?)

(3.17) /QB(U — Uy 5)vdx + ILL/Q V(u—uys)Vodr = /Q(q%(; —q)Vvdz,
(3.18) 1// (W — wy5)wdr + 1// V(w—wys)Vwdr = /(q — @y 5)wdx + / (py,6 — p)Ew dz.
Q Q Q Q

When using v = v — v, 5 and w = w — w, s in the equations above and adding them up we get

(3.19) lu =y sllF-1 + 1l V= Vg5

2 2
L2(Q,R%) +vlw - w’Y,isHHl(QJRd) = R + Ry,

where
Ry = /Q(q%(; — q)T[Vu —w — (Vg5 — wy )] de, Ry = /Q(p%(; — p)TE(w — Wy 5) da.

We now estimate R; and Ry. Consider the partitions of € into disjoint sets (up to sets of measure
zero) Q= AUZ = A, s UL, 5, where

A={zeQ: |[Vu—w| >0} I=0Q\A,
o
A%(S: {xEQ: |Vu%5—w%5] >’}/+2}, I%(S:Q\-A%(S.

We estimate R; separately on the disjoint sets A, s VA, AysNZ, Zy5N A and Z,5s N Z. Recall
that |g(z)| < a1(x), as well as |gy,5(x)| < a1 (z) for almost every = € €. Starting from A, 5N .A and
noticing that
Vu —w Viy s — wys
= 1 =y
q 1’vu_w’7 qmd l‘vu’yﬁ —/LU»Y’(S”
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it follows that pointwise on A, s N A (with argument z left off for ease of notation) we have
(76— q) " [Vu—w — (Vg5 — wy5)] = ¢,.6(Vu — w) — a1 |Vuy 5 — wy 5] — a1|Vu — w| + ¢(Vauy, s — w,.5)
< o1|Vu — w| — a1|Vuy s — wy 5] — a1|Vu — w| + 1| Vu, s — w5
= 0.
Turning now to the set A, s N7 and recalling Vu —w = 0 we have
(q“/,é - Q)T[vu —w-— (vu'y,é - w'y,(s)] < —041’VU%5 - w7,6| + ‘QHVU’yﬁ - w'y,zS’ <0.
For the set 7, s N A, note that

0 Y
|vu7,5 - ww,ﬁ‘ <7+ 57 V’LL%(; — Wy,5 = OTIQ%&

Thus, we can estimate

(Q'y,d - Q)T[vu —w-— (VU%(; - w’y,tS)] < q’y,t;(vu - ’U}) - aﬂVu - 'LU’ - q%(S(vu'y,é - w’y,é) + Q(vu'y,é - w'y,&)
< a|Vu—w| — a1lVu —w| = ¢,,5(Vuys — wy5) + ¢(Viy s — wy5)
< (2y+d)ar

Similarly, for the set Z, s N Z we get
(¢y,5 — q)T[VU —w — (Vys —wys)] < 2(y + 6.
Combining the above estimates we have

ng/(2’y+5)a1dx—>0
Q

and for Ry we similarly get
Ry < /(27 + 0)agdx — 0.
Q

Hence, from (3.19) and the fact that || - [[g-1 is equivalent to || - [[z2(q), We obtain the desired
convergences for u, s and w, ;. From this result and using (3.17) and (3.18) we get that for every
v € HY(Q) and for every w € H' (92, R?) we have

/ vdivg, 5 dr — / vdivgdx  and / w(@y,s + divpys) de — / w(q + divp) dz,
Q Q Q Q

as v,0 — 0. This completes the proof. O

Finally, the following approximation result holds true, when all the parameters u, v, 7y, § tend to
Zero.

Proposition 3.5. Let fin, Vn, Vn, 6n — 0, and denote by uy,, 1, ~. 5, € H(Q) the solution of (Opty)-
(Opt1) with (11,v,7,8) = (Hn, Viy Y, On)- Then p, v v s — w* in BV(Q), where u* solves (2.20).

Proof. 1t is easy to show that wu,, ., ~..6, — u* in L'(£2). Indeed, we have

Mny’”ﬂ;'}‘nﬁn - *||L1(Q) S Hu/—Lnyun’O:O - u*HLl(Q) + ||ullzn,7/n7')’n75n - u/—‘n;Vn,O,0||L1(Q)'
||l u
According to Proposition 3.2 it holds that [[u, ., .00 — u*[|11() — 0. The other term tends to zero
according to equation (3.19) of Proposition 3.4. There, the estimates for R;, Ry are not affected if
we substitute u and w5 by U, 1,00 and U, v, 4.5, Tespectively. In other words, the estimate

1 thy110,2.,0,0 = Wt 00 70,00 H%Z(Q) < C@2vn + 60)[Q[lao + 1o

holds for some C' > 0 and hence |y, v, ~yn .60 = Upn.m.00l L1 Q) = O
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To finish the proof and show that the convergence is weak* in BV (£2), it suffices to establish that
Jo IV U, 1 v 5, | is uniformly bounded in n; see [2, Proposition 3.13]. Observe first that, if ¢ s
is the C? regularized Huber function, that corresponds to the -smoothing of max, then as in the
proof of Proposition 3.2 we get

1
(320) / also'y,(s(vuﬂn,l/ng'}/n#sn - w/»ln,l/ng')/nyfsn)dx +/ aO(p'Y,(S(Ewﬂn,Vn,'Yny(sn)dx S §||f”%2(9)
Q Q

As in (3.9) we also have that ¢, () > |- | — 37, and hence we obtain
(3.21)
1 a1 + || Q
/ al|vuﬂm”’nﬁn75n_wﬂn7Vn7’Yn,5n|d$+/ a0|Ean7Vn7’Yn76n|dm < 2||f||%2(9)+(” Hoo ||2 HOO)’ |FY7L < K7
Q Q

for some constant K > 0. Then, as in the proof of Proposition 3.2, we get that (w,, v, vn.6, JneN is
bounded in TGV which, together with the L' bound, gives the desired bound in TV. g

4. THE BILEVEL OPTIMIZATION SCHEME

In this section we will adapt the bilevel optimization framework developed in [37, 39] in order to
automatically select the regularization functions ay and ;. The main idea is to minimize a suitable
upper level objective over both the image u and the regularization parameters ag, a; subject to
u being a solution to a (regularized) TGV-based reconstruction problem with these regularization
weights.

It is useful to recall the definitions of the localized residual R and the function F' as stated in the
introduction:

(1.1 Ru(e) = [ wla.)(Tu— 20,
where w € L>®(Q x Q) with [, [ w(z,y) dzdy =1 and
1 _2 2 1 . 2 2
(4.2) F(v):= = | max(v—7%0)*dz+ = [ min(v—¢~,0)°dz,
2 Ja 2 Ja
for some appropriately chosen o2, 5>2.

We thus end up to the following bilevel minimization problem:

: Ao A1
min J(u, ag, 1) == F(R(u)) + 3”060”?11(9) + 3”041”?{1(9)7
over (u,ap, 1) € H'(Q) x A%, x AL,

4.3 1
(4.3) subject to (u,w) = argmin §||Tﬂ - f||%2(9) + / a1y s(Vi —w)dx —i—/ gy s(Ew)dx
Q Q

()

Moo =2 Y2
+ IV lag) + 3 10130 g pay-

Utilizing the regularized primal-dual first-order optimality characterization (Opt;)—(Opty) of the
solution to the lower level problem of (4.3), we arrive at the following mathematical program with
equilibrium constraints (MPEC, for short) which is equivalent to (4.3):
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.

: Ao At
min J(u, g, 1) == F(R(u)) + ?HO‘OH}QLP(Q) + Eﬂalufql(mv

over (u,ag,a1) € H'(Q) x A%, x AL,

(Prav) subject to Bu— pAu+ Vg —T*f =0,
vw —vAw — q+ E*p =0,

max;(|Vu — w|,71)q — o1 (Vu —w) =0,

L max;(|Ew|,v0)p — apEw = 0.

Note that in view of the equivalence of (4.3) and (Prqv), we will still refer the latter as the bilevel
TGV problem. A few words about (Prqgy) are in order. Here, «; are forced to be contained in the
box constraint sets

(4.4) Al ={ e H(Q): o, <oy <@}, i=0,1,

with o, @; € L?(2) and 0 < ¢ < q;(z) < @(z) — € in Q for some ¢,¢ > 0, i = 0,1. Note
that the H' regularity on the parameter functions ag, a facilitates the existence and differential
sensitivity analysis as established in [37, 39] for the TV case. Note, however, that this setting does
not guarantee a priori that these functions belong to C(Q), the regularity required for applying the
dualization results of the previous sections. Nevertheless, under mild data assumptions, one can
make use of the following regularity result of the H'-projection onto the sets Agd and A}ld; see [39,

Corollary 2.3] for a proof.

Proposition 4.1. Let Q C RY with £ = 1,2,3 be a bounded convex set and let Aqq = {o € H(Q) :
a < a<a}, where a,a € H?(Q) such that o < @ and g—% = g—f =0 in H1/2(8Q). Then if

= Pagy(w) = argmin Sl - wl
acA

it holds

Ow ow*
we H*(Q) and o 0 = w'e H*Q) and o0

In particular, if oy, @, oy, @1 as well as the initializations for oy and aq are constant functions,
then along the projected gradient iterations of Algorithm 2, the weights are guaranteed to belong
to H%(Q) which (for dimension d < 2) embeds into C(Q).

We briefly note that in the TV case it can be shown [31, 33] that W!! regularity for the regu-
larization parameter « suffices to establish a dualization framework. A corresponding result is not
yet known for TGV, even though one expects that it could be shown by similar arguments. Hence,
here we will also make use of the H'-projection regularity result as described above.

Regarding the box constraints (4.4) in [26] it was shown that for a PSNR~optimizing upper level
objective J(u,a) = |lu(a) — fH%Q(Q) subject to H' and Huber regularized TV and TGV denoising

problems, under some mild conditions on the data f, the optimal scalar solutions « and (g, vy) are
strictly positive. As depicted in Figure 2 the upper level objective discussed here appears close to
optimizing the PSNR, keeping the parameters strictly positive via (4.4) seems, however, necessary
for the time being.

We now briefly discuss how to treat the bilevel problem (Prgy). Let (ap, 1) — u(cp, 1) denote
the solution map for the lower level problem, equivalently of the optimality conditions (Opt;)—
(Opty). Then the problem (Prgyv) admits the following reduced version

=0.

(4.5) min J(ag, 1) := J(u(ag, 1), a0, 1) over ag € A%, ag € AL,
18



Similarly to the TV case [37], one can show that the reduced functional J : H'(Q) x H(Q) — R is
differentiable. We can then apply the KKT framework in Banach spaces [60]:

minimize J(z) over xz € X,
(4.6)

subject to z € C and g(x) =0,

where V, A, Z are Banach spaces, X =V x A, J: X — Rand g: X — Z are Fréchet differentiable
and continuous differentiable functions, respectively, and C C X is a non-empty, closed convex set.
In the bilevel TGV problem (Prqy) we have V = H'(Q) x H*(Q,RY) x L2(Q, RY), L2(Q, S¥*?), A =
HY(Q)xHY(Q),C=VxAY x AL, and Z = H(Q)*x H' (1, R4 x L2(Q,RY), L2(Q, S¥*9). Here g :
X — Z is defined by the optimality conditions (Opt;)—(Opty). Finally, for z = (u,w, q, p, ag, 1) :=
(x, ap, 1), we have J(z) = J(u, ap, @1). Note that the framework of (4.6) guarantees the existence
of an adjoint variable x* € V' with the help of which an optimal solution of (Prqgy) can be charac-
terised. This adjoint variable also allows the computation of the derivative of the reduced objective
J' in an amenable way, see next section.

We will skip here the proofs for the differentiability of the functions g and the reduced objective J
as well as the existence proofs for (Prqgy ). These results can be shown similarly to the corresponding
assertions for TV; see [37, Thm. 6.1, Prop. 6.2, Prop. 6.3].

5. NUMERICAL IMPLEMENTATION

In this section we will describe a Newton method for the lower level problem, a projected gradient
algorithm for the solution of the discretized version of the bilevel problem (Prqyv ), as well as provide
corresponding numerical examples in denoising.

5.1. Newton solver for the lower level problem. Before we proceed to devising of a projected
gradient algorithm for the solution of the bilevel problem, we discuss first a primal-dual Newton
algorithm for the solution of the first-order optimality conditions (Opt;)—(Opt4) re-written here for
the sake of readability:

(5.1) Bu — pAu — divg — f =0,
(5.2) vw — vAw — g — divp = 0,
(5.3) maxs(|Vu — w|,v1)q — a1 (Vu — w) =0,
(5.4) maxs(|Ew|,v0)p — cpEw = 0.

A few words on the discrete involved quantities are in order. Images (d = 2) are considered as
elements of Uy, := {u|u : Qp — R} where Q5 = {1,2,...,n} x {1,2,...,m} is a discrete cartesian
grid that corresponds to the image pixels. The mesh size, defined as the distance between the grid
points, is set to h = 1/y/nm. We define the associated discrete function spaces W), = U, x Up,
Vi, = Uy, x Uy, x Uy, so that p € Vj, with p = (p'!, p'2,p??). For the discrete gradient and divergence
we have, V : W, — V}, and div : V}, = W), satisfying the adjoint relation V = —div', setting zero
values at the ghost points. The discretized symmetrized gradient Fw is defined as (Vw + (Vw)").
For the discretized versions of the Laplacian, we use the standard five-point stencils with zero
Neumann boundary conditions, by setting the function values of ghost grid points to be the same
with the function value of the nearest grid point in €2;,. Note that these act on the primal variables
u and w, which satisfy natural boundary conditions in contrast to the dual variable.

The system of equations (5.1)—(5.4) can be shortly written as gpq(x) = 0, where x = (u,w, g, p).
We compute the derivative of g,q at a point x = (u,w, ¢,p) as the following block-matrix:
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A B
Dgpd(X) = Dgpd(u7w7Q7p) = |:C D:| ’

where
(5.5)

e B — uA 0 B_ —div. 0 D maxs(|Vu —w|,v1) 0

0 v =N T T T —div] T 0 maxs (| Ew|,70) |’

66 O —o1V + qX5(|Vu —wl,m) e -V and + qX5(|Vu — wlom) oz - (=)

: 0 —aoEerXa(\EwL’Yo)% B

Given x*, the Newton iteration for solving the system of equations (5.1)—(5.4), or gpa(x) = 0 for
short, reads

X =xF — DF(F) LR,
which can also be written as
(5.7) Dgpa(x*)x*! = Dgpa(x*)x* — gpa(x*).
Here it is convenient to introduce the notation

A B
Dgpa(x") = Dgpa(u*,w",¢*,p*) = [Ck Dk]

since only the submatrices C and D depend on k. Note that the right-hand side Dgpq (x*)x* —gpa (x*)
of the linear system (5.7) can be written as

k
Dgualast = 764 = ().
2

where
T
B= (107, and 05 = (Vi — 0k Tk - b g X (| Bt q0)| But])

Notation-wise, the components that appear in b§ should be regarded as the diagonals of the corre-

sponding diagonal matrices that we mentioned before, multiplied component-wise. By introducing

the notation x¥ = (u¥, w*)T, x5 = (¢*,p¥) T, the Newton system (5.7) can be written as

A B[N [k
63 o o) (50 )= (%)

The above system can be simplified utilizing the Schur complement: First solve for the primal
variables x} ™1 = (u**1 w*+1) and then recover the dual ones x5! = (¢"*1, p**+1). This yields

(A — BD; *Cy)xktt = b — BD 1ok,
xg"'l = D,;l(b’g — C’kxlf+1).
The folllowing result then holds.

Lemma 5.1. If (¢*,p*) belong to the feasible set, i.e., |¢*| < a1 and |p¥| < ag component-wise,
then the matriz Sy, := (A — BDI;ICk) is positive definite and for the minimum eigenvalues we have

Amin(Sk) = Amin(A) > 0. Furthermore, Sk_l 1s bounded independently of k.
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Algorithm 1
Newton algorithm for the solution of the regularized TGV primal problem (P)

while some stopping criterion is not satisfied do
Solve the linear system for x/™! = (uF+1 wk+1)

(A— BD, *Cy)xitt = v — BD, 'bh
Update x5+t = (gF+1, p#+1) as follows

<kl _ =11k k+1
Xy =Dy (bg — Crxy )

k+1 k41
)

Compute ¢*t, p*+1 as projections of § P onto the feasible sets {q : |¢| < a1}, {p: |p| < a0}

end while

The proof of Lemma 5.1 follows the steps of the analogous proof in [40] and is hence omitted.
Summarizing, the Newton method for the solution of the (5.1)—(5.4) is outlined in Algorithm 1.
Here we have followed [40] and project in every iteration the variables ¢, p onto the feasible sets
such that the result of Lemma 5.1 holds.

The projections onto the feasible sets are defined respectively as

_ q _ p
q= L b= AR
max{l,ai} max{l,l}

1 0

with the equalities above to be considered component-wise.

(5.9)

5.2. The numerical algorithm for (Prgy). We now describe our strategy for solving the dis-
cretized version of the bilevel TGV problem (Prgy). We note that in most of the experiments we
will keep g a scalar — this is justified by the numerical results; see the relevant discussion later on.
We will always mention the small modifications on the algorithm when ag is a scalar. We will also
make use here of the discrete Laplacian with zero Neumann boundary conditions A : U, — Uy, which
is used to act on the weight function a;. These are the desired boundary conditions for «ag, o as
dictated by the regularity result for the H!-projection in [39, Corollary 2.3]. For a function u € Uy,
we define the discrete ¢? norm as

2

ullZoo,y = H* > Juig
(ivj)EQh

For the discrete H' norm applied to the weight function o we use

leall g, = byfal (I = A)ay,
while the dual norm is defined as
17 1y = I = A) el g,y = ha/rT (I = A)~1r

based on the H! — H'(Q)* Riesz map a + r = (I — A)a. For the discrete version of the averaging
filter in the definition of the localized residuals (4.1) we use a filter of size n,, X n,,, with entries
of equal value whose sum is equal to one. With these definitions the discrete version of the bilevel
TGV (Prgv), is the following:
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(PLay) , X \ \
minimize 2[|(R(u) %) [}a(q,) + 5ll(@® = R)*lEg,) + Fllaollig,) + 5 lailli o,
over (u,ag, a1) € Uy x (A2 )n x (AL,
subject to Bu — pAu — divg — f =0,
vw — vAw — q — divp = 0,
maxs(|Vu — wl,)q — a1(Vu —w) =0,

max;(|Ew|,v0)p — apEw = 0.
Here the box constraint sets are defined as

(Agd)h ={ap e Up: ag < ()i < ap, forall (4,5) € Qn},
(A}ld)h ={o €eUy: a; < ()ij <ay, forall (4,5) € Qp}.

The discretized versions of (5.1)—(5.4) and the upper level objective are still denoted by gpq(x) =0
and J respectively.

Regarding the choice of the lower and upper bounds for the local variance o2 and 72, respectively,
we follow here the following rules, where o2 is the variance of the “Gaussian” noise contaminating
the data:

(5.10) 7 = o? (1+ﬁ>, 0% =o? (1\@)

N Nw

The formulae (5.10) are based on the statistics of the extremes; see [39, Section 4.2.1].

We now proceed by describing the algorithm for the numerical solution of (IP’%’GV). In essence, we
employ a discretized projected gradient method with Armijo line search. We briefly describe how
the discrete gradient of the reduced objective functional is computed with the help of the adjoint
equation. The corresponding discretized version of the latter

ngpd(x*)T = —DyJ(x),
where x* := (u*,w*, ¢*, p*) is the adjoint variable, reads

: ~2(u— f) (w (R(w) ~7%)* = (0 — R()*))

AT CT | 0 (v
e [ 57| 7 |- o -(4).
0

where the matrices above were defined in (5.5) and (5.6). The equation can be solved again for
X} := (u*,w") first and then subsequently for x4 := (¢*, p*) as follows

*Sﬁ

DR

(AT - CT(DT)—lBT> ot = b,
25 = (D")~'(b5 - B'a7).
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The derivatives of the reduced objective with respect to ag and «q, respectively, are

(5.12) j(;o (040, Oél) = (Daogpd>—r$* + DaOJ(Oé(], 041)
0

(5.13) — [Id Id 2Id] + Ao(Id — A)ag

u*
w*
0 q*
—diag(Ew) p*
=—[Id Id 2Id]diag(Ew)p* + Xo(Id — A)ay,

(5.14) j('ll (g, 1) = (Dalgpd)T;E* + Dq, J (v, 1)
0 u*
0 w*
= [Id Id _diag(Du — w) . | FAMUd = A)ag,

"R

0
= —[Id Id]diag(Du—w)g* + M (Id — Aoy,

where x = (u,w, ¢,p) solves gpq(x) = 0 for ag, ;. The corresponding reduced gradients are
(5.15) Vo, J (a0, 1) = (I — AL, (a9, 1), i=0,1.

We note that in the case of a scalar o, we set \g = 0. Then, JLO (g, 1) = —[1 1 21]diag(Ew)p*,
and Vg, J(ap, o) = JLO (g, 7). Here 1 denotes a matrix of size 1 x nm with all entries equal
to one. In summary, the projected gradient algorithm for the solutions of (]P’%GV) is described in
Algorithm 2

We lastly note that the projections P( A0 ) P( AL, are computed as described in [39, Algorithm
4], that is via the semismooth Newton method developed in [32]. We only mention that the original
discretized H'-projection problem Pa,.) , (@) given by

2

o1 ~ 112 . ~\T ~
min 5”04—04"H1(Qh) = ?(a—a) (I —A)(a—a),

over o€ (Aga)p ={aeclUy: a<a;; <a},

(5.16)

is approximated by the following penalty version:

o1 - 1 /1 _ 1
610 min gl ala, + o (0@, + e - @) e, )

with some small €, > 0. For the projection regarding a scalar «g, we simply set P Aod)h(oco) =
max(min(ao, @), ap)-

5.3. Numerical examples in denoising. We now discuss some weighted TGV numerical ex-
amples, with regularization weights produced automatically by Algorithm 2. We are particularly
interested in the degree of improvement over the scalar TGV examples. We are also interested
in whether the statistics-based upper level objective enforces an automatic choice of regularization
parameters that ultimately leads to a reduction of the staircasing effect. Our TGV results are also
compared with the bilevel weighted TV method of [37, 39]. In order to have a fair comparison, we
use a Huber TV regularization for the corresponding lower lever problem, with the latter substituted
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Algorithm 2
Discretized projected gradient method for the bilevel TGV problem (]P’%”GV)

Input: f, o, Qo, y, @1, T, T, Aoy A, s Vs Y05 V1, O, My T4, T2, 0 < e < 1,0 <0 <1< 6,
Initialize: of € (A%))n, o € (AL,); and set k = 0.
repeat

Use the Algorithm 1 to compute the solution x* = (u*

,wk gk, pk) of the lower level problem
gpd(uk’ wkv qkapk) =0
Solve the adjoint equation (5.11) for (u*, w*,q*,p*)
Compute the derivative of the reduced objective with respect to ap and «; as in (5.13)
and (5.14)
Compute the reduced gradients
vaz‘j(aga alf) = (I - A)_ljtlxq;(algv a]f)a 1=0,1
Compute the trial points

k+1 — p

@; (AL Dn (Oéf: - Tzkv@ij(alga OX{))? 1=0,1

while
J(a* o) > ok ob)
+ ¢ (Jay(ab,al) T (af ! = ab) + Ji, (o, af) T (ah ! —ab))
do (Armijo line search)
Set 7 := 0_7¥, ¥ := 0_7F and re-compute
ok tt = Py, (af - TV o, J (0, af)), i=0,1

end while
Update T(lf'H = 9+Té“, Tf“ = 9+7-{“ and k = k+1
until some stopping condition is satisfied

by the TV primal-dual optimality conditions,
u—divp— f=0
max(|Vul,v)p — aVu =0,

where « is now the spatially dependent regularization parameter for TV. We use the same values
for the Huber parameter v both in bilevel TV and bilevel TGV. The associated test images are
depicted in Figure 3 with resolution n = m = 256. The first one is the well-known “Cameraman”
image which essentially consists of a combination of piecewise constant parts and texture. The
next two images, “Parrot” and “Turtle” contain large piecewise affine type areas, thus they are
more suitable for the TGV prior. The final image “hatchling” is characterized by highly oscillatory
patterns of various kinds, depicting sand in various degrees of focus.

Parameter values: For the lower level primal-dual TGV problem we used =0, v =1, § = 1072,
7 = v = 1073, and a mesh size h = 1. For the H'-projection, we set ¢, = 107%, and we also
weighted the discrete Laplacian A with 6 x 10%. For the lower and upper bounds of ag and a; we
set here oy = 1072, @y = 10 and a = 1074, @; = 10. We also set A; = 10~ and when we spatially
varied aig we also set \g = 10711, We used a normalized n,, X n,, filter for w (i.e., with entries 1/n2),
with n,, = 7. The local variance barriers g2 and 2 were set according to (5.10). For our noisy
images we have 02 = 1072, and thus the corresponding values for (o,7) are (0.00798,0.01202). For
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Cameraman Parrot Turtle Hatchling

Ficure 3. Test images, resolution 256 x 256

the Armijo line search the parameters were 7 = 0.05, 70 = 100, ¢ = 107%, _ = 0.25, 6, = 2. We
solved each lower level problem until the residual of each of the optimality conditions (5.1)—(5.4)
had Euclidean norm less than 10~%. MATLAB’s backslash was used for the solution of the linear
systems.

We note that the initialization of the algorithm needs some attention. As it was done in [39] for
the TV case, o) and af must be large enough in order to produce cartoon-like images, providing
the local variance estimator with useful information. However, if ag is initially too large then
there is a danger of falling into the regime, in which the TGV functional and hence the solution
map of (at least the non-regularized) lower level problem does not depend on «p. In that case the
derivative of the reduced functional with respect to ag will be close to zero, thus making no or
little progress with respect to its optimal choice. Indeed this was confirmed after some numerical
experimentation. Note that an analogous phenomenon can occur also in the case where g is much
smaller than 1. In that case it is the effect of cy which vanishes. This has been shown theoretically
in [51, Proposition 2] for dimension one, but numerical experiments indicate that this phenomenon
persists also in higher dimensions. In our examples we used o = 0.25 and a8 = 0.2. Regarding
the termination of the projected gradient algorithm, we used a fixed number of iterations n = 40.
Neither the upper level objective nor the argument changed significantly after running the algorithm
for more iterations; see for instance Figure 4. The same holds true for the corresponding PSNR and
SSIM values. We also note that a termination criterion as in [39] based on the proximity measures
HP(Aid)h (af - Vaij(a'g,a’f)> - afHHl(Qh), i = 0,1, is also possible here.

We note that due to the line search, the number of times that the lower level problem has to be
solved is more than the number of projected gradient iterations. For instance for the four examples
Figure 4 the lower level problem had to be solved 58, 57, 57, and 57 times respectively, with typically
8-12 Newton iterations needed per each lower level problem, This resulted in each bilevel problem
(40 projected gradient iterations) requiring approximately 45-50 times the CPU time needed to
solve one instance of the lower level problem. We note however that in general after 8-9 projected
gradient iterations the PSNR and SSIM values of the reconstruction were essentially reaching their
top values, requiring about 6-8 times the CPU time needed for the lower level problem. Further
improvement with respect to computational times can be achieved using faster descent methods
than the one we used here, like for instance [4, 48].

For the first series of examples we keep the parameter «g scalar, whose value nevertheless is
determined by the bilevel algorithms. We depict the examples in Figure 5. The first row shows
the noisy images, while the second contains the bilevel TV results. The third row depicts the best
scalar TGV results with respect to SSIM, where we have computed the optimal scalars ag, a7 with

a manual grid method. The fourth row shows the results of (IP’%GV). Detailed sections of all the
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FIGURE 4. Upper level objective values vs projected gradient iterations for the prob-
lem (P2.) (right) of Figure 5 (scalar ap, spatial ay)

% =0.01 Cameraman Parrot Turtle Hatchling

scalar TV (best PSNR) 27.69, 0.7962 | 29.25, 0.8354 | 29.49, 0.8032, | 27.75, 0.7701
scalar TV (best SSIM) 27.44, 0.8118 | 28.93, 0.8508 | 29.38, 0.8112 | 27.62, 0.7759
bilevel TV spatial « 27.78,0.8264 | 29.18, 0.8550 | 29.74, 0.8237 | 27.52, 0.7722
scalar TGV (best PSNR) 27.68, 0.7813 | 29.47, 0.8504 | 29.63, 0.8223 | 28.05, 0.7950
scalar TGV (best SSIM) 27.44, 0.8135 | 29.09, 0.8611 | 29.50, 0.8303 | 27.88, 0.8066
bilevel TGV scalar ay, scalar a; 27.63, 0.8063 | 29.41, 0.8560 | 29.63, 0.8200 | 27.70, 0.7851
bilevel TGV scalar aq, spatial oy 27.67, 0.8135 29.56, 0.8629 | 29.81, 0.8328 | 27.98, 0.8012
bilevel TGV spatial oy, spatial a; | 27.68, 0.8151 | 29.58, 0.8643 | 29.76, 0.8328 | 27.97, 0.8009

TABLE 1. PSNR and SSIM comparisons for the images of Figure 5. Every cell
contains the corresponding PSNR and SSIM value.

images of Figure 5 are highlighted in Figure 6. The weight functions «; for the bilevel TV and the
bilevel TGV algorithms are shown in Figure 7. In Table 1 we report all PSNR and SSIM values
of the best scalar methods (scalar TV, scalar TGV) with respect to both quality measures, the
corresponding values of the bilevel TV and TGV algorithms, as well as the ones the correspond
to solving the bilevel TGV with the statistics-based upper level objective (4.2) but using scalar
parameters only (third row from the end in Table 1). For the latter case, we used no additional
regularization for the weights in the upper level objective. We also report the PSNR and SSIM
values of the computed results when both g, a are spatially varying (last row), which we discuss
later on in this section. We next comment on the results for each image.

Cameraman: Here both the best PSNR and SSIM are obtained by the bilevel TV algorithm. This
is probably not surprising due to the piecewise constant nature of this image. However, the bilevel
TGV algorithm improve upon its scalar version with respect to both measures.

Parrot: Here the best results with respect to both PSNR and SSIM are achieved by the bilevel

TGV algorithm, (]P’%”GV). There is significant improvement over all TV methods, which is due to

the parameters being chosen in a way such that the staircasing effect diminishes. Furthermore,

we observe improvement over the scalar TGV result especially around the parrot’s eye, where the
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PSNR=19.99, SSIM=0.2448 ~ PSNR=20.00, SSIM=0.3349

PSNR=29.18, SSIM=0.8550 PSNR:27.527 SSIM=0.7722

PSNR=29.09, SSIM=0.8611 PSNR=27.88, SSIM=0.8066

PSNR=27.98, SSIM=0.8012

PSNR=29.56, SSIM=0.8629 PSNR=29.81, SSIM=0.8328

PSNR=27.67, SSIM=0.8135

FIGURE 5. First row: noisy images. Second row: bilevel TV. Third row: Best scalar
TGV (SSIM). Fourth row: bilevel TGV

weights aq drop significantly; see the second column of Figure 7.

Turtle: We get analogous results here as well, with the bilevel TGV (P%GV) producing the best
results both with respect to PSNR and SSIM. There is a significant reduction of the staircasing
effect, while the weight a drops in the detailed areas of the image (head and flipper of the turtle).
Hatchling: In this image, the best PSNR and best SSIM are achieved by the scalar TGV when
its parameters are manually optimized with respect to each measure (using the ground truth).
However, the (ground truth-free) bilevel TGV achieves a better SSIM and PSNR value compared to

these two results respectively, achieving a better balance with respect to these measures. Similarly
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Best scalar TGV reconstructions (SSIM)

& el

Bilevel TGV

FIGURE 6. Details of the reconstructions shown in Figure 5

the scalar TV results are generally better than the ones of bilevel TV. We attribute this to the
fact that the natural oscillatory features of the image are interpreted as noise by the upper level
objective. Nevertheless, all the bilevel methods are able to locate and preserve better the eyes area,
i.e., sand in focus, with the weight a; dropping there significantly.

We remark that in all four examples, the ground truth-free bilevel TGV with at least one spatially
varying parameter always produces better results with respect to both PSNR and SSIM, than the
corresponding ground truth-free bilevel TGV with both parameters being scalar, compare the third
last with the second last row of Table 1.
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FIGURE 7. First row: the computed regularization functions « for bilevel TV.
Second row: the computed regularization functions «ay for bilevel TGV

Finally, we would like to experiment with the case were also the weight o varies spatially. We
note that by spatially varying both TGV parameters, the reduced problem becomes highly non-
convex with many combinations of these parameters leading to similar values for the upper level
objective. In order to deal with this, we solve a slightly different problem by performing one step
of alternating optimization. Here we optimize only with respect to a spatially varying ag having
fixed the spatial weight «y as it has been computed by the previous experiments, see the last row of
Figure 7. According to our numerical experiments, this strategy produces satisfactory results. As
initialization for «yg, we set it constant, equal to 5.

In Figure 8 we depict the computed spatially varying parameters o as well as the corresponding
PSNR and SSIM values. Observe that the shape of aq is different to the one of a1, compare the
last row of Figure 7 to the second row of Figure 8. This implies that a non-constant ratio of ag/a;
is preferred throughout the image domain. Secondly, by spatially varying ag we only get a slight
improvement with respect to PSNR and SSIM in the first two images, compare the second last
and the last row of Table 1. However, it is interesting to observe the spatial adaptation of g with
respect to piecewise constant versus piecewise smooth areas. The values of o are high in large
piecewise constant areas, like the background of cameraman, the left area of the parrot image, as
well as the top-right and the bottom-left corner of the turtle image. This is not so surprising as
large values of o imply a large ratio ag/a; and a promotion of TV like behaviour in those areas.
We can observe this in more detail at the parrot image, see last row of Figure 8. On the contrary,
the values of g are kept small in piecewise smooth areas like the right part of the parrot image and
the sun rays around the turtle’s body. This results in low ratio ap/a; and thus to a more TGV like
behaviour, reducing the staircasing effect. This is another indication of the fact that by minimizing
the statistics-based upper level objective one is able not only to better preserve detailed areas but
also to finely adjust the TGV parameters such that the staircasing is reduced.

Lastly, we would like to see the degree of improvement of bilevel TGV with spatial parameters
over the other ground truth-free approaches, i.e. using the statistics-based upper level objective,
over a larger set of images. We thus used the 24 images of the Kodak dataset http://rOk.us/
graphics/kodak/, and selected two middle square parts from each photograph, resized to 256 x256
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FIGURE 8. Experiments with optimizing over a spatially varying ag. Top row: the
automatically computed scalar parameters o, that correspond to the images of the
last row of Figure 5. Middle row: the automatically computed spatially varying
parameters o, where a; has been kept fixed (last row of Figure 7). The weight « is
adapted to piecewise constant parts having there large values and hence promoting
TV like behaviour, see for instance the parrot image at the last row. On the con-
trary ag has low values in piecewise smooth parts promoting a TGV like behaviour
reducing the staircasing.

pixels, see left part of Figure 9. We added two more photographs (see bottom-right part in the
depicted collection) to reach 50 photographs in total. In each photograph, we run the bilevel
TV and bilevel TGV experiments after adding the same type of Gaussian noise (with only «aj
being spatially varying), as well as the bilevel TGV with both parameters to be scalar and we
compared the corresponding PSNR differences, PSNRpq1i0i Tav —PSNRgpatiai TV, PSNRpatial TGV —
PSNRcatar Tav, as well as the corresponding SSIM ones, for every one of the 50 images. The PSNR
improvement for the bilevel TGV over bilevel TV (both spatial parameters) was 0.054+0.14 (mean +
standard deviation) while the improvement with respect to SSIM was more moderate, 0.00340.008.
In Figure 9 (top) we also show the corresponding histograms of this difference. The fact that for
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FI1GURE 9. Histograms of the PSNR and SSIM differences between the bilevel spatial
TGV and bilevel spatial TV (top) and between the bilevel spatial TGV and bilevel
scalar TGV (bottom), for reconstructions of noisy versions of the 50 images on
the left. In all bilevel algorithms the ground truth-free statistics-based upper level
objective was used.

some images the bilevel TV algorithm produces images of higher PSNR and/or SSIM, as it was the
case for the cameraman, is perhaps not so surprising as the same has been observed in similar tests
in [27] in the case of scalar parameters only and for a bilevel scheme that maximizes the PSNR
of the reconstructed image, using a ground truth-based upper level objective. We stress that for
large ratio ap/a1 TGV is equivalent to TV only up an affine correction [51] and for images that
have a piecewise constant structure, setting ag in TGV to be large enough might not be enough to
achieve the same reconstruction as TV. On the other hand the improvement of bilevel TGV with
spatially varying «y versus its scalar analogue was 0.08 4+ 0.17 for the PSNR and 0.005 £ 0.008 for
the SSIM, see bottom histograms of Figure 9. We note that the last two methods require a similar
computational effort since the additional H'projection for the spatially varying weight is typically
quite fast and does not significantly contribute to the overall computational time.

6. CONCLUSION

In this work we have adapted the bilevel optimization framework of [37, 39] for automatically
computing spatially dependent regularization parameters for the TGV regularizer. We established
a rigorous dualization framework for the lower level TGV minimization problem that formed the
basis for its algorithmic treatment via a Newton method. We showed that the bilevel optimization
framework with the statistics/localized residual based upper level objective is able to automatically
produce spatially varying parameters that not only adapt to the level of detail in the image but
also reduce the staircasing effect.
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Future continuation of this work includes adaptation of the bilevel TGV framework for advanced
inverse problems tasks, i.e., Magnetic Resonance Imaging (MRI) and Positron Emission Tomography
(PET) reconstruction as well as in multimodal medical imaging problems where structural TV based
regularizers (edge aligning) have been suggested. That will also require devising a bilevel scheme
where the invertibility assumption on T is dropped, since the linear operators involved in these
inverse problems do not satisfy this assumption. Adaptation of the framework for different noise
distributions e.g. Poisson, Salt & Pepper as well as combination of those [20, 21], should also be
investigated. Finally, a fine structural analysis of the weighted TGV regularized solutions in the
spirit of [34, 43] would be also of interest.
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APPENDIX A.

We provide here the proof of Proposition 2.2:

Proof of Proposition 2.2. The proof follows [12, Proposition 3.3]. Denote by Cq, K¢ the following
convex sets

(A1) Cu= {div2¢ L g e O, 8%, |p(z)] < aolz), |dive(z)| < ai(z), for all z € Q} ,
(A.2)  Kqo= {diVQp : p € Hy(divZ; Q), [p(z)| < ap(z), |divp(z)| < ai(x), for ae. z e Q}.

It suffices to show that

(A.3) T

We first show that K is closed in L?(€2). Let g € L?(Q2) and assume that there exists (p,)nen C
Hy(div?; Q) where every p, satisfies the convex constraints and divZp, — ¢ in L*(). By bound-
edness of ag,a; we have that there exist hg € L?(Q2,59*?), hy € L?(2,R?) and a subsequence of
(Pny, )ken such that

Dn, — ho and divp,, — hq,
in L2(Q2) and L?(Q, R?) respectively. Using that, we have for every ¢ € C°(Q,R9)

(A.4) /ng-hodas: lim /V(b-pnk, dr = — lim /qb-divpnkdm:—/gb-hldx,
Q k—o0 JO ’ k—o0 JO Q

thus h; = divhg. Similarly we derive that g = divh; = div2hg and hence hg € H(div?; Q). Finally
note that the set

{(h,divh,div*h) : h € Ho(div*;Q), |h(z)| < ag(z), |divh(z)| < ai(z), for a.e. x € Q},
is a norm-closed and convex subset of L? (Q, (S x R4 x R)) and hence weakly closed. Since
(Pny > divpn, , divip,, Jken belongs to that set, converging weakly to (ho,divho, div2hg) we get that

72
the latter also belongs there. Thus, Ky, is closed in L?(Q) and since Cy, C Kq, we get C’aL @ C Kq.
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72
It remains to show the other direction, i.e., Ko C CaL (Q). Towards that, note first that the
functional TGVZ/(Q) : L?(2) — R, can also be written as

TGVE(u) = T¢ (u).
Using the convexity of C one gets

TGV (v) = I8, (v) = T__12(0) (v).

[e3

Secondly, note that due to the lower bounds on ag, oy, for u € L?(Q), we have that TGV?2 (u) < oo
if and only if u € BV(Q). Indeed this holds from the equivalence of the (scalar) || - ||ggv with
| - llBv(n) and from the estimate

TGVig(u) < TGVi(u) < a1]|oo TV (1),
for every u € L?(Q). This means that if for div?p € K, it holds

(A.5) / udiv’pdr < TGVZ(u), for all u € BV(Q) N L*(Q),
Q

then in fact the inequality (A.5) will hold for every u € L*(Q) and thus TGV? (div’p) = 0 which

—12(Q)
implies div?p € o " Thus in order to finish the proof it suffices to show (A.5) for every
div?p € K. In view of Proposition 2.1 it suffices to show

(A.6) /udinpda:S min /aldDu—w|+/aod|8w
Q weBD(Q) Jo O

for all w € BV(Q) N L?(2). The first step towards that is to show that for every w € BD(Q2) and
for every p € Ho(div?; Q) with [p(z)| < ap(x) and |divp(z)| < ayi(z) for a.e. z € €, it holds
(A7) / w - divpdzr < / apd|Ew|.

Q Q

Indeed, note first that from (2.3), we get for every ¢ € C=(Q,R?)

[ ¢-divpde =| [ p-Bods| < [ lilEolds < [ aodiEdl
Q Q Q Q

Recall now that every w € BD(Q) can be strictly approximated by a sequence (¢, )neny € C®(Q,R?),
that is ¢, — w in L' (Q,R%) and |E¢|(Q) — |Ew|(Q), see [12, Proposition 2.10]. Furthermore, using
that, along with Reshetnyak’s continuity theorem [2, Theorem 2.39] we also get that

/aodEczSn\ﬁ/aod|5w|, as n — oo.
Q Q

Using the above and the fact that divp € L>®(Q,R9), by taking limits in (A.8) we obtain (A.7).
Finally in order to obtain (A.5) let again p € Ho(div?; Q) with |p(z)| < ap(z) and |divp(z)| < a1 (z)
for a.e. x € 2, and let ¢ € C°(Q,R). Then by using (2.4) and (A.7), we have for every w € BD(Q)

/¢div2pd:c§ ‘/ V¢ - divpdz /(V¢—w)-divpdw+/wdivpdm
Q Q Q Q

(A.8)

§/ |V¢)w||divp|dx+/oz0d8w| S/a1|V¢w|daz+/aod|5w|.
Q Q Q Q

Similarly as before given u € BV(Q2) N L?(Q) and w € BD(Q), there exists a sequence (¢, )nen C

C>®(Q,R) such that ¢, — u in L?(Q) and |[V¢, — w|(Q) — |Du — w|(R). This follows from a

modification of the proof of [12, Proposition 2.10] where one takes advantage of the L? integrability
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of u. Using again the Reshetnyak’s continuity theorem and taking limits we get that for every
w € BD(Q)

/udinpdxg/aldDu—w\—i—/aod|5w|.
Q Q Q

By taking the minimum over w € BD(£2), we obtain (A.5).

[\]
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