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Abstract

We formulate and study two mathematical models of a thermoforming process involving a membrane
and a mould as implicit obstacle problems. In particular, the coupling membrane-mould is determined
by the thermal displacement of the mould that depends in turn on the membrane through the contact
region. The two models considered are: i) a stationary or elliptic and ii) an evolutionary or quasistatic
one. For the first model, we prove the existence of weak solutions by solving an elliptic quasi-variational
inequality coupled to elliptic equations. By exploring the fine properties of the variation of the contact set
under non-degenerate data, we give sufficient conditions for the existence of regular solutions, and under
certain contraction conditions, also a uniqueness result. We apply these results to a series of semi-discretised
problems that arise as approximations of regular solutions for the evolutionary or quasistatic problem. Here,
under certain conditions, we are able to prove existence for the evolutionary problem and for a special case,
also the uniqueness of time-dependent solutions.
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1 Introduction

In this paper, we propose a model of a thermoforming process involving a system of elliptic-parabolic partial
differential equations with an implicit obstacle constraint that describes the thermoelastic behaviour of materials
in the process. The obstacle is a priori unknown and it depends on the other unknown variables in the system
leading to a problem that is quasi-variational in nature. We study both the evolutionary model as well as
its associated stationary counterpart which is a system of elliptic partial differential equations coupled to a
variational inequality. The content of the paper is on the mathematical analysis of these two systems: we study
the issues of existence, uniqueness, (local) regularity and other qualitative properties of solutions.

A variety of industrial processes for the manufacturing of precision parts entail forcing a sheet or membrane
of a specific polymer onto a mould by means of positive or negative air pressure (or other mechanisms). In
order to enter the shape-acquiring phase and to reduce brittleness of the material, the sheet is heated to an
easy-to-deform state while the mould is not; in fact, the mould might be cooled down (this could be done only
in particular regions to control the thickness of the material in the final piece). The temperature difference
triggers a complex heat transfer process during contact, and this is further coupled with changes of shape of the
mould and sheet due to the thermal linear expansion phenomenon. Finally, the membrane acquires the shape
of the mould via a cooling down phase. One common process of this type is thermoforming which involves the
manufacturing of plastic components on a wide range of products (and scales) that go from car panels (~ 1
meter) to microfluidic structures (~ 1 micrometer).
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Figure 1: Contact of the membrane and the mould.

The problem described above is a highly complex type of contact problem in thermoelasticity [22, 23, 24]
as it couples elastic with heat transfer phenomena and at the same time the constraint associated to the non-
penetration condition between the membrane and the mould holds. In particular, the static conduction of heat
across the two thermoelastic materials depends on the extent of the contact area which in turn depends on the
thermoelastic displacement. The coupling of the three processes (elasticity, heat transfer, and contact) leads to
a variety of theoretical and numerical difficulties that are yet to be resolved in a general setting. Let us mention
a few of these issues that shed light on the rich variety of physical phenomena that arise, none of which occur
in the absence of contact. The mathematical formulation of the problem requires a proper solution concept
that takes into account the geometrical constraint of non-penetration, but also provides an expression of how
the force is transferred between the materials. The non-penetration condition is usually resolved locally by
assuming convexity by means of a so-called gap function [35], and the expression of the contact pressure can be
described via a power of this gap function with experimentally measured parameters [35, 19]. The consideration
of friction on the contact leads to even more complex settings because the friction phenomena induces heat in
many cases [1, 7]. We further refer the reader for existence of solutions, their uniqueness or non-uniqueness,
and overall modeling of similar problems to [4, 5, 10, 12, 25, 31], and [16, 34, 17, 37, 35, 36] for numerical
approximations and computational aspects.

There are four main sources of difficulties and features associated to the type of processes mentioned above
(and that are present in our problem of interest) that we are required to capture mathematically:

(i) contact between the mould and the sheet/membrane is frictionless and occurs on large regions
(i)
)
)

(iii
(iv) the thermal expansion of the mould might generate non-negligible effects in the finished parts.

heat transfer occurs mainly when contact occurs

the elastic properties of the membrane are temperature-dependent

In mathematical terms, concerning (i) and initially disregarding temperature, the contact problem associated
to the heated membrane/sheet and the mould is assumed to be modeled as a variational inequality under the
assumption of perfect sliding, i.e., no friction is present. Item (ii) implies that heat equations contain terms



involving active contact regions. Item (iii) implies that the Lamé coefficients of the plastic sheet depends on
temperature and hence induces in the displacement equations a second-order differential operator that depends
on temperature as well. Finally, (iv) specifies that spatial differences in (or gradients of ) the temperature should
be considered in the displacement equation of the mould in order to capture the possible expansion.

We discuss now the assumptions that lead to our stationary and evolutionary model. We assume that
displacements of the membrane and the mould occur only in one spatial direction and denote those displacements
as u and ®, respectively. The initial or undeformed membrane and mould are denoted respectively by ug = 0
and ®; hence the deformed structures are given by u and ® + ®, and the former is assumed to be below
the latter. Additionally, we do not allow for displacement in the boundary 02 and we assume that mechanical
contact has a negligible effect on the deformation of the mould. We take for granted that heat transfer between
the membrane and mould is present only when contact occurs and that boundaries are insulated; we use 6; and
0> to denote the temperatures of the membrane and the mould, respectively. Furthermore, the linear thermal
expansion effect on the mould appears in the displacement equation as a term proportional to the temperature
difference 61 — 6> and is active only when contact is present. As we later explain, the difference 67 — 65 plays
the role of the spatial gradient V@ in the general three-dimensional thermoelastic setting. Additionally, we do
not assume thermal expansion of the membrane due to the fact that this term is significantly smaller than the
force pushing the membrane. From this, one directly observes that the coupling depicted in Figure 1 leads to
the dependence u — ®(u) 4+ ®p, and hence to the constraint

u < (I>(u) + q)o,

thus determining the quasi-variational inequality formulation for the problem of interest as the upper obstacle
constraint depends on .

In this paper, we study a static and a quasistatic model associated to the thermoelastic contact problem
described above. Without loss of generality, when ®; is smooth, we can assume’

(I)Q =0.
In order to simplify the upcoming presentation, we use the notation
Agu := =V - (a(b1)Vu).

We first study the stationary or static case. In order to keep the problem tractable, we suppose that the
membrane and the mould have zero thickness and can be described by functions on a domain 2 C R™. We
assume throughout the paper that

Q is a bounded Lipschitz domain

since our method requires in particular the compactness of the embedding H(€2) <> L2(Q) (as a matter of
notation, X — Y means that X is continuously embedded in Y and X <% Y stands for a compact embedding).
Although the physically relevant case is dimension n = 2, the analysis in this paper is still valid for general
dimensions and therefore we include it as a possibility. The mathematical formulation reduces to the following
free boundary problem:

fori=1,2: —rk; AO; 4+ ¢;0;, = h; + (fl)ibi(ﬂl — 02)X{u=d} in €, (1a)
Onb; =0 on 0, (1b)

—A® = a(b) — 02)x{u=a} + 9 in Q, (1c)

®=0 on 01, (1d)

u<®, Apu<f, (Apu—fllu—P)=0 in €, (le)

u=0 on 0N. (1f)

Here, k; >0, ¢; >0, f,g,hi: @ = R, b; > 0 and a > 0 for i = 1,2 are the given data. Additionally, x{,—s} is
the characteristic function of the contact set and 0,,6 denotes the normal derivative at the boundary 02 of €.
We assume throughout that

a € COR) with 0< X\ <a<X (2)

and on occasion
a € C'(R) with a’ bounded. (27)

We take the system (1) to hold in the sense of distributions. Observe that it is a free boundary problem since
the boundary of the contact set {u = ®} is not known a priori. A schematic (based on [5]) of interactions
among phenomena based on the system (1) can be illustrated as in Figure 2.

1This follows by the transformation g — g — A®q in the system (1) that will shortly be introduced.
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Figure 2: Coupling between the main phenomena of the problem of interest leading to the quasi-variational
formulation.

A few words are in order concerning (1). In the right-hand side of (1a) we observe that upon contact u = @,
heat flows in the direction of lower temperature as expected. Additionally, a heat conservation law may be
derived: summing the equations for #; and integrating, we get

/Q<c191 T eaf) = /Q(hl o) + (b2 — by) /{u_¢}(el —0,).

This shows that, in equilibrium, the total heat amount accounts for the sources together with the heat exchange
between the membrane and the mould on the contact set.

For fixed 61,02, and @, (1e)—(1f) correspond to a variational inequality capturing the behaviour of an elastic
membrane reacting to a forcing term f: Q — R and with obstacle ® (see for instance [26] and its references).
Finally, (1c)—(1d) describes displacements of the mould due to linear thermal expansion when contact occurs.
The term « (01 — 02)x{u=a} originates from the general equations of thermoelasticity in which case the body
force associated to thermal expansion is proportional to the spatial gradient of the temperature; since we assume
only displacement in the vertical coordinate, the gradient of the temperature term becomes proportional to the
temperature difference #; — 0. In addition, g: 2 — R is a general term utilised in order to reduce the entire
system (1a)—(1f) to the case ®; = 0, but it may also take into account the external forces on the mould.

Problem (1a)—(1f) is a quasi-variational inequality or an implicit obstacle type problem: if we consider the
equations for 1, 05, and ®, then, given an arbitrary v and provided there exists a solution to the aforementioned
system, ® is a function of u, i.e., ® = ®(u), and hence the variational inequality problem involving u contains
an obstacle ® that in turn also depends on w. This implies that (la)—(1f) is a highly nonconvex nonlinear
problem for which existence of solutions is not immediately clear. This is studied in §2. To facilitate the study
of (1) in a convenient fashion, we develop some theory for the weakly coupled auxiliary problem related to the
temperatures: given o € L () with ¢ > 0, consider

for i = ]., 2: — HZA’l% + Ci’l9i = hz + (—l)zbl(ﬁl — 192)0' in Q,
op; =0 on O0f2.

In §2.2, we establish a number of properties for this system, which has an independent interest outside of the
topic in consideration in this paper.



The second problem we turn our interest to corresponds to the following evolutionary version of (1):

for i = 1, 2: 8t91 — IﬂAei + Ciai = hz‘ + (_1)ibi(91 - 92)X{u:<l>} in Q> (33‘)
Onb; =0 on X, (3b)
91‘ (O) = 97;0 in Q, (3(3)
for a.e. t € (0,7):
—AQ(t) = a(01(t) = b2()) X (ury=2 (1)} +9(t) nQ, - (3d)
O(t) =0 on 99, (3e)
u(t) < @),  Ag(tu(t) < f(t), (Ap()u(t) — f(1)(u(t) = () =0 nQ,  (3f)
u(t) =0 on 09, (3g)

where @ = (0,7) x Q, ¥ := (0,T) x 99, and 619, 602:  — R are given initial data and we have assumed
that the inertial contributions for the elastic membrane are negligible. We partition the time interval into NV
uniform subintervals and hence consider a time-discrete quasistatic QVI. In §3 we study existence of solutions
and other properties for (3). In it, we will see that we need the strong assumption a’ = 0 to obtain existence
for (3), though it is not necessary for well posedness of the semi-discretised problem.

Related work. Some of the earliest mathematical results on quasistatic contact problems were obtained in
[2, 11, 3, 8]. We also refer the reader to the survey paper [32] and book [7] for further details and references. The
works that are most closely related to this paper are the following. In [27], the situation is of an elastic membrane
stretched over a (rigid) obstacle which is influenced by a temperature field that itself depends on the contact
between the membrane and the obstacle (in the same fashion as in our model, through a characteristic function
of the coincidence set). The equilibrium problem is then studied, which leads to a variational inequality (for the
membrane) coupled to a PDE for the temperature of the membrane. In [29], the problem under consideration
models the diffusion and absorption of oxygen in tissue, with the free boundary being the separation between
the regions where there is oxygen and where there is no oxygen. The authors consider a parabolic variational
inequality describing the concentration of oxygen with a diffusion coefficient depending on the temperature
which itself satisfies a heat equation with a source term that includes a characteristic function of the set where
the concentration is strictly positive. We also mention [28] where an elastic membrane is deformed over a
hot plane and the resulting system is analysed by developing useful properties of the obstacle problem, and
a simpler model treated as an elliptic quasi-variational inequality in [1], also motivated by thermoforming, in
which a different analysis and some numerical simulations are presented.

Organisation of the paper. This work is divided into two parts: §2 treats the elliptic problem (1) and §3
the quasistatic problem (3), and both start by the statement of the main results.

First, we shall prove existence of a weak solution to (1) in §2.3 — §2.4 where we do not obtain necessarily
the characteristic function x(g—,} but a weaker function y that satisfies

0<x<x{e=u} <1 ae. in Q,

for which a physical interpretation is provided below. We study in §2.2 some interesting and useful properties of
the weakly coupled elliptic system (1a)—(1b) in a slightly more general setting, obtaining, in particular, some L*
and comparison properties of the temperatures. In §2.3, returning to (1), we consider an approximated problem
by regularising the Heaviside function and obtaining its solution by a fixed point argument. Existence of weak
solutions for the elliptic problem is obtained in §2.4 by passing to the limit in the regularisation parameter. A
local regularity for the obstacle problem, given in §2.5, allows the identification of the characteristic function
which gives a regular solution under compatibility assumptions in §2.6. The section ends with a uniqueness result
in §2.7 by the contraction principle and using a sharp L'-continuous dependence estimate on the characteristic
functions of the contact sets of the obstacle problem [26].

In §3.1 we state the main results only for regular solutions of the evolutionary problem (3), i.e., we directly
obtain x = X{e—s}. We are able to show the existence and continuity in time under the restriction of the
coefficient a being constant (i.e., a’ = 0; the general case remains an open problem). We also have the
uniqueness of solutions under an additional non-degeneracy assumption, which is implied by a sufficiently large
force f. In §3.2, we perform a semi-discretisation in time, leading to a series of elliptic problems at each
iteration step IV for which we can apply the existence results for weak and regular solutions of §2 under the
general assumptions (2) and (2’) on the coefficient a = a(f;). The semi-discretisation is useful also for the
purposes of numerical simulation which we leave for future work. The study of interpolants in §3.3 (see also
Appendix A) and obtainment of appropriate a priori estimates allows the passage to the limit as N — oo to
obtain a weak solution of the evolution problem in §3.4. A careful identification under appropriate conditions
of the time-dependent characteristic function in §3.5, and Bochner and pointwise limits in §3.6, shows that in



fact the weak solution is a regular one. This implies also that x = x{o=u} € C°((0,7); LP(Q2)) for all p < co as
shown in §3.7 as a consequence of the strong continuous dependence of the characteristic function of the contact
set in the elliptic obstacle problem [26] as well as the uniqueness of regular solutions under similar contraction
conditions in §3.8. Finally, we conclude in §3.9 with some remarks on a general situation when the identification
of the functions x* obtained from the semi-discretised problem fail and lead to a limit degenerate evolution
case, for which a very weak formulation is introduced.

2 The elliptic (stationary) problem

The existence of solutions for (1) will be proved in several stages: we first regularise the characteristic function
that appears in the system and then prove existence for the resulting system using a fixed point approach. Then
we pass to the limit in the regularisation parameter to obtain a slightly weaker system than (1). Finally, we will
prove a regularity result under a non-degeneracy assumption on the forcing term which then will yield existence
for (1).

Let us begin by recalling the definition of the Heaviside graph

0 15 <0
H(s):=<[0,1] :s=0
1 15> 0.

Observe that for any u and ® solving (1), a.e. in £,
Xfu=d} > 1 = H(® —u) and xpu—¢y €1 —H(P—u).
In view of this, we say that (61,02,u,®) € H'(Q)? x (H}(Q))? is a weak solution of (1) if there exists
X € 1 — H(® — u) such that
/ k1VO1 -V +ci6in = /(h1 —b1(01 — 02)x)n Yy € HY(Q),
Q Q
/ Ko Vs - V(¢ + 0292< = /(hz + b2(91 — QQ)X)C V¢ € HI(Q),
Q Q
[vo-ve—a [ (@ -tn+oe veemi@.
Q Q
u € K(P) :/a(@l)VU-V(u—v) S/f(u—v) Vo € K(®),
Q Q
where for a function ¢: Q — R, the set K(¢) is defined by
K(¢) :={p € HY{(Q) : p < ¢ ae. in Q}.

The weak solution has the following physical interpretation. When there is no contact between the mould and
the membrane, one has y = 0, which agrees with the behaviour of the term x,—¢) appearing in (1). In case of
contact, one has y < 1, which means that at least a fraction of the expected heat exchange occurs, leading to
a deformation of the mould under contact. If x = 1 in the contact region, we have x = x(a—.) as expected in
the case of regular solutions.

We now state and discuss the main results that we are able to prove.

2.1 Main results

We first of all study the existence of weak solutions as formulated above. The proof of the next theorem will
be conducted from Sections 2.3 to 2.5.

Theorem 2.1 (EXISTENCE AND REGULARITY OF WEAK SOLUTIONS). Suppose that f,g,h1,ha € L?(Q) and

that ) b1+ ) b1+
U R UE Sl 1

(®)

Cp := min (01 —
Then (1) has a weak solution
(01,02,u,®) € (H'(Q) N H (Q))* x Hy(Q) x (Hy () N H () with x €1— H(® —u)

satisfying (4).

Furthermore, under (27),



(i) ifn <3 ora =0, then u € HZ_(Q),
(ii) if hi,ha € LP(Q) for p > n, then u € HZ_(Q) and 01,02 € C*7(Q) N CHH#(Q) for some v, p € (0,1),
(iii) if f,g,h1,ho € L2, () for p > n, then 01,05, ®,u € W2P(Q) N CH#(Q) for some p € (0,1).

loc loc

Let us note that if we assume that €2 is either convex or a C*'! domain, we can use elliptic regularity results
such as [15] (for Q convex) and [14, Lemma 9.17] (for Q € C1!), and the above regularity results hold not just
locally but globally on €.

It is useful to define

1 1 1 1

m ;= min < essinf hy, — essinf h2> and M :=max ( esssup hi, — esssup h2> . (6)
cp Q co Q &1 Q C2 Q

In §2.2, we will prove a result which in particular, implies the non-negativity of solutions for signed data as well

as a bound on the difference of the temperatures:

if hy >0, hg > 0 and (5) holds, then §; > 0 and 65 > 0, (7)
if hy, hy € L*°(Q2) and (5) holds, then ||6; — 02| () < M —m. (8)

We say that (61, 6s,u,®,x) is a regular solution of (1) if it is a weak solution that in addition satisfies
(61,02, ®,u) € H2 (Q)* and x = X{d=u}- A few technical assumptions are needed to guarantee the existence

of regular solutions. Namely, these include

L8 g Myl (9)
K9 K1 K1 K2

and also
if n >3, hy,hy € LP(Q) for p > n. (10)

The second assumption guarantees that u € H2_(Q) (by Theorem 2.1) and the first one essentially ensures that
2

01 — 62 > 0 (we shall prove this in Proposition 2.8) which is needed for technical reasons~.

Theorem 2.2 (EXISTENCE OF REGULAR SOLUTIONS). Under the assumptions of Theorem 2.1, if furthermore
(27), (9) and (10) hold, and

f+V-(a(61)VP) >0 a.e. inQ, (11)

then
X = X{u=®}

and there exists a regular solution to (1).

This theorem essentially states that, under some conditions on the data and if the forcing term f is large
enough, then we can identify the function y of Theorem 2.1 as the characteristic function of the contact region.
Roughly speaking, “strong forces give rise to regular solutions”.

We give now some conditions on the data that can be checked a priori ensuring that (11) is met. These
conditions are particularly easy to check when the coefficient function a is a constant (see Remark 2.4 for more
details). In case @’ # 0, one needs V6, - V& € L>*(£2). Let us describe a situation where this bound holds.
Suppose that

hi, ha, and g € LP(Q) for p > n and € is convex or 1! (12)

The increased regularity of the domain implies W2P(€) (global) regularity for the solutions. Applying [20,
Thereom 6.1, §7], 61 € W2P(Q) — Wh°(Q). A similar argument gives the same global regularity for ® too
and, in combination, we have the existence of a constant Cgraq such that

[VO1 - VO 1) < Cgrad- (13)
Proposition 2.3. Assume (2'), (5), (9), h1,he2 € L>®(Q) and if '’ Z 0, assume also (12), and define
0 cifd =
Kgrad := / . (14)
Coraa : otherwise.

Then
f=22gt + Mg > are(M —m) + ||| o Kgrad (15)

implies that assumption (11) holds.

2In fact it also implies non-negativity of the temperatures; it would be sufficient to have 61 > 62 instead of (9).



Proof. By splitting g into its positive and negative parts and using the boundedness assumption on a and the
bounds (8) and (13),

f + V- (a(@l)Vq)) = f — a(Gl)g - aa(@l)(Hl - 92))( + a/(Gl)V91V<I>
> f =gt +AgT = ado|fh — Oz (o) — 10| [VOL VP o< (0
> f — )\gg+ + )\19_ — Oé)\Q(M — m) — ||a’Hongrad.
O

Remark 2.4. Observe that in the case where the coefficient function a is a constant, (14) is unnecessary whilst
(15) is greatly simplified: we merely need

f—ag>aa(M —m).
On the other hand, if ' # 0 and if 61 and ® are only Wli’f(Q) for p > n, we can ask for the estimate (13)
locally, i.c., with Cgp.q = Cgraa (') where Q' CC Q (that is, S is open with ' C Q). Therefore, (15) being valid

a.e. only in ' implies (11) also in Q' and the identification of X = X{e=u} will hold only locally in Q' CC Q,
yielding only local reqular solutions.

For uniqueness, we focus on the case where the coefficient function a is constant for simplicity. The general
case requires additional technical estimates and regularity which we leave to the reader.

Theorem 2.5 (UNIQUENESS OF REGULAR SOLUTIONS). Let o' =0, hy,he € L®(Q), (5), and suppose that
Yo :=min (¢; — (b — b1)T,co — (by —b2)T) >0 (16)
and
f>ag+aa(M—m)(2+ Yo by + b2)) a.e. in . (17)
Then the (regular) solution of (1) is unique.

It is clear that this ‘strong’ non-degeneracy condition (17) implies, under the setting considered, the condition
(15) and hence also the non-degeneracy condition (11).

Let us now begin the procedure for proving Theorem 2.1. It becomes convenient to start with a comprehensive
study of an auxiliary problem that generalises the system for the ; in (1) or (4) since it will turn out that many
properties of the system can be derived independently (in some sense) of the precise nature of the characteristic
function appearing on the right-hand sides of (1) and (4); boundedness and non-negativity of the function are
sufficient to conclude many (but not at all) properties of the solutions.

2.2 Study of a weakly-coupled auxiliary problem

We consider the following auxiliary problem for given o € L*°(£2) with ¢ > 0:

for i = 1, 2: - KJlAﬁl + Cﬂ%’ = hl + (—].ybz(lgl — 192)0' in Q, (18)
87),191' =0 on Of).
We abbreviate ||0||o := [|o]| L (0). The function o here generalises the role of x in (1a) as well as approximations
of x that are going to appear later on in the course of the paper.
Proposition 2.6. Let hy, hy € L?(Q) and suppose that
ba — b1) " ||lo|lse b1 — b2) V|0 ||0e
Cy 1= min (cl _ (e 12 ol ,Co — (b 22 ol > > 0. (19)

Then there ezists a unique solution (91,92) € HY(Q) x H1(Q) to (18) with

19311378y + 1920y < —— (I lEaqy + I0aliFecey )

1
fiCo

where p := min (K1, K2, Cy) -



Proof. Considering the matrices

. —k1A 0 . bio + 1 —bio B hy
A= ( 0 —K2A> ’ B = ( —bQO' b20'+62> ’ h = (hg) ’
the problem for ¢ = (91, J2) reads
A9+ BY =h.

The bilinear form generated by the operator on the left-hand side (taking into account the zero Neumann
boundary conditions) is clearly bounded from H'(Q2) x H!(Q) into R. For coercivity, we begin with the
calculation

(A +BO,0) = k1| V1| F20) + 10172y + w2l V2|72 () + c2ll92]1F2q) + b1 / (V1 — V2)00,
Q

- b2 / (191 — 192)0”!92.
Q

The case b; = by being trivial, we suppose then that b; > bs, so there exists § > 0 such that b; = by + 9. We
see that the last two terms on the right-hand side above are

/ 0’(?91 — 192)(1)1191 — b2192) > bg/ 0'(191 — 192)2 + 5/ (7191(?91 — 192)
Q Q

Q
> 6/ o (97 — 919)
Q
> _%/ o2 (using V19 < 9% + (1/4)03)
Q
8lloloo

> _T/Qﬁ;. (20)

Plugging this in above, we find, using the assumption (19), that

b1 — b2)llo]|so
(AD-+B0,0) > VO30 + ey + w2l 02l + 2 = L2 ) g

> p (”191”%[1(9) + W?H%ﬂ(ﬂ))
= M||19||§11(Q)xH1(Q)>

i.e., the operator A + B is coercive. Hence, by the Riesz theorem, there exists a unique solution (¥1,93) €
H(2) x H*(Q) to the problem for every (hy,h2) € L2(Q2) x L*(Q).
Regarding the a priori estimate, we see that

1 1
/thﬁl + hats < ZthlH%Z(sz) + 9101720 + @||h2||%2(sz) + 10201720
2
h 2
402 — (b1 — bQ)HUHOO H 2||L2(Q)

1 (b1 = ba)lo|lo
+3 (Cz B 1921172 0

1 2 C1 2
< EH}“”LZ(Q) + 5“191HL2(Q) +

where we used Young’s inequality with p = ¢1/2 and v = (1/2) (c2 — (b1 — b2)||o||0/4) and the same manipu-
lations as before in (20) to deal with the rightmost term. Finally, bounding 4ce — (b1 — be)||o||cc > 4¢, on the
penultimate term and combining with the above estimate,

2 1 (b1 — bs)|o |0
“1HV791||2L2(Q) + 5||191H%2(Q) + “2||V792||%2(Q) T3 <C2 S R ||?92||%2(Q)
1 2 1 2
< E”hlnLQ(Q) + EH]W”L?(Q)'
The argument is analogous in the case by > b;. O

Given existence, let us prove some results on the boundedness of the solutions. For this purpose, recall m
and M from (6).



Proposition 2.7. Let hy, ha € L2(Q) and (19) hold. Then
V1,92 2 m

and
V1,02 < M.

Proof. Testing the ¥; equation with (9¥; — M)* for a constant M > 0 to be fixed, we find after writing
61'191‘ = 61(191 — M) —+ CiM,

/ kil V(9 = MY 4 ci| (0 — M)T]? = / (hi — e;M) (9 — M)* + (=1)"b; (91 — V2)o (0 — M)*.
Q Q
Adding the two equations for i = 1,2, we see that
/ K1V (01 — M)T|? + k| V(92 — M)T P + e1](91 — M)T)? + ea| (92 — M) T|?
Q

_ /Q(h1 e M) (@1 — M)* + (hy — caM) (@ — M)* + ba(0r — 0a)o (s — MY — by (9 — 9a)or (v — M)*.

Assume for now that b; > by. Defining v; = ¢ — M, we manipulate the final two terms on the right-hand side
by adding and subtracting M as follows:
bg(?gl — 192)(192 — M)+ — bl(’l91 — 192)(’[91 — M)+ = bQ(Ul — 'UQ)'UQ+ — bl(vl — ’Ug)’l}f

(b2U1 U2 - b2|“2 |2 - bl|”1 |2 + b2”2 UIF)

= (vfr - 112 )(b2v2 - byvy)

< — bl (as in (20))
by b

= 2|(192—M)+|2-

If we now choose M as given in (6), then we will obtain ¥; < M for ¢ = 1,2. A similar argument holds in the
case when b; < by and we conclude the result. For the lower bound, we instead test with (¥; —m)~ and perform
the same manipulations. O

A consequence of the above result is that if hy, he > 0 and (19) holds, then 1,92 > 0, whereas if hy, ho €
L>(Q) and (19) holds, then
[91 — D2l L) < M —m. (21)

Proposition 2.8 (COMPARISON PRINCIPLE). Let hy, ho € L2(Q2) and let (9) and (19) hold. Then 91 > 99 > 0.

Proof. Dividing each 9J; equation by the diffusion coefficient, the difference satisfies

b2 b1>(192_191)

K2 K1

Ay — )+ 2y — Ly =2 DL (
Ko K1
whence writing (ca/k2)d2 = (c2/ka)(¥2 — V1) + (c2/k2)VY1 and testing with (J2 — 91)T, we get

b
IV = 92 ey + 2102 = )" ||L2<Q>+(CQ ) [ 9102 - 00)" ( )/wg—ﬁl 2o <0,

K2 K1

giving ¥ < 91 (we can neglect the third term on the left-hand side above thanks to the non-negativity of ¥,
assured by (9)). O

Lemma 2.9. Let hy € L°(), hy € L?(2) and let (9) and (19) hold. Then

171l ()
[91] e (@) < ————
C1
Proof. Taking v =19, — K for a constant K > 0 to be fixed, we find that v satisfies the equation
—rk1Av+ v+ K+ b1(191 — 192)0' = hyq,

whence testing with v™:

/ K1|VU+‘2 + Cl|’l)+|2 + b1(191 — 192)0"()+ = /(hl — ClK)’U+
Q Q

Realising that 91 > ¥ under the assumptions (see Proposition 2.8), if we choose K := |[|h1]|=q)/c1, the
right-hand side is non-positive, giving v < 0. O

10



It will be useful to obtain an estimate on the continuous dependence of the solutions on the function o. We
will use this later in §2.7 to prove uniqueness of regular solutions by assuming that

Y1 = (Cl — (bg — b1)+||&\|oo) >0 and Y2 = ((32 — (bl — b2)+\|&\|oo) > 0. (22)

Proposition 2.10 (L'-CONTINUOUS DEPENDENCE). Let (19) and (22) hold. Define 9; as the solution of (18)

corresponding to data ;Li, 6 under the same assumptions and suppose additionally that hi,ﬁi € L>*(Q) for
i=1,2. Then

Y91 = V1l () + r2llP2 — V2l i) < I — hallpio) + 1he — hallni) + (M —m)(by + )|l — &l 11 (0)-
(23)

Proof. The difference ¢; — {91 satisfies
—KZ‘A(’&Z' — ’l%) + 01(19, — 191) = hl — iLi + (—1)“%((191 — 192)0’ — ({91 — 192)6’)
= hz — iLl + (—1)1171((01 — 192)(0’ - )A() + (191 - {91 + {92 - 192)6’

The idea is to test with sign(¢; — 1?}1) To do this rigorously, we define the usual truncation function at a height
€:
€ 15> €
Te(s)=4qs :]s|<e

—€ 15 < —€,

and test the equation with e 1T, (9; — 191) The gradient term can be neglected since for all v € H*(2), we have
Vo - VT.(v) = T!(v)|Vv|? > 0, and furthermore, observing that e *vT,(v) — |v| a.e., we obtain, as € — 0,

1
7/ vTe(v) = [|v]|L1(q)-
€ Ja

Bearing in mind the absolute bound |¢~!7.(s)| < 1 and the L® estimate (21), we obtain after sending ¢ — 0
the estimates

61”191 — {91||L1(Q) + l)l/ |191 - 1A91|6' S ||h1 — ;LlHLl(Q) + (M — m)blﬂa — CATHLI(Q) +b1/ 6’|1A92 — 192|,
Q Q
02”192 — 792”[{1(9) -+ bz/ |792 — ’lA92|6' S ||h2 — }ALQHLl(Q) + (M — m)bQHU — OA_”Ll(Q) + b2/ 6’|7.A91 — 191|
Q Q
Adding the above inequalities leads to

i[9 = D1l pigey + c2ll92 — Dallpry < Ihi — halli) + [he — hollpi) + (M —m)(by + b2)llo — 6] 11 (o

+(b1—b2)/&|192—’L92|—|—(b2—b1)/5’|’[91—191|.
Q Q

Suppose that b; > by. Then the final term is non-positive and can be neglected, and we use the boundedness
of & on the penultimate term and we get

c1l91 — V1llpi(e) + (c2 — (b1 — b2)[16loc) 92 — Dl L2 (0 < P — hallzr) + lh2 — hallri o)
+ (M —m)(b1 + ba)||o = 6| L1 (q)-

Similarly, if by < bo,

(c1 = (bg = b1)||6]|0c) |91 — {91HL1(Q) + co||Ye — {92||L1(Q) <llh1 - fllHLl(Q) + ||he — il2||L1(Q)
+ (M —m) (b1 + b2)|lo — 7|1 (0,

so that, combining both cases, one has (23). O

2.3 Regularisation of the problem

Returning to the elliptic problem under study, we make smooth the characteristic function appearing in (1).
For € > 0, let x. € C%!(R) be a family of functions parameterised by e satisfying the following properties:

(1) xe(s) =1for s <0,
(i) limg—oo xe(s) =0,

11



(iii) x. <0,
(iv) there exists a constant C, > 0 such that

Xe(s)s <eC, for s >0,

(v) xe(s) = 1 — H(s) pointwise for s # 0.

We look for existence of solutions to the following approximation of (1): find (65, 65, u¢, ) such that

fori =1,2: / ki V05 -V + c;0in = /(hi + (—1)%1-(9; —05)x (P —u))n Vne HI(Q),
Q

Q
[veve= [ -gp(e - u)rge weeHi®, @y
Q Q
u® € K(P°) : /Qa(Hi)Vu6 V(u —v) < /Qf(ue —v) Yo € K(P°).

Remark 2.11. An alternative approach is to penalise the quasi-variational inequality by using a Moreau—Yosida
reqularisation of the constraint (more details can be found for instance in [1]) or to use a bounded penalisation
as, for example, in [20, §5:3].

This approximating problem still poses difficulties due to the nontrivial coupling and the non-linearities
appearing in the equations. We “linearise” (24) and modify it for an argument amenable to a fixed point
theorem. Consider for given ¢, w € L?(Q) the system

fori=1,2: / ki V05 - N+ c;b5m = / (hi + (=1)"bi (65 — 05)xc (¢ — w))n v € HY(Q), (25a)
Q

Q
v ve = [ (@ler - 656 - w) + 9)¢ vee HY(Q),  (25b)
Q Q
u® € K(P°) : /Qa(é’i)Vu6 V(u —v) < /Qf(ue —v) Yo € K(P°). (25¢)

This is a completely uncoupled system: we can first solve the system for 65 and use ¢ as data to solve for ®¢
and then u°.

Lemma 2.12. Let f,g,h1,hy € L%(), and suppose that (5) holds. Then there exists a unique solution
(65,05, u) € H'(Q) x H'(Q) x Hy(Q) x H)()
o (25) with
105111 0) + 112 52 @) + [u i) < € independent of ¢, w and e.

Proof. The statements for 65 are a simple consequence of Proposition 2.6; we just need to choose o := x(¢p —w)
there. Given 6, the unique existence for ®¢ € H{(Q) is immediate since the source term in (25b) can be
considered as given data in L?*(Q). For the bound, take ® as the test function in (25b) and use Poincaré’s
inequality to obtain

/QW‘FI2 < a6 — 051l L2 12N L2 () + gl 2oy 191 L2y < Cp (6 — 05l L2() + CligllL2 () V2N L2(0)-

Regarding the variational inequality, observe that the associated elliptic operator is monotone:

/Qa(@l)Vu~V(u—v)—/Qa(@l)VU~V(u—v):/

a(01)|Vu — Vo|? > Al/ |Vu — Vol|?,
Q Q

as well as bounded. Hence, existence and uniqueness follows by Lions—-Stampacchia eg. [26, Theorem 3.1, §4:3].
Testing the inequality with ¢, using monotonicity along with the bounds on a, we obtain

MIVuel|Z2 0y < XellVulll L2 @) IVO | L2() + 1 fll 2@ w2 @) + 112 19 20,

whence using Poincaré’s inequality, Young’s inequality (with epsilon) and the bound on ®¢ from before leads to
a uniform estimate.

O
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Having shown that solutions of (25) exist and derived suitable bounds, we proceed with the fixed point
argument. Set L2 := L2(Q) x L3(Q) and H} := H () x H} () and define the maps

Q: (w,¢) = (01,99 and  P: (07, 9°) = (u, D)
as the solution maps given through Lemma 2.12. We have shown that in fact
Q: L% = HY(Q) x H3(Q)  and  P: L*(Q) x Hy(Q) — H.
We consider the composition map
S:L2 L2 (w,9) 3 (65,9 5 (uf, @),

i.e., § =P o Q and we will show that S has a fixed point, giving existence for the regularised problem (24).
To this end, let C* be a constant that exceeds twice the largest constants from the a priori estimates on u*
and @€ in Lemma 2.12 and define the set

D= {(v,¥) € Lt vl r2() + [¢llz2() < C*}.
Then §: D — D. The next theorem shows that S has fixed points and is the main result of this section.

Proposition 2.13 (EXISTENCE FOR THE REGULARISED PROBLEM). Let f,g,hi,ho € L2(Q)) and suppose that
(5) holds. Then the system (24) has a solution

(05, 05, u, %) € H'(2)* x Hy()

with
1030z ) + 1021l ) + 1wl 2 0) + 12N m2 (@) < € uniformly in e.

Proof. Let us prove continuity of S. Take (w", ¢") — (w,¢) in L2, Denote the solution associated to the data
(w™, ¢") as (07,65, u™, ™) so that

fori= 1.2 [ RO Tnt ety = [ (s OB - Bx(6" —ury Ve @),
Q Q
[ v ve = [ (@ - g5)nlon - w) + )¢ vEe HUQ),  (26)
Q Q
u" € K(®") : / a(07)Vu™ - V(u" —v) < / fu™ —v) Yo € K(9").
Q Q

By the bound in Lemma 2.12, we obtain the existence of §; and ® such that 7 — 6; in H'(Q2) and ®" — &
in H}(Q) for a subsequence that we have relabelled. Hence, for a further subsequence, (87 — 0%)x(¢™ — w™)
converges pointwise a.e. to (61 —62)x.(¢—w) and by Lebesgue’s dominated convergence theorem, also in L?(€2).
This allows us to show that the limits satisfy

fori=1,2: /QFJZVQZ‘ -Vn+cifin = /Q(hi + (=1)"bi (01 — 02)x(¢d — w))n vn e H'(Q),
/ Vo . Ve = / (@01 — 0a)xe (6 — w) + g)¢ vE € ().
Q Q

We also find that —A®" — —A® in L?() because the right-hand side of the equation for ®" converges in
L?(Q), giving (not using elliptic regularity but merely coercivity of the Laplacian as an operator from Hg (£2)
into H~1(Q)) the strong convergence ®" — ® in H}(Q) and likewise 7 — 6; in H'(Q). Since the solution to
the above system is uniquely determined for fixed ¢ and w, it follows that the convergences stated above hold
for the entire sequences, which shows that Q: L2 — H(Q) x HZ(Q) is continuous.

From Lemma 2.12, we also have the existence of u € Hg(Q) such that u™ — u in HZ(Q) for a subsequence
that we have again relabelled. The strong convergence in H{ (2) of the obstacles ®" implies Mosco convergence
for the constraint sets: indeed, given a limiting function v € HZ(2) with v < ®, the sequence {v"} defined by
V" i= v — ® + ®" satisfies v < " and converges to v strongly in H{ (). Testing the variational inequality for

u™ with such a v™, using Minty’s lemma [18, Lemma 1.5, §III], it suffices to pass to the limit in
w e K@) : / a(67) V" - / Fum — o) Vom € K(@™). (27)
Q

13



instead of the variational inequality in (26). Thanks to the strong convergence of v™, the fact that 7 — 6; in
L?(Q2) and the continuity of the function a, we obtain for a subsequence that

a(07)Vo"™ — a(f1)Vo pointwise a.e.

and
|a(07)Vo"| < A2|Vo"|  pointwise a.e.

Since the right-hand side above converges pointwise a.e. and in L?(Q2) to |Vv|, by the generalised Lebesgue’s
dominated convergence theorem, we get

a(@)Vo™ — a()Vo in L*(9).

This lets us pass to the limit in (27) and we end up with, after using Minty’s lemma again to return to the
original form,

u € K(P) : /Qa(ﬁl)Vu V(u—0v) < /Qf(u —v) YveK(D).

Once again, we see that there is no need to pass to subsequences since the variational inequality above has
a unique solution for a given obstacle (and ® has already been uniquely determined before). This shows
that P: L2(Q) x H}(Q) — H} is strong-weak continuous and hence continuous into L?, giving continuity of
S: L2 - 12

To see that §: D — D is compact, it suffices to prove that for any sequence (w™,¢™) € D, we can find a
subsequence n; with S(w™, ™) convergent. It follows by Lemma 2.12 that S(w", ¢™) =: (u”, ®") is bounded
uniformly in HY, and hence by the compact embedding into L2, S(w", ¢") has a convergent subsequence in L2

Finally, an application of Schauder’s fixed point theorem provides the result. O

2.4 Passage to the limit in the regularisation parameter

Having shown the existence of a solution (65,65, u, ®¢) to the problem (24), from the estimates provided in
Proposition 2.13, we will now send ¢ — 0. We obtain the existence of (61,602, ®,u) and x such that (for
subsequences that we have relabelled):

05 — 0; in H'(Q),
P — P in H(Q),
n o) (28)
ut —u in Hy(Q),
Xe(®€ —uf) =y in L*°(Q).

This, thanks to H'(Q) <> L2(£2), implies
(05 — 05)x (@ — u) = (61 — 02)x in L2(Q),
leading, via the compact embedding L2(Q) < H™1(2), to —A®* — —A® in H~1(Q) and thus
o€ — & in HJ(Q).

Similarly,

05 — 6, in H'(Q).
By using almost identical arguments to the proof of Proposition 2.13, it is not too difficult to pass to the limit
in (24) and doing so, we find

for i =1,2: / ki VO; -V + ci0m = /(hi + (=1)'bi(01 — O2)x)n V€ H' (),
Q

Q
[ v ve= [ (o~ tax+ )¢ v € Hi(9),
Q Q
u € K(P) : /Qa(@ﬁVer(u—U) < /Qf(ufv) Yo € K(P).

Our task now is to characterise .

Lemma 2.14. The limit x satisfies X < X{u=¢} a.e. and hence x € 1 — H(® —u).
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Proof. Suppose that y. (which approximates the characteristic function) is such that x.(r) = 0 for r > p. where
pPe \( 0 as e = 0 ; such a sequence {p.} must exist due to the properties we assumed for . in §2.3. Then we
have

/ Xe(®€ = u) (P —u —p)t =0
Q
because ®¢ — u€ > 0. The second term of the integrand is non-zero only when ®¢ — u® > p., in which case,
Xe(®€ — uf) = 0. Taking € — 0 yields
/ X(® —u)™ =0, (29)
Q

which tells us that when ® —u > 0, x = 0, and on the coincidence set, we know only that x € [0, 1], so that
X < X{u=a}- O

2.5 Local regularity

In this section, we derive some necessary regularity results that are needed to identify x as the characteristic
function and hence prove existence of regular solutions. Our goal is to keep the regularity on €2 to be merely
C%! hence we consider only interior regularity.

By applying interior regularity results for elliptic PDEs (eg. see [13, Theorem 1, §6.3.1]), 6;,® € HZ .(Q)
irrespective of the boundary conditions and the smoothness of the boundary. Furthermore, they are bounded
above in H2_ by the L?(2) norms of the respective sources and the H'(f2) norms of the solutions. The
argument for v is more involved and we will provide it in the coming lemma. First, let us briefly discuss the
Lewy—Stampacchia inequality as it is needed next.

The Lewy—Stampacchia inequality [21] allows us to give pointwise a.e. bounds on the Laplacian (or more
general operators) of solutions of obstacle problems in terms of the forcing term and obstacle. As an illustration,
consider (formally) a function w solving the obstacle problem for a given obstacle v:

w<Y: (—Aw,w—v) <0 Yv:v <1

Then, on the one hand, we know that on {w < v}, the boundary value problem —Aw = 0 is solved and on the
other hand, when {w = ¢}, —Aw = —A and At > 0 because the obstacle has to bend up at the points of
contact. These properties are encapsulated by the Lewy—Stampacchia inequality

0<Aw < (Ay)T.

When a forcing term f is present, the argument must be modified and the resulting inequality reads 0 <
Aw + f < (A¢ + f)*. We will use such an inequality in the proof of the next result.

Lemma 2.15. If n < 3 ord’ =0, then u € H (Q). If hi,hy € LP(Q) for p > n, then u € HZ () and
81,0, € COI(Q) N C1o ().

Proof. Take p € C'°(2) with ¢ > 0. It is not difficult to see that u also solves (see [26, §5:5, p. 161])

u € K(P) : /Qa(@)Vu -V(p(u—v)) < /Qfgo(u —v) YveK(®).

This means that w is a so-called local solution, a notion introduced by Brézis in [6]. Using this variational
inequality, one finds that the function @ := @u satisfies

€ K(p®) : / a(01)Vi - V(i —v) < / fla—v) YoeK(pd) (30)
Q Q
with source term
f=of +udpp — 2a(61)VuVe,

where we recall the definition Ag = —V - (a(01)V(-)). Since ¢ has compact support, suppose that ¢ = 0 on
0\ Q' where ' C Q is a compact subset. It follows that (30) can be rewritten over )’ as

il € K(p®) ;/ a(0)Vi - V(i —v) < N fla—v) YoeK(ed).

’

Note that from (30), the transformed function w := ¢® — @ satisfies the following variational inequality with
zero lower obstacle:

w>0: (Agw — (Ap(®) — f),w —v) <0 Yo e HEQ):v>0. (31)
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Now, let us for now assume that

Ag(p®) € L2() and [ e L*(Q). (32)
Then the Lewy-Stampacchia inequality [26, Theorem 3.3, §5:3] holds for this problem on €2, which reads
Ap(0®) — f < Apw < max(Ap(o®) — f,0). Transforming back,
min(f, Ag(o®)) < Agi < f a.e. in (33)
showing that Ay € L?(Q2). We need an elliptic regularity result to deduce from this information that @ belong
to H?(£2). For this purpose, let us, again for now, assume that for all i = 1,...,n,
a'(61)0,,01 € Li () with ¢ > n. (34)
In this case, we may invoke the elliptic regularity of [20, Lemma 7.1, §3] for the operator Ay acting on :

lillrzqory < € (I A0il2 ) + 171320y + 1 40(e®) 32 ) -
and we have just argued that the right-hand side is bounded. Finally, taking another subset
Q'cc Y ccQ,
supposing that ¢ = 1 on ”, the local H? regularity of the lemma as claimed follows from the trivial estimate

H’ZLHHZ(Q/) Z ||I~L||H2(Qu) = ||UHH2(Q”)
It remains for us to verify (32) and (34). Let us consider the two cases of the lemma separately.

(i) Suppose that n < 3. Writing

Ap(®) = pAg® + PApp + 2a(6,)VO Vo,
using the fact ®,60; € H?

2.(Q) and the embedding H?(Q) — WhO(Q) — C%(Q') (because of the low
dimension), it follows that Ag(o®) € L(€2) (not just locally since ¢ has compact support). We also see that f
is bounded in L?(€2) due to the smoothness of ¢. Therefore, we have (32). Observe that a’(61)0,,01 € LS (Q)
foralli=1,...,n, and 6 > n by assumption, so yielding (34).

Now suppose instead that a’ = 0. Then (32) clearly holds after realising that Ag(o®) = —aPAp — apAd —
2aVpV® and (34) is redundant.

(i) If h; € LP(Q) for p > n and i = 1,2, an application of [20, Theorem 6.1, §7] yields 6; € C%() N C**(Q).
Thanks to this and the interior H? regularity, Ag(¢®) and f (and hence Apw) remain bounded in L?(£2) (also
due to the interior H?({2) regularity). Furthermore, a’(61)0,,0; € L{ (Q) fori =1,...,n and for any q so both

loc

(32) and (34) hold. O

With this, we have proved all but item (iii) of Theorem 2.1, which follows immediately by the same reasoning
and applications of elliptic regularity.

Proposition 2.16. Let the assumptions of the previous lemma hold. The Lewy-Stampacchia inequality for u
18
min(f, Ag®) < Agu < f a.e. in L.

Proof. Restricting (33) to Q" where ¢ = 1, we find the desired inequality but a.e. in Q”. Since Q" is arbitrary,
it also holds almost everywhere in (2. O

2.6 Identification of the characteristic function

We come now to the conclusion of the proof of Theorem 2.2, which in fact holds for any solution of (1) obtained
as a result of our approximation process (we emphasise this because uniqueness of solutions is not known). We
need some preliminary results in the context of the regularised problem (24) first.

Let us observe that since the interior regularity results of §2.5 also apply to solutions of the regularised prob-
lem (24), we obtain uniform boundedness in HZ,, of the regularised solutions and therefore we can supplement
the H'(Q) convergences of (28). Indeed,

05 — 0, in HZ.(Q),
u® —u in H2 (),
GRRRNY in HZ ().

We enforce the assumptions of Theorem 2.2 and start by defining

ov == —V - (a(6]) V).
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Lemma 2.17. If (2°) holds, then A§u¢ — Agu in L% ().

Proof. We need to pass to the limit in —Aju® = a(07)Au® + o’ (07)VO{Vu. The strong convergence results
in §2.4 implies, via a Lebesgue’s dominated convergence theorem argument, that a(65) — a(f;) in L?(Q) and

boundedness in HZ () of u¢ implies the weak convergence of Au¢ in L (). This handles the first term.

Since 05 — 0y strongly in H'(Q), it follows by the same logic as in the proof of Proposition 2.13 that
a'(05)VO5 — a/(01)VO; in L?*(Q)™. This, combined with the strong convergence of u¢ in H{(f2) is enough to
prove the result. O

We are now in position to establish the proof of Theorem (2.2) and hence the existence of regular solutions
to the elliptic problem.

Proof of Theorem 2.2. Define X, := X{oc—uc} and set X = x(®¢ — u). Observe that we always have
X© > Xe (35)

because both functions agree on the coincidence set. Let % stand for the weak-* limit of {% .} (after relabelling
the subsequence):
%Sy in L¥(Q).
Passing to the limit in (35), we obtain
Xz X (36)

Taking into account Lemma 2.14, it remains to show that X > xo—.}. Recall (31). We have seen that the source
term in it belongs to L?(Q) and therefore, by [26, Theorem 2.7, §5:2], on the non-coincidence set, w = @® — pu
solves the associated equation

Apw = Ag(p®P) — F on {w > 0}.

This then implies Ag(pu) = F on {¢® > @u} and hence, recalling that ¢ = 1 on ", via Stampacchia’s lemma
(since u € HZ ()
Agu= fon {®>u}nQ".

Stampacchia’s lemma can again be invoked to yield Agu = Ag® in {u = &} N Q”. These two facts, along
with analogous arguments for u°, are enough to obtain the equations

Agu+ (f — Ag®)x(o=u} = [ on Q"
gut + (f — Ag@)x. = f on Q.
Let us pass to the limit in the latter equation and compare the end result to the former. We see that, since
—A50¢ = a(05) AP + d (65)VO;VO*

= —a(07)(g + (0] — 05)X°) + a'(07) VO VI,

we get on the one hand, by using x“x. = X.,
(f = AgP)x. = (f — a(6])g — aa(07)(0] — 05) + a' (07) VO V)X,
— (f — a(@l)g — aa(&l)(ﬁl — 92) + a’(01)V91V<I>)5<

= (f + a(@l)A<I> + aa(@l)(Ql - 92))( - aa(@l)(el - 92) + a’(91)V91V<I>)§<
= (f — Ap® + aa(61)(01 — 02)x — aa(b1)(01 — 02))X.

On the other hand, by using the equation itself,
(f = AGP )X = f — Agu® — f — Agu = (f — Ag®)X{0=u}
by Lemma 2.17. Therefore,
(f = Ap® + aa(01)(01 — 02)x — ca(61)(01 — 02))x = (f — Ag®)X(=u}
whence
(f = Ae®) (X — X{o=u}) = @a(01)(01 — 02)(1 — X)X-

It follows that if 6; > 65, the right-hand side is non-negative, which then along with the non-degeneracy condition
(11) implies that X > X{e—u}. This combined with (36) gives x > x{p—u}. Thanks to Lemma 2.14 (which gave
us the reverse inequality), we can conclude that x = x{p—,} a.e. in 2", and once again the arbitrariness of "
yields the a.e. equality in the whole of 2. O
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2.7 Uniqueness

We finalise this section by proving uniqueness of solutions by using the continuous dependence result of Propo-
sition 2.10.

Proof of Theorem 2.5. Let (61,602, ®,u,x) and (91, 0y, 9,0, %) denote two regular solutions corresponding to the
same data. Applying the ‘strong coercivity’ condition (16) to the L!-continuous dependence estimate (23) in
our setting, we see that

(M — m)(b1 + bz)
0

101 — 01| L1 () + (162 — B2l 110y < Ix — Xzt () (37)

We use this to estimate the difference of the two obstacles:

JAD — A®|| 11 () < all(f1 — 02)% — (01 — O2)XI 11 (o)
= af (B — 02 — (01 — 02))% + (61 — 02)(X — X)L (o
< allty — 01l () + allfz2 — 2]l 11 (o) + (M —m)|Ix — K10
< a(M —m)(by + bs)

< - Ix = Xl @) + a(M —m)|Ix — Xl ()

by +b .
— a(M - m) (,y n 1) I = Xl - (38)

We aim to estimate the term involving the difference of the characteristic function by the continuous dependence
estimate for characteristic functions in [26, Theorem 4.7, §5:4] for the two obstacle problems satisfied by u and
. Indeed, the transformed functions w := ® —u and @ := & — @ satisfy variational inequalities with zero lower
obstacles and source terms —aA® — f and —aA® — f respectively, and observing that

[+aA® = f—ag—an(by —02)x > f —ag — aa(M —m),
the non-degeneracy condition (17) implies that there exists a constant A with

f+aAd >\ >aa(M —m) (1—|—bl+b2>.

Yo
This implies that the non-degeneracy condition of the cited theorem is valid and it can be applied to yield

)‘HX - )A(HLI(Q) < G/HA(% - ACI)HLl(Q)
b1 + by

< aa(M —m) <1 + ) X = Xllzy (@)

where we used (38). This shows that y = ¥, in turn giving ® = & and from (37), 6; = 6;. From this, uniqueness
of u follows easily.
O

3 The quasistatic (evolutionary) problem

We come now to the study of the evolutionary problem (3). The major results are stated in the next two
sections. It is important to note that our results in §3.1 for the continuous problem (3) rely on the assumption
that @’ = 0, which is not necessary for the results in §3.2 for the time-discretised version.

3.1 Main results on the evolutionary problem

Let us define the usual spacetime cylinder @ := [0, 7] x Q and its lateral boundary ¥ := [0,7] x 9. The main
result we are able to prove is the following. In it, regarding the assumption (41), see Remark 3.16. As in the
elliptic case, we shall need the technical assumption

Ki=K| =K, Cg>c1, hi1>hay>0, 0192>00 >0, (39)

in order to enforce a favourable sign condition on the difference of the temperatures.
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Theorem 3.1 (EXISTENCE). Let
a =0, (40)

and take f,g,hl,hz S LOO(O,T; LQ(Q)) with hy € Ll(O,T; LOO(Q)), fio € Hl(Q) with 019 € LDO(Q), (5), (39),
and

[ —ag > 2aallhi]| 10,10 (Q)) + 20a|010]| L) a-e. in Q. (41)
Then there exist a solution

0; € L°°(0,T; H(Q)) N L*(0, T; HE,.(Q)) with 0,0; € L*(0,T; H*(Q)*) N L*(0,T; L*(%)),
@ € L0, T Hy () N L*(0, T; Hit (2)),
u € L0, T; Hy () N L*(0,T; Hipo (2)),

to the system

fori=1,2: 040; — KiAO; + ¢;i0; = hy + (—=1)"bi (6, — 02)X fu=a} in Q,
on0; =0 on %,
0:(0) = 0io in €,
for a.e. t € (0,7):
—AQ(t) = a01(t) — 02(1)) X fu(ry=2(1)y + 9(t) in Q,
o(t)=0 on 09,
u(t) e K(®(t), —alu(t) < f(t), (—adu(t)— f(t))(u(t) - @) =0 inQ,
u(t) =0 on 9.

(This is (3) with Ag = —al).

We think of solutions given by this theorem as regular solutions in analogy with the elliptic case because
of the appearance of the characteristic function in the solution concept. Now, let us show that the temperatures
can be bounded from above and below in terms of the data in the following analogue of Proposition 2.7.

Proposition 3.2. Let (5) hold and let 0; be a solution of (3a)—(3c). We have
01,02 > min e essinf h e essinf hg, essinf 01, essinf 0 =:1
1,V2 = c o) 1 s o) 2 o) 10, Q 20 ) —-

and

1 1
01,05 < max ( esssup hi, — esssup ho, esssup 01g, ess sup 920> =L
1 Q C2  Q Q Q

Proof. Testing the 6; equation with (6; — L) for a constant L > 0 to be fixed, we find after writing c;0; =
01(01 — L) =+ CZ'L7

1d i
Sdr /Q [(6; — L)"|> + /Q ki V(0; — L)T]? +¢5|(6; — L)T)> = /Q(hi —¢;L)(0; — L)t + (=1)"b; (61 — 02)x(0; — L)T.

Assume that by > bs. Manipulating in the same as in the proof of Proposition 2.7, we see that

b1 — by
4

T
/ / k1|V (01 — D)2 + ko V(02 — L) |2 + 1] (61 — L) > + <02 - > (6, — L)T)?
0 Q

< /OT [ =)= L) + (b = L) = 1) + 5 [ 1610 = D)7 + 020 — 1)
This yields the result as before. O
Remark 3.3. Suppose that (5), (9) and
c:=c1=ca, h1 —hs € L*™(Q), and 619 — 039 € L>(Q).
Then the difference v = 61 — 05 satisfies

Oy — KAy + (¢ + (b1 + b2)X)y = h1 — ho.

19



Define Ky := [|hy — ha| L(q) and Ky := 610 — 020 () and setting v(t) := K1t + K>, we see that
O(y —v) — RA(y —v) + (c+ (b1 + b2)X)y = h1 — ha — K.

Testing now with (y —v)™ and noting that the last term on the left-hand side of the above is non-negative, we
eventually obtain
[61 = 02l L=(q) < Tllh1 — h2ll L= (@) + 1610 — G20l L= (0)-

This means that if the initial data are sufficiently close to each other, then no matter how dissimilar hy and hs,
for small time, 8, and 05 are close.

Theorem 3.1 guarantees that 6; € C°([0,T]; H/?(Q)) by the standard Sobolev-Bochner embeddings. Under
additional regularity on the data, we can obain continuity of the membrane, mould as well as the characteristic
function in the system as the next theorem shows.

Theorem 3.4 (CONTINUITY IN TIME). Let the assumptions of Theorem 3.1 hold and let f,g € C%7((0,T); L1(Q))
for some v € (0,1]. Then

X{u=2} € CO((0,T); LP(Q)) for all p < oo
and for s,t € (0,T), the following continuous dependence estimate holds:
IXquy=a)} = X{us)=os)3 @) < CUFE) = F(s)llLi@) +allgt) — ()l
+aal[(01(t) — 02(t)) — (01(s) — 02() | 21.(@))-

If also
f,9 € C°(0,T); L™ (Q)) for some r > 1,

then for all ¢ < 2n/(n —2) and € > 0,

® e CO((0,T); W2 D)), and w e CO((0,T); Wm0 =<(q)).

loc
Finally, the analogous uniqueness result to Theorem 2.5, is given by the following.

Theorem 3.5 (UNIQUENESS). Let a’ =0, hy,hy € L®(Q), 610,620 € L>(Q), (5) and suppose that
f>ag+aa(l —1) (2475 (b1 +b2)) ace inQ, (42)

where g is as in (16) from Theorem 2.5. Then the solution of (3) is unique.

3.2 The semi-discretised problem

Our method of proof for the solvability of the evolutionary problem is through a semi-discretisation in time
of the problem (3). Observe that the results in this section do not require o’ = 0 in contrast to the previous
section.

For this purpose, let N € N, 7 := T/N and for j = 0,1,..., N, define ¢; := jh. Setting I = [tx_1,tx) for
k=1,...,N enables us to divide [0,7] into N subintervals of length 7. One should bear in mind that all of
these objects depend on N but we shall omit this dependence for clarity. Regarding the approximation of the
source terms, we use the zero-order Clément quasi-interpolants, i.e.

N
= kaX]k(t) where f’€ = % f(s) ds
k=1 T

and we define hYY and ¢V similarly. We consider for kK = 1,..., N the following semi-discretised problem
associated to (3):

k_ pk—1 A
fori=1,2: / <H> N+ 1 VOF -V + ¢;6Fn = /(hf + (=1)'b;(6F — 65)x1)n ¥ e HY(Q),
Q

T Q
[ ot ve= [t -ty +dhe  veemi@, (49
Q Q
ub € K(OF) / a(@f)Vuk - V(ub —v) < / Eur —v) Yo € K(9F),
Q Q

where y, € 1 — H(®* — u*) and we set 69 = 0;9. Thanks to §2, we have at our disposal the well posedness of
this system as the following propositions show.
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Proposition 3.6 (EXISTENCE OF WEAK SOLUTIONS FOR THE SEMI-DISCRETISED PROBLEM). Let f, g, h1,hs €
L2(0,T; L?(Q)), 00 € L*(Q) and let (5) hold. Then for each k > 1, (43) has a solution

(61,65, ", u*) € (H' () N Hp,o(2)) x Hy () x (Hg () N Hip(2))
with x € 1 — H(®F — u*).
Furthermore, under (27),
(i) if n <3 ora’ =0, then u* € HZ (Q),
(i) if h1, ho € L2(0,T; LP(Q)) for p > n, then u* € H?

loc

(Q) and 6%,0%5 € CH(Q).

In addition, if K := k1 = Ka, h1,hs > 0 and 619,629 > 0, then 9?,9’5 >0, and if (39) holds, then 9’f > 9’5 > 0.

Proof. The system (43) can be seen to be of the form considered in §2 since the equation for 8% can be rewritten
as
—KAOF + (c; + 7 1)0F = W+ 77105+ (=)0 (01 — 05) .

Observe that coercivity for the elliptic operator clearly follows by (5) (the extra 77! term does not hinder).
Then we can simply apply Theorem 2.1 for the existence and the H{  regularity. The assumption on the h;
implies that h} > h% for each k and this, along with the assumption on the initial data, gives us 6} > 62
by Proposition 2.8. Iterating this argument gives the result for all k. The non-negativity follows by similar

reasoning and repeated applications of (7). O

A direct application of Theorem 2.2 gives the following regularity result.

Proposition 3.7 (REGULAR SOLUTIONS FOR THE SEMI-DISCRETISED PROBLEM). Let the assumptions of the
previous proposition hold as well as (2°), (39) and

ifn >3 and a’ #0, hy,hy € L?(0,T; LP(Q)) for p > n. (44)
If furthermore
fE4+ V- (a(0)VE*) >0 ae inQ, (45)
then
Xk = X{®k=uk}-

Let us now give a condition on the data under the setting a’ = 0 that implies the non-degeneracy assumption
of the previous proposition.

Lemma 3.8. Leta' =0, hy € LY(0,T; L>=(Q)), 019 € L=(Q) and let (5) and (39) hold. If
f —ag > aa||h1||L1(07T;Loo(Q)) + aa||010|\Loo(Q) a.e. in Q, (46)
then assumption (45) is met.
Proof. Let us first prove that for each k,
165 1| Loe @) < 1Al 10,2 (2) + 1610l L= (0)- (47)
Using the L estimate on the temperature in Lemma 2.9, we obtain for k£ > 1,

—1pk—1
16 gy < WEET O i)
L= () = e +771

r
<
~T1c1+1

whence, solving the recurrence inequality,

1R e ) + 165 | oo (2)

Tc1 + 1

k
T k i 1
||9If||Loo(Q) < Z m”h“ M Loe (o) + m”el()HLOO(Q)
=1
k
kt1—j
< ZTHh1+ Lo (@) + 1010l L (22)

ESIES
Il
[

TR |0y + 1610l = (0)
0

J
N-—1
L
< Z 7([hy ™ e (@) + 1010l 2 ()
=0

= ”h{v”Ll(O,T;LW(Q)) + 1010l Lo () -
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Then we simply use

1 (T
1B (| 21 0, 75200 (2)) = ;/ ZH/ hi(s) dsl| Lo (@) X1, (t)
0 k=1 “Ix
1 N
25 [l
T =1/

= ||h1HL1(O,T;L°°(Q))-

IN

Now, note that the assumption (46) implies the existence of a constant p such that
[ —ag — aallhi|| 110,105 () — aallfioll e (@) > 1 > 0.

The left-hand side of the desired inequality (45) can be manipulated by plugging in the equation for ®*, using
the fact that the temperatures are non-negative and the definition of the Clément interpolants:

F+aAd* = fk ag® — ac(0F — 65)x*

’ f(s) = ag(s) ds — aal|6} || L= (o)
k

T
> (48)
where the final inequality follows by making use of (47). O

Theorem 3.1 relies on the identification of x* from the semi-discretised problem as the characteristic function
(provided by Proposition 3.7) in addition to the strong non-degeneracy assumption (41). The passage to the
limit in the discretisation parameter and the obtainment of existence for the evolutionary model where only the
weak solution of Proposition 3.6 is available (i.e. when non-degeneracy is not assured) is a significant challenge
and is still an open problem. We discuss some of the issues that arise in that case in §3.9. Now, let us proceed
with proving the results stated in §3.1.

3.3 Interpolants

For the time being, the assumptions of Proposition 3.6 are enforced so that from (43), we construct the piecewise
constant interpolants

N
Nt x) :Z x)xr, (t and Zch z)x, (t

as well as the piecewise affine interpolant

t N ok k—1 N k-1
N 0F — 6’ oF — 6}
0, (t) =0y +/ E - . L xr.(s) ds = E (9"’ ! 77_ (t —tk1)> X1, (1).
0 k=1

N, see Lemma A.1. Defining ®" and «V in the same way as 0, we find
after multiplying each line of (43) by x7, and summing that these quantities satisfy the following system:

For the relation between éz and 9N

fori=1,2 80, — AN 40N = hN 1+ (—1)ib; (0N — 0¥ )N in Q,
o0 =0 on X,

éjv(()) = 92'0 in Q,

—M>N = a(eN — 0 XN + g™ inQ, (49
on X,
/ a(@N)VuN Vv (uN / NN —v) Vo= Zivﬂ vRxr, v e K(®F),
Q

on 3.

We now look for uniform estimates on the solution in the semi-discretised problem (43) that will translate into
estimates on the associated interpolants and then we will pass to the limit in (49).
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The following bound is trivial:

N

D xk(@)xn, (1)

k=1

<1

HXNHLoo(Q) = esssup

t,x)eQ

Estimates independent of N on the other quantities require more work as one can see in the next three lemmas.

Lemma 3.9. Fori=1,2 and all k, the following bound holds uniformly in N :

N N
1 _
1651|211 (02) + TZ||A9§H%2(Q) +o ZH@{C —0F 32y < C.
k=1 k=1

Proof. Below, we use the notation ||-|| in place of ||-|| 12(q) for ease of reading. Test the ¥ equation with 6% and
use the inner product identity 2(a — b,a) = ||a||* — [|b||* + ||a — b]|* to get

1 _ _ i
B (NOF 1> = 1107117 + 1105 — 077 H1%) + wal VOFI1Z + calloF 1> < [Ih 1167 +/Q(*1) bi (07 — 05)07 x-

Assuming first of all that b; > by, adding the inequalities for i = 1 and 7 = 2 and proceeding as in the proof of
Proposition 2.6 to deal with the two integral terms, we obtain

1 _ _ _ _
o (117 = Or =M1 + 0312 — 105711 + 107 — 07111 + 1165 — 657 111%) + k1 [VOT[* + eallO7]1®
+ ko[ VO3] + 2|05

1 1 b1 — b
< o IR + ex O8I + o IR412 + eallB 2 + 252 1651
where we used Young’s inequality with €; and €5. This leads to

1 _ _ _ _
o (017 = 165 1% + 611 — 105711 + 0% — 01711 + 1165 — 657"(1%)

by —b
SRV + (e = 12 + wall VOEIE + (2 = 25— ) 5
1 1
< — W52 + — 1RSI,
< AP + b

Summing up from £ =1 to NV and taking €7, €5 sufficiently small, we obtain,

N N

1 _ -

> (9{V|2+9£V|2+Z||9'f—9'f HZ > Nes - 65 1|2>
k=1 k=1

N
+ Y (Rl VOFI + mal| VO5I| + Cal6F]1° + C216511%)
k=1

1 1 & 1 &
< — (||610]|* + ||620]I? Bk REN2
< 5 (16101* + [1620%) + o ; [T + I k§=1ll 2%

=1

giving upon multiplying by 7 the following intermediary uniform (in N and k) bounds:

N
l6Fll <C and 7Y )0F 7o) < C- (50)
k=1
For the bound on the difference quotients, test the 6% equation with 6% — Hf_l, and defining L; := —k; A + ¢

and using Young’s inequality with 7/¢;, we obtain

1 )
—)|0F — 0F M7 + (LibF,0F —0;7 1) = [ hE(OF — 0571 + (—1)bi(0F — 05)xw (0 — 07
-

1971 7
Q

T €0 _ biel
< —IRFI2 + D16k — pF—12
e e U

16} — 02

4e T

bih
|52 +

biea

bih
— |65 07 — 0|7
16, 1021+ =117 = 6
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Here we use use the linearity and self-adjointedness of L; to derive

(Li6F,0F — 07~ ") =

(LiOF — L0871 2, — 051y + %<Li9’? — L0810k —0F Yy L (L05 0F — oh Y

m\»—tm\»—l

(Libf — L7~ 07 — 07 1) + <L9f,95> <Li9§“‘1’9§“‘1> (AGF,0071) + (Li0; . 07)
- <A9§_179§_1>

= (L0 — Lt — 0 4 <L ok, 65) — (Lo~ 68
1 1
2 imln(’%wcl)nak 9k 1||H1 () +5 <L 05795> §<Li6‘£€7176?71>‘
Thus
1 _ _ 1 eg+ bieg + bie _ 1 _
k pk k—1 pk—1 0 €1 €2 k k—12 : k k—12
(LA 08) = SL0 1,08 o (7 = DEROERE ) gk g2 i)~ 04 o

kH2.

b;h
Y7+

T b;h
< —||hF?
< bR +

Summing and using coercivity of L;, we get

01||0N\|H1<Q)+f2||0’“ 0r 1||2+032||9’“—9’€ i3 @y

k=1

b h b h
< Znhkw Znakw ZWH? 5 (Lifio, o)
<C

using (50). This gives the first and last bound stated in the lemma. Now, rearrange the 6V equation and take
the L?(Q) norm to find

Rill AOF || L2y < IB5 L2y + 7711057 = 05 [l 2@ + cillO [l 2@ + 0ill0F — 0512,

which upon squaring and multiplying by 7 leads to

[

k k i L2 (2) k k k

Cr||Ab; ||2L2 Q) = < 7R ||L2 C?Tlll% H%Z(Q) + b?T”@l - 02”%2(9)'

Summing and using the previous bound, we get the second bound stated in the lemma. O

As a result, we obtain the following bounds for the interpolants constructed from 5.

Lemma 3.10. If hy, hy € L®(0,T; H(Q)*), then the following bound holds uniformly in N :

16 ||L°<>0TH1(Q +[|A6Y l £2(0,7;L2 (Q))+||9 | o< (0, 1; 57 (02)) +HA9 ”LQ(OTLlOC(Q))

loc

+ ||at ||L2(0TL2(Q))mL°o(0TH1 @) < C.

AN
Proof. This is a consequence of Lemma 3.9. The bound in L* in time on 6, is obtained due to the calculation

N

N _

165 (Ol @y < D10 la @xn () +
k=1

N —
oF — 07"
Z%(t—tk—l)mk(t)

k=1

H(2)

< C’Zsz + ijk (=ti) HH’“ — 0 1||H1 (using the first bound of Lemma 3.9)

<C+ 202 X1, (1) (as above and estimating ¢t — t5—1 < 7 on Ij)
k=1
= 3C,
and the bound on its time derivative follows simply by rearranging the equation for 6. O
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If g € L>(0,T;L?(R)), we clearly have that the right-hand side of the equation for ®V is bounded in
L*(0,7T; L?(2)) and therefore

||¢N||LW(O7T;H1(Q)) + HA@NHLOO(O,T;LQ(Q)) S C uniformly in N.

Testing the inequality for v/ with ®, manipulating with Young’s inequality with epsilon, Poincaré’s inequality
and using the bound on ®V, we also easily derive

||UN||Loo(o,T;Hé(Q)) < C uniformly in N.

The absence of L>(0,T; HZ

loc
for u™ for the general coefficient functions a.

(92)) regularity for 6V has the effect that we do not get an L>°(0, T'; HZ

loc

(©)) bound

Lemma 3.11. Suppose f € L°°(0,T; L?(Q)) and that the coefficient function a is constant. Then
||AUNHL<>C(07T;L2(Q)) < C uniformly in N.

Proof. Since min(z,y) = r—(z—y)™, the Lewy—Stampacchia inequality from Proposition 2.16 for the discretised
solutions reads —(f* + aA®*)T < —aAu* — f* <0, so if we multiply by x7, and sum up, we obtain

—(fN +ardM) T < —aAuN — N <0 a.e. in .
Thanks to the L°°(0,T; L?(2)) bound on A®Y | —AulN € L>°(0,T; L?(£2)) uniformly. O

If @ were not restricted to being a constant, we can obtain —Au®™ € L>(0,T; L*(£2)) uniformly but the lack
of LP elliptic regularity for p = 1 means we cannot proceed any further with just this information to get local
WP regularity.

3.4 Limiting behaviour

Putting together the previous boundedness results in Bochner spaces and using interior elliptic regularity, we get
the existence of (01,62, X) such that the following convergences hold for subsequences that we have relabelled:

oN 50,  in L>(0,T; H(Q)) and weak in L*(0,T; H2.(R)),

0 %6, in L°(0,T; H'(Q)) and weak in L2(0,T; H2, (), -
8,0, 8,0, in L=(0,T; H*()*) and weak in L2(0, T; L2(Q)),

XV Ex o in L2(Q).

Let us make a note that under (39), we obtain 8% > 62 and (hence) 6; > 5. That the weak-* limits of §¥ and

0.

, are the same is proved in Lemma A.1 in the appendix, in which one observes also that

oN —0) 0 in L2(0,T; LA(Q)). (52)
Applying the Aubin—Lions theorem, we further obtain
0. =6, in L2(0,T;X)NC°([0,T);Y)

where X and Y are Banach spaces such that H2,_(Q) S X o L% () and H(Q) Y < L2(Q). In particular,
using (52),

0N — 0, in L?(0,T; L*(2)).

We can pass to the limit in the sense of Bochner in the 8 equations to obtain

/ /at i+ ki VO - Vn+ ¢ m—/ / hi + ( bi(61 — 02)X)n Vn€L2(0TH1(Q))
—910 iIl Q,

(53)

where we used the convergence in C°([0,T7]; L?(Q2)) to recover the initial condition.

It would also be possible to pass to the Bochner limit in the equation for ®Y but not for the quasi-
variational inequality for «”. This is because we would need a strong Bochner convergence for either " or
in L2(0,T; H}(Q)) to take the limit after testing the inequality for v with an appropriate recovery sequence,
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just as in the proof of Proposition 2.13. In order to brute force such a strong convergence, we have to use
the L in time bounds and work on the level of pointwise a.e. fixed times. Indeed, using the above uniform
bounds, we get the existence of a subsequence N; = N;(t) and limiting functions ®(t), u(t) and x(t) such that
the following convergences hold:

ON (1) = 0i(t) i H'(Q),
dNi(t) = ®(t)  in HZ.(Q) and strong in HE(Q),
ADNi(t) =~ AD(t) in L3(Q), (54)
W) ult) i H(Q),
W) S ) in L¥(Q),

where we used the boundedness of A®N(¢) in L2(Q), the compact embedding L2(Q) < H~1(Q) and the
coercivity of the Laplacian to obtain the strong Hg (£2) convergence above. Note also that we have the first con-
vergence listed above for the whole sequence {6 ()} because we already know that ¥ — 6, in L?(0,T; L*(Q)).
At present, we cannot claim that ® and u constructed above are the same as the weak Bochner limits of the
sequences ®V and uV respectively.

Remark 3.12. It is important to keep in mind that the convergences in (54) hold for a subsequence that itself
depends on the time point, which is a major issue. In other works addressing quasistatic contact problems, this
type of dependence is circumvented and a global subsequence can be found. The idea there (see for example
[2, 9]) is to use a diagonalisation argument and an assumption on the differentiability of the source term to
obtain an estimate on the difference uF+' —u*. The term involving x that appears in the equations for ON and
®N impedes the derivation of such an estimate. We will resolve this issue by proving directly the convergence

for the entire sequence {x™ (t)} under the strong non-degeneracy assumption (41).

It is easy to pass to the limit in the equation for ® in (49) in a pointwise a.e. sense. For the inequality for
uN | one can take an arbitrary function v(t) € H(2) with v(t) < ®(t), define vV (t) := v(t) — ®(¢) + ®N(t) =
Zszl(v(t) — ®(t) + ®%)xy, (), test the variational inequality with v™s(¢) and then pass to the limit with the
aid of the strong H' convergence for vV (t) and Minty’s lemma (just as in the proof of Proposition 2.13). We
end up with

/ Ve(t) - VE = /(a(91(t) = 02(t))x(t) + g(£))§ V€ € Hy(Q),

u(t) € K(a(t)) /

A a(01(t))Vu(t) - V(u(t) —v(t)) < A f@)(u(t) —o(t)) Yu(t) € K(®(1)),

for almost every t € (0,T). Now, let us give a first characterisation of x(t).

Proposition 3.13. We have x(t) € 1 — H(®(t) — u(t)) for almost all t € (0,T).

Proof. From (29), we know that fQ(QDk — u*)*xx = 0. Multiplying this by XIix, (t) where Iy, stands for the
kth interval of the partition of [0, 7] into N; subintervals, summing, and then passing to the limit, we find

/ (@(t) — u(t) " x(t) =0,
Q

which tells us that when u(t) < ®(t), we must have x(t) = 0, i.e., x(t) < X{a(t)=u(t)}- O

Note that the equations for 6; in (53) are, as currently written, uncoupled to the equation and inequality in
(55) because X is not necessarily equal to x. To make such an identification, it appears that the identification
of x as the characteristic function is necessary. The next section is devoted to this.

3.5 Identification of the characteristic function

We now enforce the regularity stated in Theorem 3.1 on the source terms and initial data as well taking the
coefficient function a to be a constant. Due to Lemma 3.11, in addition to the convergences listed before, we
also get

uNi(t) = u(t) in HZ.(Q) and strong in Hj(Q). (56)

In the next proposition, we will identify y as the expected characteristic function. The assumption we need for
it is slightly weaker than the one made in the theorem (assumption (41)) which we shall need later to couple
(53) and (55).
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Proposition 3.14 (IDENTIFICATION OF X AS THE CHARACTERISTIC FUNCTION). Let a' =0 and let (5), (39)
and (46) hold. Then for almost all t € (0,T),

X(t) = X{a(t)=u(t)}-

Proof. By Lemma 3.8, Proposition 3.7 is in force and x* can be identified as the characteristic function X{@k—uk}-
Hence?

ZX{cpk—uk} X1, (8) = X{an (6)=un (1)} (T)- (57)

Because u(t) and ®(t) are both in HZ (2), arguing like in the proof of Theorem 2.2 in §2.6, we deduce that by

virtue of u(t) satisfying the variational inequality in (55), for every Q' CC Q,
—alu(t) + (f(t) + aA®(t)X(a()=ur)y = f(t) on Q" (58)
On the other hand, the quasi-variational inequality for u* in (43) can be written as
—alAu® + (f* + GA(I)k)X{q;.k:uk} =f* on ¢,

whence

—alu™ () + (SN (0) + ad@N ()N (1) = V() on . (59)

We will pass to the limit in this equation for the subsequence IV;, which for simplicity we shall denote by N from
now on. Making use of the weak convergences listed in (54) and (56), —aAu® () — fN(t) = —aAu(t) — f(t) in
L2 (Q) and we get from (58) and (59)

(PN () 4+ addN (0)xN (1) = (f(t) + aAP(t) X (o@)=uw} N Line(2). (60)

Since (x™(¢))? < 1, it has a weak-* limit ((t) for a subsequence (which we have relabelled). We use this fact
on the left-hand side of the above, expanding it as

(fY(8) + ad@N ()N (1) = (FY(t) — ag™ () — aa(07 (t) — 05 ()X (£)x™ (¢)
= (N (1) = agh ($)x™ (t) — aa(0 () (07 (1) = 63 (£)) (X (1)
= (f(t) = ag(t))x(t) — aa(6r(t) — O2(t))C(t)
< (£(t) — ag(t)x(t) — aa(61(t) — 02(t)) (x(¢))
= (f(t) + aA®(1))x ()
where we again used [33, Lemma 2] for the penultimate line because 6, > 05 (as we explained at the start of
§3.4). Comparing this with (60), we get
(f(t) + aA®(1)) (X{ot)=u)}y — X(t)) < 0. (61)

Now, the non-degeneracy estimate for each k we derived in (48) implies that
V() +ardN(t) > p >0,

whence taking the subsequence N;(t), using the weak convergence of A®Yi(t) and passing to the limit, we
obtain
f(&) + aA®(t) > p> 0.

This implies from (61) that X{ot)=u(t)} < x(t) and therefore x(t) = X{®(t)=u(t)}- O

The subsequence principle cannot be used to say that the entire sequence {x™¥(¢)} converges to X{®(t)=u(t)}
since this object depends explicitly on ®(t) and u(t), which depend on the subsequence N;(t) that is taken.
That is, the limit is not necessarily unique. In the next section, we will show that the dependence on time in
the subsequence can be removed.

3This is easy to see: the left-hand side is non-zero and equal to 1 if and only if there exists a j € {1,..., N} such that t € I;
and x € {®/ = u’}. The right-hand side is non-zero and equal to 1 if and only if x,¢ are such that ®V (¢t,z) — uN (t,z) =0 <=

Zszl(q)k(m) —uk(x))x1, (t) =0, ie., if and only if t € I; and @ € {®? = u} for some j.
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3.6 Identification of Bochner and pointwise limits in time

In order to equate ¥ and x and thereby fully couple (53) and (55), we need the additional non-degeneracy
assumption (41) stated in the theorem. Before we proceed, observe that by multiplying (47) by xr, (t) and
summing, we obtain

N
167 ()| L) = ||Z 05 xr, ()l o) = D 0¥ @xn (8) < [hallzr oz () + 1010l @) (62)
k=1 =

Proposition 3.15 (CONVERGENCE OF {x™V ()} TO x(t)). Under the assumptions of Proposition 3.1/, if (41)
holds, then for almost every t € (0,T),

XN () — x(t) in LP(Q) for all p < cc.
Proof. Assumption (41) implies the existence of a constant p > 0 such that
[ —ah —aallhi]| L1 0,r;05 () — aallfiol|Le= () > 1 > aa|hi]|L1(0,7:05 () + ac||f10] Lo () (63)
As in the proof of Proposition 3.14, we can derive from (48) the inequalities

N () + aAdN () > >0,
f(t) +aA®(t) > pu > 0.
These two lower bounds are non-degeneracy conditions and they allows us to apply the L' continuous dependence

estimate for characteristic functions in [26, Theorem 4.7, §5:4] for the two obstacle problems satisfied by wu(t)
and v’V (t) and we get, making use of the equations for ®(¢) and ®(t), for almost every t € (0,7),

tlIx o) =ut)y — X{a~ m=ur e < IFE) = YOl + lad®(t) — aA@N (1) 110
<) = Nl +allgt) = g™ (Ol @)
+aal|(01(t) — 2(t))x(t) — (07 (¢ ) — 03" XN )@
< @) = YOl i) +allg®) = g™ (O i)

+aall(01(t) — 02(t) — (07 () — 02" () x ()| 2 (o)
+aa|\((9N(t) =03 () () = XN ()l (64)
< @) = Y Olleie) +allgt) = g™ ()i

+aa|(01(t) = 62(8) — (07 (t) — 05" (1)l 1 (o) + aaL|x(t) = X~ (®) |10
where for the final line we used
16 () — 03 ()| =) < 102 (W)l (9) < I1hallLro.rsz= () + 010l (o) =: L

due to the non-negativity of 63 and by the L> estimate (62). Taking into account that x(t) = X{a(t)=u(t)} and
XN (t) = Xgon (1)=un (1)} (see (57)), the above becomes

(,u — CLO(E)HX{@(t):u(t)} — X{¢N(t):uN(t)}||L1(Q) < ||f(t) — fN(t)HLl(Q) + (ng(t) - gN(t)HLl(Q)
+aa[(61(t) = b2(t) — (07 (1) — 65" (1))l 1 (-

Using then (63) and the definition of L, the coefficient on the left-hand side above is positive. Then taking N —
oo, using the fact that fN — f, gV — g in L?(0,T; L*(Q)) [30, Remark 8.15] and 6~ — 6; in L2(0,T; L?(9)),
we get that for almost every ¢ € (0,7T),

XN () = Xpuy—a@y = x(t) in LY(Q)

at least for a subsequence (independent of ¢) which we have relabelled. The convergence is also in LP(Q)) for
any p < oo because the sequence and its limit are characteristic functions. O

This strong convergence for the global (independent of t) sequence implies via the Lebesgue’s dominated
convergence theorem (and (51)) that

XY = x in LP(Q) for all p < oo and weak-* in L>(Q)

and crucially, from (51),



This is sufficient to conclude existence because now the Bochner limiting equations in (53) for #; and the
pointwise a.e. in time equation and inequality for ® and wu respectively in (55) are coupled through the single
term .

Let us finish by discussing membership in the Bochner classes that we claimed in the statement of Theorem
3.1. For a.e. t € (0,T),

=AY (t) + AD(t) = a6 (1) — 057 (1) — (01() — O2(£))X™ (1) + (02() — 2(£)) (X (1) — x(8)) + g™ (£) — g(t),
and we see that the first and third term trivially converge to zero in L?(f2), as does the second term since we
have xN (t) — x(t) in L?>"/2+7)(Q) and the factor 0, (t) — 0o(t) € L*/(*=2)(Q) (this is due to the embedding
HY(Q) — L*" (Q) where 2* = 2n/(n — 2) is the Sobolev conjugate). From this, we obtain

ON(t) = ®(t) in HE (Q),
uN(t) = u(t)  in H(Q),

for the full sequence. From this and the bounds on ®" and «" in §3.3, we may apply the Lebesgue’s dominated
convergence theorem which implies convergence in Bochner spaces and we get Bochner measurability of the
limiting functions since the pointwise limit of measurable functions is also measurable. This concludes the proof
of Theorem 3.1.

Remark 3.16. The assumption (41) and its weaker version (46) are sufficient conditions and are specially
formulated around the L™ result for 61 via Lemma 2.9; there are different assumptions one could make instead.
For example in low dimensions using the embedding of H?(2) < L>(Q) we can get a different bound on the
L> norm of 61 under some elliptic regularity assumptions, but this would now depend on both hy and hy (and
hence 0y as well), unlike the current hypotheses which depend only on hy. One could also attempt to estimate
the L norm of 01 — 0 (instead of simply neglecting 05 like we do in the proof of Proposition 3.15, see (64))
by using eg. Remark 3.5.

3.7 Continuity in time of solutions

The following proposition serves to also prove the principal claim of Theorem 3.4.
Proposition 3.17. Let f,g € C%7((0,T); L'(2)) for some~y € (0,1] and let (41) hold. Then for everyt € (0,T)
and all p < oo, XV (t) = x(t) in LP(Q) and x € C°((0,T); LP(Q)).

Proof. Recall that we used piecewise constant (in time) interpolants based on a partition of [0, 7] into disjoint
intervals and we approximated the source terms also in a piecewise constant fashion. This means then that the
equation for ®V and the inequality for u?V in fact hold for every t € (0,T). We assumed that the source terms
are in L>(0,T; L%(€)), so their Clément interpolants are bounded pointwise in time in L?(Q), and therefore
®N(t) and u(t) are bounded in various Sobolev spaces for every time. Hence the convergences in (54) and
the equation for ®(t) and the quasi-variational inequality for u(t) that are written in (55) also hold for every
time. What is crucial is that the L> bound for 8 (¢) given in (62) is also valid for every t € (0,T). Hence
the argument to show that V() — x(¢) in the proof of Proposition 3.15 works for every ¢t € (0,T) with the
passage to the limit in NV being valid pointwise in time for the source terms and HZN by the two results given in
Lemma A.2. This gives us

XN(t) — X{u(t)=®(t)} n LP(Q) for every te (O,T)

Let us now prove that x is continuous. Recall L from the proof of Proposition 3.15. The idea is to take two
times t,s € [0,7] and once again apply Theorem 4.7 of [20, §5:4] for the two obstacle problems satisfied by
uV(t) and uN(s). Doing so, we obtain, just like (64),

1l X {8 (1) =un (1)} — X{@N (s)=ud (s} L1y < NFV () — FN (s )HLl(Q +allgV (t) = g™ (s)ll L1 (e
+aal| (07 (t) = 057 (t) — (67 (s) = 6" (s)))x™ (D)l 10
+a04||(9{\’(5) =63 () (N () = XN () L1
<)~ fY (s )HLl(Q) +allgh (t) = g™ ()l L2
+aal|(67 (t) — 65 () — (67 (s) — 62" (5)) [l L2 (o)

+aalL|lxN(t) — x N9l L1 e)-

Moving the last term on the right-hand side onto the left, taking the limit as N — oo and making use of the
above-obtained fact that xV (t) — x(t) for every t € (0,T) and Lemma A.2, we get

(1 = aal)[Ix(t) = x(5)llr () < (1) = F()llLro) + allg(®) = g(s)]l 20
+ ac|[(01(t) — 02(t)) — (01(s) — b2(5))l| L1 ()
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Therefore, it follows that x € C°((0,T); L}(Q)) because §; € C°([0,T]; L*(2)) and f,g € C°((0,T); L*(Q)).
Since x is a characteristic function, it is also continuous into L?(€2). O

Let us prove the remaining regularity claims of Theorem 3.4. Recall from §3.4 that 6; € C°([0,T];Y) for any
Y such that HY(Q) <> Y < L2(Q). Taking Y = L%(Q) for ¢ < 2* := 2n/(n — 2), we have 6; € C°([0,T]; LI(2))
and hence (01 — 62)x € C°((0,T); L9(2)) for any ¢ < 2* because y is bounded and is in C°((0,T); L?(Q)) for
all p < 0.

This implies, via

[=AD(t) + AD(s)|| Lr () < acl[(61(t) — O2(2))x(t) — (01(s) — O2(5))x(s)l| e () + lg(t) — 9(s)l|Lr ()
< aal|(01(t) = 02(t)) — (01(s) — 02(3)) [ o (o) + [ (X(8) — x(5))(01(s) — 02(5)) || Lo ()
+ [lg(®) — g(s)ll e (0

that if g € C°((0,T); L"(Q)) for r > 1, then —A® € C°((0,T); L™"("9(Q)) for all ¢ < 2*. Elliptic regularity
then gives ® € CO((0, T); W29 (). That —Au € C°((0, T); L™n(9=¢) for all ¢ < 2* now follows directly

1
from the equation (58) satls%Ced by u(t) and the assumption f € C°((0,T); L"(Q)).
3.8 Uniqueness

We start with a parabolic version of the continuous dependence result of Proposition 2.10 for the temperatures
in the elliptic setting. We use again the constants 71,7, defined in (22) (with ||o]|ec = 1).

Proposition 3.18 (L!'-CONTINUOUS DEPENDENCE). Let a’ = 0 and let (01,02, ®,u,x) and (91,92,<i>,ﬂ,5()
denote two (regular) solutions of (3) corresponding to different data with additionally h;,h; € L>®(Q) and
0i0,0:0 € L=(Q) fori=1,2. Then
Yillr = 01|22 0721 () + Y2llf2 — O2llL10rrr () < 171 — hallzrompi) + B2 — hallLio. i)
+ 1610 — 610l £1(02) + 1820 — B0l 22 ()
+ (L = D)(b1 +b2)lIx — Xl L1 (0,7:01 (22)) -

Proof. The argument is almost identical to that of Proposition 2.10. Recall the truncation function 7. from
Proposition 2.10 and define its antiderivative S( fo ) dr. We again test

3:(0; — 0;) — ki A(0; — 0;) + ci(0; — 0;) = hy — by + (—=1)"b; (61 — 02)(x — X) + (01 — 61 + 02 — )%

with e 17.(0; — 92) and doing so, we get, letting the notation —i stand for 1 when ¢ = 2 and 2 when ¢ = 1,

e [0~ 0+l = ulsiey + b [ 100115 < Ihi = Balusiey + (£ = Dbl = Koo

+ b,i/ 10— 04,
Q

Integrating in time and neglecting the term involving S. on the left-hand side since S¢ > 0, using the fact that
€7 15.(s) = |s|, and adding for i = 1,2, we arrive at
cil6r — é1HL1(0,T;L1(Q)) + 2|2 — é2||L1(O,T;L1(Q)) < |h1 — iLl”Ll(O,T;Ll(Q)) + [|h2 — ﬁQHLl(O,T;Ll(Q))
+ 11610 — O10]l1.(@2) + 11620 — B2l 11 ()
+ (L = 1)(b1 + b2)lIx — X1 (0,751 ()

bl—b2/ /X|92—92\+ bz—bl/ /X|91 601].

O
We are left to proof the uniqueness of solutions for the evolutionary model.

Proof of Theorem 3.5. Now let (61,602, ®,u,x) and (91, 0, (i),ﬂ,f() denote two regular solutions corresponding
to the same data. From Proposition 3.18, we obtain

(L —1)(by + b2)

— ¥ 1 .71 Q .
= Ix —xllz (0,T5L1 ()

101 — 01|22 0,721 ) + 102 — B2l 10,701 (0)) <
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We also obtain in the same fashion as in the proof of Theorem 2.5 (in §2.7)

. b1 +b N
186 - A0l ooy < ol -0 (P52 +1) I - Wl

Noting that
[+ aA® = f—ag—aa(fy —0)x > f —ag —aa(L —1),

the non-degeneracy condition (42) implies that there exists a constant p with

f+aA® > p>aa(l —1) <1+bl+b2>.
70

This implies that the non-degeneracy condition of [26, Theorem 4.7, §5:4] is valid and it can be applied to yield,
after integrating in time and using the above estimate on the obstacles,

. - b1 + b .
pllx = Xllzr o1z @) < all] AL — A L1 .01 () < aa(L —1) (1 + 1%2> X = Xz 0,7:01 @))>

which shows that x = x. O

3.9 Remarks on weaker solutions

Let us discuss the situation where the identification of {x*} (recall the semi-discretisation we employed in (43))
as characteristic functions from the result of Proposition 3.7 is not available and hence we have at our disposal
only the results up to and including §3.4. We investigate to what extent we can obtain a weaker existence result
for (3) analogous to Theorem 2.1 for the evolutionary model.

The uniform estimates on the interpolants constructed in §3.3 remain in force and hence the Bochner
convergences (51) and the pointwise a.e. in time convergences (54) are still available, and in addition, we also
have (from the L°°(0,7; H*(92)*) bound in Lemma 3.10) for the t-dependent subsequence N, the convergence

8,0, (1) —~mi(t)  in H'(Q)*

to some 1;(t) € H'(Q)*. In general, without the non-degeneracy assumption (45) (or (46)), one cannot identify
as 1; as 0;0; from the current information alone. If we pass to the limit in the system (49) for the interpolated
quantities, we get the existence of what we call a very weak solution of (3):

0; € L>(0,T; H' () N L*(0, T; Hige (2)) NWH(0, T HY(Q)*) N H'(0,T; L*(92)),

T]i(t) S Hl(Q)*,

(u(t), @(t)) € Hy () x (Hipo(2) N Hy (),

XEL®(@Q), 0<x <1,

and x(t) € 1 — H(®(t) — u(t)) for a.e. t € (0,T) such that

fori=1,2: N — KiAO; + ci0; = hi + (—1)"b; (01 — 02)x in Q,
i = 040; — (—1)"bs(61 — 62)(X — X)

0,0, =0 on X,

0:(0) = 0io in Q,

for a.e. t € (0,T):

_AD() = a6 () — (OB +g(t) IO,
O(t) =0 on 01,

u(t) e K(®(1)) : (=V - (a(61())Vu(t)) — f(t),u(t) —v) <0 Vv € K(2(1)),
u(t) =0 on Of.

Observe that the system for 6; and n; and the system for ®(¢) and u(t) are completely decoupled. The desired
identification 7; = 9,0; and ¥ = x under these relaxed assumptions appears non-trivial. It is clear that if we
had 8téjv — 040; in C°([0,T); X) for some space X then we could identify 7; = 9,0; since the pointwise in
time limit must agree with 7;(t). Even convergence in L?(0,T; L?(Q2)) would be sufficient for this purpose: it
would imply (8N — 0)x¥ — (81 — 62)% and hence —A®Y — —Ad in the same space, yielding ®¥ — & in
L%(0,T; H2 .(2)). This would allow us to pass to the limit in the quasi-variational inequality for u” directly
(which we could not do, see the paragraph after (53)) at least locally, and hence there would be no need to

31



consider the pointwise a.e. in time limits that we were forced to take. The missing tool we need is an analogue
of the continuous dependence result for the characteristic functions that we used in the non-degenerate case in
§3.6.

Nonetheless, taking a weighted sum and a weighted difference of the two equations satisfied by 7, and 7,
we find the two relations between 6; and 7);:

b20:01 + b10:02 = bamy + b7,
b20;01 — 010102 = bany — bima — 2b1b2(01 — 602)(X — X)»

and we deduce that
8t0i =1"n; on {91 = 02} U {)N( = X}

In summary, we are unable to obtain the analogue of Theorem 2.1 on the existence of a ‘weak’ time-dependent
solution but we can show existence of very weak solutions. The resolution of the issues raised above is an
interesting open problem.

A Properties of interpolants

N
Lemma A.1l. The weak limits for the weakly convergent subsequences of {0; } and {0N} are the same.

Proof. Let us denote by 6; the weak limit of {6V} (we have relabelled the subsequence). We have

grF—1 _ gk

N
~N .
16N (t) = 05 (D)l p2cy < D_II0F — 077" + (t = tr1)ll L2 xn ()

k=1

and hence, squaring and using the fact that the I are disjoint, we obtain after integrating,

T N T N -
/0 102 (8) — 8L ()12 < 2 / SOI0F = 65 2 g v
k=

1
T
0

=CTr.

That is, 6V — 95\[ — 0 in L2(0,T; L%(Q)), which along with 6 — 6; tells us that 95\[ — b;. O
Lemma A.2. We have the following pointwise in time convergence results.
(1) If f € C°7([0,T); LY(Q)), then for all t € (0,T),

FYE) = f(t) in LY(Q).

(2) For allt € (0,T),
ON(t) — 6;(t) in L*(Q)

%

Proof. (1) Writing

N ol 1
0= 10 =3 (3 [ 6= 10 ds) w0

k=1
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(2)

the claim follows from

IN

N(p _ (1 N
1£7 () = FOl2r E | - f(s) = f(t) ds ) |y @)xn (1)
k=1 L

N
2,
12 JRYALCEICR R
li (/ NACE ) w0

N

<y (/Ik dS) xr, (t)

k=1

IN

( RCEC as) \ i, ()

IN

=77,
We know that éiv — 0; in CY([0,T]; L*(Q2)). From the proof of Lemma A.1, we have
~N N
167 (6) = 85 (Dll2(@y < D_I0F — 077+ 771 OF T = 05)(t — t) |2 X1, (1)
k=1

N
<2 )08 = 05 M| L2y x, (B)
k=1

N 12 , N 1/2

<2 (ZW? — 9f1||%2(9)> (Z X1, (t)2> (by Holder’s inequality)
k=1 k=1

<Crt/?

with the last line by the estimate in Lemma 3.9. This allows us to estimate

~N ~N
167 () = 0: ()| 22() < 1657 (2) = 05 ()| z2(s) + 1165 (£) = 0:(t)l|z2() — 0 for all £ € (0,7).
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